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SUMMARY

"The ultimate performance limitation of any communications system is susceptibility
to interference. In the presence of interference, intentional or otherwise, the communica-
tor, through signal processing at the transmitter and receiver, can ensure that perform-
ance degradation due to interference will be no worse than that caused by additive white
Gaussian noise at equivalent power levels" (Viterbi, 1991).

To quantify the success of any scheme to mitigate the effects of interference, it is
necessary to know what the effects of the interference are when the mitigating technique
is not employed. This report contains calculations of the effects of continuous wave- (CW)
and binary phase shift keyed- (BPSK) signal interferers on a standard BPSK communica-
tions system. These types of interferers are typical of those encountered in many BPSK
communications systems.
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1.0 INTRODUCTION

In this report, the effects of two forms of interference on the error rate of a standard
binary phase shift keyed (BPSK) digital communications system are examined. Specifi-
cally, the impacts of continuous wave- (CW) carrier and other BPSK-signal interferers on
the probability of bit error in the matched-filter receiver of the standard BPSK communi-
cations system are calculated as functions of interferer-to-signal carrier power ratios,
frequency offsets, phase offsets, and relative data rates. The term "standard" implies that
no spread spectrum or forward error correction (FEC) coding techniques are employed in
the BPSK system of interest.

In section 2, the probability of bit error, Pe, is derived for a matched-filter BPSK
receiver operating in the presence of additive white Gaussian noise (AWGN) and no
interfering signals. The receiver structure introduced in section 2 is used in all of the
following sections.

In section 3, the effect of a CW interferer on Pe is calculated as a function of the
interferer-to-signal carrier power ratio, J/S, and relative phase angles first, when the CW
interferer frequency and the carrier frequency of the desired signal are identical. Then,
the effects on P, of varying the frequency of the CW interferer relative to the carrier
frequency of the desired signal are also calculated for several values of J/S.

In section 4, the effects on Pe of an interfering BPSK signal are calculated as functions
of the relative data rates of the interfering signal and the desired signal, the interferer-to-
signal carrier power ratio, and the offset of the interferer-carrier frequency from that of
the desired signal.

In section 5, the results of the previous sections are extended to the type of binary
differential phase shift keying that is employed in the Navy ultrahigh frequency Fleet
satellite communications (UHF FLTSATCOM) system: coherent detection of differentially
encoded BPSK. An interesting interference-related consequence of the use of differential
encoding is also examined.

In all of the calculations of the effects of the interferers on the bit-error probability of
the standard BPSK communications system contained in this report, it is assumed the
reference signal used for coherent demodulation of the received signal is not affected by
the interference. In practice, since the reference signal is derived from the received signal
by means of a carrier-tracking loop, the quality of the reference signal will be degraded by
the interference when J/S is sufficiently high. As a consequence, the probability of error
calculated here should be considered to be lower bounds on the probability of error
performance of an actual standard BPSK communications system operating in the
presence of CW- and BPSK-signal interferers. That is, the probability of error observed in
practice will be higher than the results contained in this report, especially at the higher
value, of J/S where the quality of the reference signal is likely to be severely degraded.



2.0 MATCHED-FILTER DETECTION OF BPSK

The calculation of the probability of bit error for a BPSK system using a matched-filter
receiver operating in the presence of AWGN and no other interference is well known
(Milstein, 1991; Proakis, 1989; Sklar, 1988). The correlator implementation of a matched-
filter receiver for BPSK is shown in figure 1. In the absence of interference, the received
waveform r(t) is given by

r(t) = + AP,(t)cos(wot) + n,(t) (1)

where

A = desired signal amplitude,

(= desired signal-carrier frequency,

PT(t) is a rectangular pulse of unit height and duration T,

T = bit time (1/R), and

No
n,(t) is additive white Gaussian noise with zero mean and variance No

2

Figure 1. Correlator implementation of matched-filter receiver
for BPSK.

The sign of the APT(t) term depends on the value of the current data bit, correspond-
ing to a carrier phase of 0 or 180 degrees. The quantity z(1) in figure 1 is the test statistic
and is given by

z(T) = ±AT + 2 fTnw(t)cos(wct)dt. (2)

2



As indicated in figure 1, the value of z(T) is compared to 0 at the end of each bit time.
The receiver decides for +1 or -1 based on the polarity of z(T). Now, because nw(t) i7 a
zero mean Gaussian random process, z(7) is a Gaussian random variable with conditional
expected value, given the data, given by

E[z(1)I ± 1] =± AT. (3)

The variance u 2 of z(T) can be calculated under the assumption that no signal and
only noise is present at the input of the receiver (Helstrom, 1984, p. 270). In this case,
E[z(T)] = 0 and a 2 is given by

0" = E[z2 (7)]

= 4 fdTti f dT2 E n ( 1 n ( 2 Io ~ ~ ~ o ~~

0 0

fdt f dt2Ln6(tl - t2 )]COS(0,t 1)cos(o)t2)

= 2NO f COS2 (c)dt
0

= NOT.

An error is made if z(T) has a polarity opposite that of the transmitted bit. Tius,
assuming that +1 and -1 are equally likely, the probability Pe of bit error is given by

P= Pr[z(T) <0 1 +1] + 2Pr[z(T) > O - 1]
2 2

1 (-AT 11 ( AT.
2 N~T 2 N0F

( -AT

NOT) (5)

A2T

3



where Eb = A 2T12 is the signal energy per bit, and

t2 (6)

is the cumulative normal distribution function. A plot of eq. (5) versus signal-to-noise

ratio (SNR) = Eb/NO in dB is shown in figure 2.

In all of the following sections, the desired signal will have random BPSK modulation
with an SNR of 10 dB. From figure 2, Pe = 4 x 10-6 for a standard BPSK system when
SNR = 10 dB. A desired signal-data rate R = 2400 bps is also used in all calculations,
which results in a desired signal carrier-to-noise density ratio C/No of 43.8 dBHz.

100

10 - 1

.10-3

Po 10-4

4- 8 10 1

IjN, (d B)

Figure 2. BPSK: Probability of bit error Pe vs. Eb/NO,
no interference.
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3.0 CW CARRIER INTERFERER

In this section, the impact of a CW carrier interferer on the error rate of the standard
BPSK system is calculated as a function of the ratio J/S of interferer-to-signal carrier
power, the carrier phase offset of the CW interferer with respect to the desired signal

carrier when the signals are centered at the same frequency, and the carrier-frequency
offset when the two signals are not centered at the same frequency.

3.1 DESIRED SIGNAL, INTERFERER, AND NOISE MODEL

The model of the received waveform, r(t), used in this section is given by

r(t) = + APT(t)cos(wCt) + acos[(wc + 6)t + 0] + nw(t) (7)

where

A = desired signal amplitude,

a = interferer amplitude,

co= desired signal-carrier frequency,

6 = interferer-frequency offset,

0 = interferer phase,

PT(t) is a rectangular pulse of unit height and duration T,

T = bit time (1/R), and

n(t) is additive white Gaussian noise with zero mean and variance No
2

The interfering signal consists of a single CW carrier offset by 6 Hz from the desired

signal-carrier frequency. Assuming coherent demodulation and matched-filter detection as
shown in figure 1, the test statistic, z(7), at the end of each bit time is given by

z(7) = + AT + a fcos(6t + O)dt + 2 no w(t)cos(wct)dt. (8)

Again, z(T) is a Gaussian random variable with variance aG given by

= NoT. (9)

5



The conditional expected value of z(T), given the interferer amplitude, frequency, and
phase, is given by

E[z(T)la,6, 0] AT acos sin6T + asin [cos6T - 1]. (10)

In general then, the probability Pe of bit error of a BPSK system operating in the
presence of a CW carrier interferer with arbitrary amplitude, frequency, and phase, is
given by

acosO 1 T asinO(AT + 6 snT+ -- [cosbiT - 1])1])
P,(a, 6, O) 66

2 NoT (1

-(AT - ao sin6T - ai [cos6T - 1])

3.2 INTERFERER FREQUENCY THE SAME AS THE DESIRED SIGNAL-
CARRIER FREQUENCY

If the interferer's frequency is the same as that of the desired signal, then, taking the
limit of eq. (10) as 6 goes to zero yields

lim E[z(T)la, o,O] ± AT + aTcosO. (12)
6D. 0

In this case, the conditional probability of bit error, given a and 0, is given by

Pe(a,0)= 1I(-T(A + ac°S2?- + 1(- T(A - acos0) (13)

3.2.1 Deterministic Interferer Phase

If the phase of the interferer with respect to the desired signal's carrier is fixed, then
the worst possible case occurs when 0 = 0 or 0 = 180 degrees. When the interferer is
exactly ±90 degrees out of phase with the BPSK carrier, it has no effect on Pe(a, 0) if the
receiver being used is equivalent to that shown in figure 1. A plot of eq. (13) for the case
of 0 = 0 degrees is shown in figure 3 for values of interferer-to-signal ratio JIS, defined
as

J/S = 201Oglo(a/A), (14)

ranging from -40 to +10 dB. Plots of eq. (13) versus 0 for four values of J/S (-20, -10,
-5, and 0 dB) are shown in figure 4.

6
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Figure 3. Probability of bit error vs. CW interferer-to-signal
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3.2.2 Random Interferer Phase

It will most often be the case that the frequency of the CW interferer will not exactly
match the carrier frequency of the desired signal. Thus, the phase angle of the CW
interferer with respect to that of the desired signal will drift with time. When there is no
reason for any particular value of phase to be preferred over any other, it should be
assumed that 0 is a random variable uniformly distributed on the interval [0, 2;r]. In this
case, the probability Pe(a, 6) of bit error is obtained from Pe(a, 6, 0) by removing the
conditioning on 0 as follows (Milstein, 1991)

P,(a,6) -J P(a, 6,o)dO. (15)

The integral in eq. (15) can be evaluated numerically. A plot of eq. (15) as a function
of JIS for the case 6 = 0 is shown in figure 5, which also contains a plot of eq. (13) with
0 = 0 as in figure 3 for comparison. When averaged over all possible phase angles, the
probability of bit error is slightly less at most values of JIS. At smaller values of J/S, the
interferer makes little difference in P, so its phase angle relative to that of the desired
signal becomes irrelevant.

100 R = 2400 bps

10"1 C/N o = 43.8 dBHz

E/NO =10 dB

0-e Interferer-Frequency Offset = 0 HZ

P. l -

Interferer-Phase Offset = 0 Degrees -1- 4

Uniformly Distributed Random

10 Interferer-Phase Offset

10-4  ,,,,

-40 -30 -20 -10 0 10

JIS (dB)

Figure 5. Probability of bit error vs. CW interferer-to-signal
carrier power ratio, 0 = 0 and 0 random.
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3.3 CW INTERFERER FREQUENCY DIFFERENT FROM THE DESIRED
SIGNAL-CARRIER FREQUENCY

In this section, the effect of the CW interferer-frequency offset 6 on the probability of
bit error is examined. In figure 6, Pe(a, 6) is plotted as a function of 6 for five values of
JIS. In each case, the interferer's phase angle was taken to be uniformly distributed over
[0, 2;] and the integration indicated in eq. (15) was performed numerically at each value
of 6. As might be expected, the stronger the CW interferer, the larger 6 can be for
significant degradation of Pe to occur..For JIS = -10 dB, the interferer's frequency must
be within the main lobe of the spectrum of the desired BPSK signal to cause an order of
magnitude degradation of Pe, When J/S = +10 dB, an interferer that is offset by 4.5 times
the data rate from the carrier frequency of the desired signal will increase Pe by slightly
more than an order of magnitude. In all cases, a CW interferer whose frequency coincides
with a zero in the spectrum of the desired BPSK signal has no effect on Pe,

R = 2400 bps

10_1 C/N = 43.8 dBHz

EhNO = 10 dB
JIS = +10 dB

10-2 Uniformly Distributed Random
Interferer-Phase Offset

P . +50d B

io-'

jo-"

0 5 10 15

Interferer-Carrier-Frequency Offset (kHz)

Figure 6. Probability of bit error vs. CW interferer-frequency
offset, J/S = +10, +5, 0, -5, and -10 dB, 0 random.
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4.0 INTERFERING BPSK SIGNAL

In this section, the impact of an interfering BPSK signal on the bit-error rate of the

standard BPSK system of interest is calculated as a function of the relative data rates of

the two signals, the ratio JIS of interferer-to-signal carrier power, and the carrier

frequency offset when the two signals are not centered at the same frequency.

4.1 DESIRED SIGNAL, INTERFERING SIGNAL, AND NOISE MODEL

The model of the received waveform, r(t), used in this section is similar to that in

eq. (7) except that the CW interferer is replaced by an interfering BPSK signal. Thus,

r(t) = + APT(t) cos(wet)

L

+ A, I dkPT1(t - kT - r) cos[(wo + 6)t + 0] (16).
k=-I

+ n,(t)

where

A = desired signal amplitude,

A, = interfering signal amplitude,

(= desired signal-carrier frequency,

6 = interfering signal-carrier-frequency offset,

0 = interfering signal phase,

PT(t) is a rectangular pulse of unit height and duration T,

T - bit time (1/R) of the desired signal,

T1 = bit time (1/R1 ) of the interfering signal,

r = bit transition time offset, r = P min(T, TI), 0 < fP < 1,

dk = ± 1, the data bits in the interfering signal, and
No

n,(t) is additive white Gaussian noise with zero mean and variance No
2



It is assumed that R, = 2"R, where n is an element of [..., -2, -1, 0, 1, 2, ... ]. The

upper limit L of the sum in the interfering BPSK signal term is determined by the relative

data rates and is given by

0, n < 0
L0 n_0 (17)L 2 n2_-1, n>0

When n < 0, there will be some bit intervals in which no interfering signal bit

transitions occur. In these cases, the interfering BPSK signal component of r(t) in [0, 71 is

simply ± A, cos[(o, + 6)t + 0], which is equivalent to the component due to a CW

interferer in eq. (7) with a replaced by A.

In general, the test statistic is given by

z(7) = + AT + Aff dkPTI(t - kT1 - z)cos[6t + 0
0 k=-1 (18)

+ 2 1 (t)cos(t)dt
0

when the matched-filter receiver of figure 1 is used. Again, z(7) is a Gaussian random
variable with variance oa2 = NoT.

4.2 EQUAL OR LOWER DATA RATE BPSK INTERFERER

When R, < R, there can be at most one bit transition of the interfering BPSK signal

during any interval [0, 7]. When such a transition does occur, the received signal in [0, 71
is given by

r(t) + APT(t) cos(wot)

+ AI{d-lPTI(t + T, - r) + doPTl(t - r)} cos[(o), + 6)t + 01 (19)

+ n,(t)

This is shown at baseband in figure 7 for the case d- = -1 and do = + 1. The

amplitude AIB of the interfering baseband component is determined by the values of A, 6
and 0 in eq. (16).

12
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0 T

A,5  -I

?1__!

Figure 7. Desired (top) and interfering baseband signals in
[0, T1, R 1<R,d- =-1 and do =+1. r=fiT, 0 :5 fi< 1.

The conditional expected value of the test statistic in this case is given by

'r 
TE[z()JAI, 6,r, O] + AT- A, fcos[6 t + O]dt f cos[6 t + 0]dt

E~z()!A,6,hO]= ± T ±+ t]dt (20)
0 7

- AT ± AIK(6, 3, O) ± AIK2 (a, r, O)

where
coOsin0os-1

K1(6, r, 0) -cos sin6i + - [cos6r - 11(26 6.(21)
co0sin0 [o~ o&

K2(6, T, 0) - cos [sin6T - sin6TI + 6 [cos6T - cos6r]6

Given that the current data bit in the desired signal is +1, the conditional probability of
bit error is given by (dropping the arguments of K1 and K2)

P(+ 1,a, 6,T,0) =1 Pr(z(T) < 01d- 1 = - 1,do = - 1)
4

+ 1Pr(z(T) < Old-, = - 1, do = + 1)
4

+ 4Pr(z(T) < Old-, = + 1, do = -1) (22)
4

+ lPr(z() < OldL = + 1, do = + 1)
4
1 lV(- AT+AIK, +AIK 2 ) 1 AT+AIKI-AIK 2 )

4 Nj 4 ~ NT

13



If the current bit in the desired signal is -1, then the conditional probability of error is
given by

Pe( 1,A&6, r,O) = -Pr(z(T) > Old- = 1,do = - 1)
4

+ 14Pr(z() > Old-, = -1, do = + 1)
1

+ 4Pr(z(T) > OId-l = + 1, do = - 1)
4 + -P~z(T>OjL1=+,do=-1)(23)

+ 4Pr(z() > Od-, = + 1, do = + 1)
4
1 (b(- AT- AIK1 -A 1 (- AT- AIK1 + AIK,

'N0T )+-A N0 _T )
1 (-AT+ AIKI -AK 2" 1 4DAT +A1K1 +A K2'

4 NOT 4 ~ 'NOT )
Thus, when there is an interfering signal bit transion in [0, TI, the conditional

probability of error, givcn the parameters of the interfering signal, is given by

Pe(A,, 6,T,O) = 2'Pe(+1,A, , 0) + Pe(-1,Al&, T,O). (24)

Examination of the terms in eqs. (22) and (23) reveals that

P(+ 1, AI, 6, r, O) = P(- 1, A, 6, T, 0). (25)

Thus,

Pe(AI, 6, T, O) = P,(+ 1,A, , r, O) = Pc(- 1,A, , r, 0). (26)

Over several desired signal bit intervals, the fraction y of them in which interfering
signal bit transitions do occur is given by

y = R1/R. (27)

In the desired signal bit intervals that do not contain interfering signal bit transitions,
the conditional probability of error is given by eq. (26) evaluated at r = 0 which reduces
to the CW interferer result in eq. (11) with a replaced by A,. On the average then, when
R, -< R the conditional probability of bit error is given by

Pe(Ai, 6,r, O,y) = yPe(A, 6,r, 0) + (1 -) Pe(AI, 6,0,0). (28)

As in eq. (15), the probability Pe(A!, 6, y) of bit error can be calculated by averaging

out the dependence on both 0 and r as follows

1 1 2"1 2;

P,(A,6,y) = y 1  .2 dO f drPe(Aj, 6, r, 0) + (1 - ) - f dOP(A, 6, 0, 0) (29)
P , T) --f 0 2z 1
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where 0 and r have been assumed to be mutually dependent and uniformly distributed on
[0, 2 r] and [0, 7] respectively. As y -- 0, the error rate degradation in the presence of
the interfering BPSK signal approaches that caused by a CW interferer of equal carrier
power as intuition predicts.

4.2.1 Interferer-Carrier Frequency the Same as the Desired Signal-Carrier Frequency

Taking the limit of eq. (21) as the carrier-frequency offset 6 goes to zero yields

lim K,(6, r, 0) = r cosO.
6 -, 0 (30)

lim K2 (6, r, 0) = (T- r) cosO.
6-0

But r = PT where 0 _< fP < 1. Thus, the conditional expected value of the test statistic is
(replacing r with P6 in the arguments)

lim E[z(7)IAJ, 6,fP,0 = ± AT + AIT[± ,P ± (1-fl)]cos0. (31)
-0. 0

Thus, when there is an interfering signal bit transition in [0, 71, the conditional
probability of bit error is given by

Pe (A,,,0) = 1 - T(A +A/cosO) 1 T(Al-A/cos0) 1
N . T (32)

1 (-T(A+A[28-1]cos0) 1(-T(A-AI[2p -1]cos0)
+ - D+

When there is not an interfering signal bit transition in [0, 7, P = 0 and eq. (32)
reduces to the CW interferer result in eq. (13) with a replaced by A. Again, the worst
possible situation for the system of interest would occur when 0 = 0 or 180 degrees.
Defining the interferer-to-signal carrier power ratio JS here as

JIS = 201ogl o(AI/A), (33)

the plot of Pe versus J/S for CW interference shown in figure 3 also applies to eq. (32)
with fP = 0 = 0. The plot of Pe versus JIS for CW interference shown in figure 5 also
applies to eq. (32) when P = 0 and 0 is considered to be uniformly distributed on
[0, 2,r] and the dependence on 0 is averaged out as in eqs. (29) or (15).

If there is an interfering signal bit transition in [0, 71, then 0 < P < 1 in eq. (32) (see
figure 7). Figure 8 shows plots of Pe versus P calculated with eq. (32) for 0 = 0, the
worst case situation, at four values of JIS. When P = 1/2, the interfering signal bit
transition occurs halfway through [0, 71 and P, is reduced by roughly 1/2 for the higher

15



JIS ratios as expected.' The curves in figure 8 illustrate that, in the case of identical
carrier frequencies, the degradation of desired system-bit-error rate caused by an equal or
lower data rate interfering BPSK signal varies by at most a factor of 2 as R1 is reduced
from R to zero. If the data rate of the interferer is zero, then it becomes a CW interferer.
As a result, the curves in figure 5 give upper bounds, that are within a factor of 2, on the
probability of bit error in the presence of an equal or lower data rate interfering BPSK
signal on the same carrier frequency as the desired BPSK signal.

10o

R = I/T = 2400 bps C/N = 43.8 dBHz E./No = 10 dB

10- 1 I/s- 0 dB
Randomly Modulated 13PSK nti/rfse t0r

Carrier-Frequency Offset = 0 Hz

10 - 2 Phase Offset = 0 Degres

-5 dB

P I0 - 1

-10 dB

b-s

-20 dB

0.2 0.4 0.6 0.8 1.0

Figure 8. Probability of bit error as a function of the posi-
tion of a single interfering signal bit transition in [0, T].

= TIT (see also figure 7). JIS = 0, -5, -10, -20 dB.

4.2.2 Interferer-Carrier Frequency Different from the Desired Signal-Carrier
Frequency

Figures 9 through 15 contain plots of eq. (29) evaluated for interferer-data rates of
2400, 1200, 600, 300, 150, 75, and 0 bps respectively, when the interferer-carrier-
frequency offset 6 ;e 0. In all cases, the desired signal-data rate is 2400 bps. Each figure
contains a plot of eq. (29) for each of five values of J/S: +10, +5, 0, -5, and -10 dB. The
integrations indicated in eq. (29) were performed numerically for each value of 6. In
figure 15, since the interferer-data rate is 0 bps, the effect on the error probability is
identical to that shown for a CW interferer in figure 6.

IN'ith regard to the possible combinations of interfering signal bits, when P = 0, there are two possible outcomes, one
of which will most likely cause an error. When fP = 1/2, there are four possible outcomes, of which only one will
most likely cause an error.
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100
Randomply Modulated C/N, = 43.8 dBHz

10'BPSK Interferer Es/NO 10 dB

i/S=+I dER =2400 bps

102R, =2400 bps

10-1

0 5 10 15

Interf crer-Carrier- Frequency Offset (kHz)

Figure 9. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R.

1W

Randomly Modulated C/N0 = 43.8 dBffZ

1U-1 BPSK Interferer E61NO = 10 dB

R2400 bps

le2  JIS = +10d R, 1200 bps

10 dB

10-'
0 5 10 15

Interferer-Carricr-Frcquency Offset (kHz)

Figure 10. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R12.
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100 *
Randomly Modulated C/N, = 43. dB I z-

BPSKlnterferer Eh/NC= 10dB

R 2400 bps

10-2 J/ 1PR, 600 bps

1'. 101

0 5-10 15

1nte feCr.T-Carrie r- Frequency Offset (kHz)

Figure 1. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R12'.

108
Randomly Modulated C/NO = 43.8 dBHZ

10-1 BPSK Interferer Eb/NO = 10 d9
R=2400 bps

0J/S = +10dB R, 300 bps

P. 1 5 d

-5 dB

-10 dB

10-'
0 5 10 1

I nterfecrer-CartiCr- Frequency Offset (kHz)

Figure 12. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R12'.
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Randomly Modulated C/No = 43.8 dBHz

BPSK Interferer Eb/N = 10 dB

R = 2400 bps

1I J/s=lo dB R1 150 bps

P,10 -1

I~ 10 - 5 dB

10-' 0dB

-5 dB

1-1

"-10 dB

0 5 10 15

Interferer-Carrier-Frequency Offset (kHz)

Figure 13. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R/2 4.

10.

Randomly Modulated C/No = 43.8 dBHZ

10_1 BPSK Interferer Eb/N, = 10 dB

R = 2400 bps
JoS_+0dB R, =75bps

10-1
-05 dB

10- 10 dB

0 5 10 15

Interferer-Carricr-Frequency Offset (kHz)

Figure 14. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R/2 5.
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100
C]N = 43.8 dBHz

1_ Eb/No = 10 dB

R = 2400 bps

JS =+10 dB R,= 0 bps
10-1

10-4

0 d-10 dB

10-,

0 5 10 15

Interferer-Carrier-Frequency Offset (kHz)

Figure 15. Probability of bit error vs. interferer-carrier-
frequency offset, R, = 0.

4.3 HIGHER DATA RATE BPSK INTERFERER

When R, > R , there will be interfering signal bit transitions during all of the desired
signal bit intervals [0, 7]. This is shown at baseband in figure 16 for the case R, = 4R
(n = 2 and L = 3 in eq. (17)) and d-L=dl =d 3 =-1,do=d2 =+1. Let 1(7) denote the
interferer component of z(T), which is the second term in eq. (18). Then, carrying out the
indicated integration,

cosO L- 1
1(T) = A--- {dlsin6T+ > dk[sin6(T + (k + 1)T) - sin6(r + kT 1)]

k=0

+ dL(sin6T- sin6(r+ LTI))}

sinO L- 1 (34)
+ A, - {d-1 (cos&r - 1) + ' dklcos6(r + (k + 1)TI) - cosc3(r + kT/)]

k=O

+ dL(cos6T- cos6(r + LT1))}
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vt
o T

St

Figure 16. Desired (top) and interfering baseband
signals in [0, 71, RI=4R, d, =d1 =d 3 = -1,
do =d2 =+1, r=jfTI, 0 <P<l.

Now, since R, 2=R, for r 0 there are M = 2 (2fl
+

1 ) = 2 (L+2) possible interfering

bit combinations. Values of M for n = 1, 2, 3, and 4 are listed in table 1.

Table 1. Number M of possible
interfering bit combinations
when R, = 2'R and r ;e 0.

n M

1 8
2 32
3 512
4 131,072

Let Ik denote the value of I(T) evaluated using eq. (34) for the kth (of M) combination
of interfering bits. Then, if all interfering bit combinations are equally likely, the
conditional probability of error, given the parameters of the interfering signal, is given by

1 V (.- AT+Ik (35)P, (A,, 65, T-, 0, n) - (35)=

k=1 Nf

As in eq. (29), the dependence on both 0 and r can be averaged out as follows

Pe(A, 65, n) = 21 Y JdO Jdr Pe(Ai, 6, r, 0, n) (36)
20 0
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where 0 and r have been assumed to be mutually independent and uniformly distributed
on [0, 2 gr] and [0, T1] respectively.

4.3.1 Interferer-Carrier Frequency the Same as the Desired Signal-Carrier
Frequency

Taking the limit of eq. (34) as the carrier-frequency offset 6 goes to zero yields

lim I(T) = AI cos04d-l - dL)r + T1 I dk1

= AIT cosO -1 -dL)P + I dk.

using T = 2"T, L = 2' - 1, and r = f/Tl (0 -- f < 1) for Rl> R. Substituting eq. (37)
into eq. (18) yields the conditional expected value of the test statistic for the case of
identical desired signal and interferer-carrier frequencies

E[z(T) IAIfl, , n = AT + AITI cosO d-1 -dL)fl + dk. (38)

Figure 17 contains plots of the probability of bit error versus interferer-to-signal ratio,
J/S, defined in eq. (33), calculated with eq. (36) using eq. (38), for BPSK interferer bit
rates of 2R and 4R respectively, where R = 2400 bps. The integrations indicated in
eq. (36) were performed numerically at each value of JS. For the purpose of comparison,
the CW interferer result plotted in figure 5 is also included in figure 17. With reference to
table 1, exact evaluations of eq. (36) for n >_ 3 will not be presented here. The trend of
decreasing Pe for increasing data rate BPSK interferers shown in figure 17 would continue
as R, is further increased. This is because the percentage of the possible interfering bit
combinations that are most likely to cause an error decreases as R, increases. Also, the
results plotted were calculated under the assumption that all possible interfering bit
combinations are equally likely. This assumption becomes less appropriate as the
interfering-data rate increases. A string of consecutive identical interfering bits has the
greatest impact on the probability of bit error in the BPSK system of interest. In many
practical BPSK systems, the probability of an occurrence of N consecutive identical bits
decreases as N increases due to the actions of data randomizers that attempt to keep such
occurrences to a minimum in the transmitted signal (Ivanek, 1989, p. 216). Therefore, the
BPSK interferer plots in figure 17 may be considered to be upper bounds (worst case) on
the Pe performance of practical BPSK systems in the presence of BPSK interference.
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100

CIN, = 43.8 dBHz

l0, E1/N = 10 dB CW Interferer

R=2400 bps

10_2 Interferer-Carrier-Frequency Offsets = 0 Hz

Uniformly Distributed Random
Interferer-Phase Offsets

P. 10-3

1044800-bps BPSK Interferer

1 o-5 9600-bps BPSK Interferer ]
10-4

-40 -30 -20 -10 0 10
JS (dB)

Figure 17. Probability of bit error vs. interferer-to-
signal carrier power ratio, CW, 4800-bps and 9600-bps
BPSK interferers.

4.3.2 Interferer-Carrier Frequency Different from the Desired Signal-Carrier
Frequency

Figures 18 and 19 contain plots of eq. (36) evaluated for interferer-data rates of
4800 and 9600 bps respectively, when the interferer-carrier-frequency offset 6 4 0. Each
figure contains a plot of eq. (36) for each of five values of JIS: +10, +5, 0, -5, and
-10 dB. The integrations indicated in eq. (36) were performed numerically at each value
of 6. As in figure 17, these curves were calculated under the assumption that all
combinations of interfering bits are equally likely. Therefore, they can be considered to
represent worst case performance. As expected, the higher data rate interferer will cause
significant degradation in the Pe performance of the system of interest at higher values of
6 due to the larger width of the main lobe of its spectrum.
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100

Randomly Modulated CIN, = 43.8 dBHz

1 o~BPSK Interferer EJ/N0 = 10 dB
R =2400 bps

R, =4800 bps

-0 dB

0 5 10 15

Interferer-Carrier-Frequency Offset (kHz)

Figure 18. Probability of bit error vs. interferer-carrier-
frequency offset, R, = 2R.

10,

J= +10 B Randomly Modulated C/No = 43.8 dBHZ

101BPSK Interferer EJINO = 10 dIB

+5 dB R 2400 bps

104 B, 96M bps

P. 1~

104
0o 10 1

Interfc rcr-Carrier- Frequency Offset (kHz)

Figure 19. Probability of bit error vs. interferer-carrier-
frequency offset, R, = 4R.
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5.0 EXTENSION TO DIFFERENTIALLY ENCODED BPSK

In this section, the results of the previous sections are extended to differentially
encoded, coherently detected BPSK signals. Coherent detection of differentially encoded
BPSK signals is used in the Navy UHF FLTSATCOM system (Naval Ocean Systems
Center, 1991). An interesting interference-related consequence of the use of differential
encoding occurs when the AN/WSC-3 UHF transceiver's transmitter is keyed with the
input data line held at a constant logical "1" level.

In the previoub sections it was assumed that a noise-free phase reference was available
for coherent detection of the received BFSK signal. In the absence of interference, this
results in a probability of bit error (or symbol error in a binary system) Pe given by

Pe = _ 2Eb ) (39)

as derived in section 2. In practice, a somewhat noisy phase reference is derived from the
received signal by means of a carrier-tracking loop (Lindsey & Simon, 1973; Sklar, 1988,
chapter 8; Viterbi, 1966; Zeimer & Peterson 1985). If the noise bandwidth of the tracking
loop is on the order of 1 to 10 percent of the symbol bandwidth (considered to be a
"narrowband" loop), then eq. (39) gives a very accurate indication of the "raw" symbol
error probability of the system. Nonetheless, the possibility of phase ambiguity exists.
That is, which phase corresponds to a logical "0" and which to a logical "1"? This ambi-
guity is often resolved in practical systems by the use of differential encoding.

5.1 DIFFERENTIALLY ENCODED BPSK

The term differential encoding implies that the presence of a logical "1" or "0" is
manifested in the transmitted signal by a symbol's similarity to, or difference from, the
preceding symbol. An example of differential encoding is presented in figure 20. In this
example, the presence of a logical "1" is represented by a change in the transmitted
phase. A logical "0" is represented by no change in the transmitted phase. In coherent
detection of differentially encoded BPSK, the phase reference is derived from the received
signal in the same manner as that employed for coherent BPSK described above. Thus,
the "raw" symbol error probability of the scheme is given by eq. (39). A bit will be
incorrectly detected if a correct symbol is followed by an incorrect symbcl detection, or

vice versa. Let Pe,d denote the probability of bit error for cohere-it detection of
differentially encoded BPSK. Then, with Pe given by eq. (39), we have

Ped = (1-P-)P,+P,(1-Pe) = 2P,(1 -P,) = 2Pe-2P2 = 2Pe. (40)
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A: 1 0 1 0 0 0 1 0 0 1 1 1 0 1 1 0 0

B: 0 r 0 0 0 0 X X n 0 X 0 0 X 0 0 0

C: 0 0 A 0 0 X a 0 X n 0 0 0 0 0 0

D: 1 0 1 1 1 0 1 0 1 1 0 1 0 0 0 0 0

A: Information Sequence
B: Transmitted Carrier Phase (initial phase arbitrary, 0 was selected)
C: Detected Carrier Phase (with 4 symbol errors)
D: Detected Information Sequence (with 6 bit errors resulting from errors in line "C")

Figure 20. An example of differentially encoded BPSK.

Thus, in coherent detection of differentially encoded BPSK, the bit-error rate is roughly
twice the raw symbol-error rate of the system. Therefore, the results of the previous
sections apply to the probability of bit error using coherent detection of differentially
encoded BPSK within a factor of 2 as indicated in eq. (40). The bit-error rate perform-
ance of coherent detection of differentially encoded BPSK is compared to the perform-
ance of ideal coherent BPSK in figure 21. For typical error rates, the difference is less
than 1 dB.

5.2 SQUARE-WAVE-MODULATED BPSK INTERFERER

The ANAVSC-3 UHF transceiver is widely deployed on ships and in shore stations of

the Navy UHF FLTSATCOM system (Naval Ocean Systems Center, 1991). Differential
encoding (decoding) is employed in the transmitter (receiver) section of the AN/WSC-3.
Because of the use of differential encoding, if the transmitter is keyed when the input data
line is in a static ,. 'jition, it will, depending on the level of the input data line, transmit
either CW carrier v, h no phase modulation, or alternating 0, 180-degree square-wave-
phase modulation, at the selected bit rate. If an AN/WSC-3 is inadvertently left in this
condition, it is effectively transmitting either a CW or square-wave-modulated BPSK
interferer on the network at the selected carrier frequency. The effects of CW interferers
were addressed in scction 3 and the effects of randomly modulated BPSK interferers were
presented in section 4. In this section, the effects of square-wave-modulated BPSK
interferers on a desired 2400-bps BPSK signal are calculated.
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Figure 21. Probability of bit error for ideal coherent BPSK and
coherent detection of differentially encoded BPSK vs. Eb/No.

In considering the effects of a square-wave-modulated BPSK signal interfering with a
desired, randomly modulated BPSK signal, it is helpful to plot the frequency spectra of

the two signals. If the data rate of the AN/WSC-3 that is the source of the interferer is
selected to be R1 = 1/T, then the fundamental period of the interferer (at baseband) is

2T1 . Since the square wave is periodic, it can be represented by a Fourier series and its
spectrum consists of a set of lines. At baseband, the Fourier series i(t) of the interferer is
given by (Van Valkenburg, 1974, p. 458)

i (t) =4A, Icos(2:r(R1/2)t) - 1cos(2:r(3Rj/2)t)

: 1L 3 (41)

+ -cos(2r(5Rt/2)t)- -cos(27r(7R 1/2)t) +
5 7

At RF. the interferer spectrum consists of a symmetrical set of lines, centered at the

carrier frequency, f, representing the positive and negative frequency components of the

cosine terms in the Fourier series, eq. (41). This is illustrated in figure 22 for the case

R, = R and identical interferer and desired signal-carrier frequencies (6 = 0 in
eq. (16)). The amplitude spectrum of the desired signal has been approximated by

Isinc((f - fIR)i where sinc(f) = (sinzrf)/rf.
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Square-Wave-Modulated
BPSK Interferer

R,=R, 6=0

Interferer spectral lines
4- Desired Signal SpedItrm

Rat -,±R, n= 1,3, 5,....

2

Zeros in desired signal

Interferer Spectrum spctrhm at f, ± nR,
i 1, 2,3,...

f-5R f.-3R f,-R f, f. +R f,+3R L+5R

Frequency

Figure 22. Interferer and desired signal amplitude
spectra, R, = R, 6 = 0.

5.2.1 Equal or Lower Data Rate Square-Wave-Modulated BPSK Interferer

When there is an interfering signal bit transition during the desired signal-bit interval
(see figure 7), the conditional probability of bit error is given by a modified version of
eq. (22). In the case of a square-wave-modulated BPSK interferer, there are only two
possible outcomes vice the four outcomes for a randomly modulated BPSK interferer.
These are (see figure 7) {d- 1 = - 1,do = + 1) and {d-1 = + 1,do = - 1}. Thus, when
there is a bit transition of the square-wave-modulated interferer within [0, 7, we have

P, A, 6 r 0 =1 (-AT - A, + AIK2  +1 (-AT+AKj -AIK2  (2

where K1 and K2 are defined in eq. (21). The discussion in section 4.2 leading from
eq. (26) to eq. (29) also applies here with Pe(AI, 6, z, 0) calculated according to eq. (42)
vice eq. (22). When r = 0, eq. (42) reduces to the CW interferer result in eq. (11), again
with a replaced by A1 . Thus, the effect of an equal or lower data rate square-wave-
modulated BPSK interferer can be calculated using eqs. (29) and (42).
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5.2.1.1 Interferer-Carrier Frequency the Same as the Desired Signal-Carrier
Frequency. When 6 = 0, K1 and K2 are again given by eq. (30). Substituting eq. (30) into
eq. (42) yields

1 D -T(A+AI[2fl- 1]cos 0) + 1-- T(A-AI[2p -11cos 0)(
2 ( 6))_O 2 _O

Pe(A,., ,O) : 1 -- 0T 2N 0T (3

which corresponds to eq. (32) for the case of a randomly modulated BPSK interferer.
Figure 23 shows eq. (43) plotted versus P for 0 = 0 for four values of JIS. Figure 23
should be compared to figure 8. When the interfering modulation consists of a square
wave, it effectively cancels itsel, nut when its bit transition occurs in the middle of the
desired signal-bit interval. Figure 24 contains plots of eq. (29) evaluated for y = 1 and
y = 0 using eq. (43). The integrations over r and 0 indicated in eq. (29) were per-
formed numerically at each value of J/S. The two curves in figure 24 bound the effects of
the interference caused to an R = 2400 bps desired BPSK signal by a square-wave-
modulated BPSK interferer with interfering data rate R1 in the range 0 _< R1  2400 bps.

10 0

R =1/T =2400 bps C/N o = 43.8 dBHz E,/N, 10 dB

10 -1 Squase-Wa'ie-Modulaled BPSK Interlerer

Carrier-Frequency Offset = 0 Hz

Phase Offset = 0 Degrees

10-2

P. 0-1 JIS =0dB
-5dB

104 
-10 dB

10-1 -2 ,dB

0 0.2 0.4 0.6 0.8 1.0

Figure 23. Probability of bit error as a function of the positioi. of a
single interfering signal-bit transition in [0, TI when the interferer
consists of a square-wave-modulated BPSK signal. Pi = r/T (see
also figures 7 and 8). J/S = 0, -5, -10, -20 dB.

29



R = 2400 bps

10-  C/No = 43.8 dBHz cw Interferer -4

Eb/N = 10 dB

10 - 2 Interferer-Carrier-Frequency Offset = 0 Hz

P, 10-3

10-4

Square-Wave-Modulated
BPSK Interferer (2400 bps)

i0-5

104 .
-40 -30 -20 -10 0 10

JIS (dB)

Figure 24. Probability of bit error vs. interferer-to-signal carrier
power ratio, CW interferer and 2400-bps square-wave-modulated
BPSK interferer.

5.2.1.2 Interferer-Carrier Frequency Different from the Desired Signal-Carrier
Frequency. Figures 25 through 30 contain plots of eq. (29) using eq. (42) evaluated for
square-wave-modulated BPSK interferer-data rates of 2400, 1200, 600, 300, 150, and
75 bps respectively, when the interferer-carrier-frequency offset 6 e 0. In all cases, the
desired signal-data rate is 2400 bps. Each figure contains a plot of eq. (29) using eq. (42)
for each of five values of JIS: +10, +5, 0, -5, and -10 dB. The integrations indicated in
eq. (29) were performed numerically for each value of 6. Again, as indicated by eq. (40),
the bit-error rate performance shown in figures 25 to 30 applies to coherent detection of
differentially encoded BPSK within a factor of 2.

5.2.2 Higher Data Rate Square-Wave-Modulated BPSK Interferer

When the data rate of the square-wave-modulated BPSK interferer is greater than that
of the desired, randomly modulated BPSK signal (RI = 2"R, n > 1), there will always be
bit transitions of the interfering signal within the desired signal-bit time [0, T]. However,
whether or not there will be any interference with the desired signal is completely
determined by the offset 6 of the interferer-carrier frequency from the carrier frequency,

fc, of the desired signal. In figures 31 and 32, the spectra of the desired signal and that of
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Figure 25. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R.
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Figure 26. Probability of bit error vs. interferer-carrier-
frequency offset, R1 = R12.
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BPSE Interferer E,/N 0 = 10 dB

R 2400 bps

JIS +0 dBR, =600 bps

10-1/~=1d

1 0-

le0 5 10 15

inefr r-Cri'rlr uer 1set (kHz)

Figure 27. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R/22.
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1nterferer- Ca rrier- Frequency Offset (kcHz)

Figure 28. Probability of bit error vs. interferer-carrier-
frequency offset, R, = R12'.
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Square -Wave- Modulate d c/N, 43.8 dBHZ7
BPSK Interfecrr

E,/N 0, =I10 dt
R - 2400 bps

I0I2 J/+10dB Ri, 150 bps

10-3 -5 d3

10-4
-0 dB

10'

0 510 Is
Interferer-Carrier -Frcqucnc Offset (ki{z)

Figure 29. Probability of bit error vs. inttrferer-carrier-
frequency offset, R, = R12.

101
Square-Wave-Modulated C/N 0 = 43.8 dBHZ

10-1 L~~PSK Interferer E1,=0d

R =2400 bps
J/S +10 dB Rr=75 bps

1c-2

-1 dB1 1

InterfereT-C artier- Frequency Offset (kHz)

Fieure 30. Pkobability of bit error vs. interferer-carrier-
frequency offset, R, = R12.
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Square-Wave-Modulated I
BPSK Interferer

R,=2R, 6=0

interferer spectral lines +- Desired Signal Spectrum

atf,±nR. n=1,3,5....

Zeros in desired signal

Interferer Spectrum spectrum at f, ± nR,
n=1,2,3,...

f,-5R f,-3R f4-R f, f,+R f, +3R f, +SR

Frequency

Figure 31. Interferer and desired signal-amplitude
spectra, R! = 2R, 6 = 0.

Square-Wave-Modulated
BPSK Interferer

R1=2R, 8*0

Lnterfer spectral lines - Desired Signal Spectrum

at (Q,+6)± mR. n =I1,5 ....

Zeros in desired signal

Interferer S pectum spectrum at f, ± nR,
N =1,2,3....

f,-5R f,-3R f.-R f, f, +R ,+3R f, +5R

Frequency

Figure 32. interferer and desired signal-amplitude
spectra, R, = 2R, 6 4 0.
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a square-wave-modulated BPSK interferer, R, = 2R, are illustrated for cases in which

6 = 0 and 6 0 respectively. From figure 31, it is apparent there will be no interfer-

ence when 6 = 0 ± 2mR, m = 0, 1, 2, ... , in an ideal system. From figure 32, it is ap-

parent that when 6 0 ± 2mR, there will be interference with the desired signal.

As in section 4.3, the interferer component of the test statistic z(T) is given by

eq. (34). Here, however, since the interferer modulation is a square wave and not

random, there are only two possible combinations of interfering bits for all values of

n > 1 in R, = 21R. (See table 1 for a randomly modulated BPSK interferer.) For n = 1

these are

{d- = -1,do = +1, d, = -1} and {d-1 = +1,do = -1,d, = +i} (44)

For n = 2 they are

{d-1 = -1,do = + 1,d, = -1,d2 = +1,d 3 = -1} and

{d-I = +1,do = -1,dl = +1,d2 = -1,d3 = +1.

Figure 33 contains a plot of eq. (36) evaluated as a function of interferer-carrier-

frequency offset 6 at the five indicated values of J/S for the case R, = 2R. Here eq. (35)

was used in eq. (36) with M = 2, and the two values of Ik were determined by using

eq. (44) in eq. (34). The assertion made above regarding the values of 6 for which there

will be no interference is confirmed in figure 33.

Figure 34 contains plots of the desired signal and interfering signal spectra for the

case R, = 4R and 6 = 0. From figure 34, it can be seen that there will be no interference

when 6 = 0 ± jR for integer j, except when j = 2,6, 10, ... = n +e2', f = 0, 1,2,....
(Here n = 2. The formula also applies in general, including above for n = 1.) Figure 35

contains a plot of eq. (36) evaluated as a function of interferer-carrier-frequency offset 6

at the five indicated values of J/S for the case R, = 4R. Here eq. (35) was used in

eq. (36) with M = 2, but with the two values of Ik determined by using eq. (45) in

eq. (34). Again, the values of 6 for which there will be no interference are accurately
predicted from the spectral plots. And, as indicated by eq. (40), the bit-error-rate

performance shown in figures 33 and 35 applies to coherent detection of differentially

encoded BPSK within a factor of 2.
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Square-Wave-Modulated C/N, 43.8 dBHz

10-1BPSK Interferer Eb/NO = 10 dB

R =2400 bps
J/S +10 dB R,=4800 bps

0S dB

10'-0d
0 5 10 15

Interferer-Cardier- Frequency Offset (kHz)

Figure 33. Probability of bit error vs. interferer-
carrier-frequency offset, R, = 2R.

Square-Wave-Modulated
BPSK Interferer

R,=4R, 5=0

Jnteffew spectral liAns

at ,2xR, l , 3, 5,... 4-Desired Signa Specdnim

Zeros in desired signa

Intefere Spetrumspectnum atf, ±nR,

5-R f, -3R f,-R f, f.+R f, +3R f,+5R

Frequency

Figure 34. Interferer and desired signal-amplitude
spectra, R, = 4R, 6 = 0.
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100
J/S = +10 dB Square-Wave-Modulated

BPSK Interferer

+-5 dB

C/N, = 43.8 dBHz

10-2 EjIN0 =I 0 dB
0 dB

R = 2400 bps
P1 I0 - 1 R, =9600 bps

1 0 -'

0 5 10 15
Interferer-Carrier Frequency Offset (kHz)

Figure 35. Probability of bit error vs. interferer-
carrier-frequency offset, R, = 4R.

6.0 CONCLUSION

To measure the success of any scheme to reduce the effects of interference, it is
important to know what the effects of the interference would be if mitigating techniques
were not used. The calculations made in this report are those of CW- and BPSK-signal
interferers on a standard BPSK communications system. These are the same types of
interferers found in many BPSK communications systems.
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7.0 GLOSSARY

CW continuous wave
BPSK binary phase shift keyed
FEC forward error correction
AWGN additive white Gaussian noise
UHF ultrahigh frequency
FLTSATCOM Fleet satellite communications
J/S interferer-to-signal carrier power ratio
P, Probability of bit error
dB decibels
Hz hertz
bps bits per second
kHz kilohertz
SNR signal-to-noise ratio
dBHz decibels-hertz
RF radio frequency
C/No carrier-to-noise density ratio
Eb/No energy per bit-to-noise density ratio (SNR)
R information rate
T bit time
0 interfering signal phase
6 interfering signal-carrier-frequency offset
r bit transition time offset
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