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FOREWORD

This document describes a formalism for the design of large, complex
systems that can be captured and analyzed to better meet the systems'
requirements, resulting in better systems and avoiding the development of
inferior systems, possible massive redesign, and reimplementation. This
formalism will also increase both the management and the understanding of
large, complex systems, reducing the risk of error in the design of the
system. Open research issues and further directions of research are also
discussed.

The capability to capture and analyze a system's behavior in real-time
operation will help analysts to predict possible failures of the system in
critical conditions and to refine the requirements throughout development.
The ability to integrate the capture, analysis and simulation segments of the
design phase will reduce the risk of costly reimplementation of complex
components and greatly increase the productivity of system maintenance. From
the systems level, well-determined and tight specifications can be passed to
engineering sub-environments, such as hardware engineering environments
(HWEE), software engineering environments (SEE) or human-computer-interface
engineering environments (HCIEE).

The authors would like to thank their sponsor, the Office of Naval
Technology, especially Cmdr. Jane Van Fossen, USN Ret., and Elizabeth Wald.
The authors would also like to thank Phil Hwang, Cuong Nguyen, and all who
provide technical support to refine this report; and Adrien Meskin for her
editorial support.

Approved by:

C.A. KALIVRETENOS, Deputy Head
Underwater Systems Department
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ABSTRACT

The purpose of this document is to describe a formalism that allows for
the capture and analysis of very large, computer-based, real-time, mission
critical computer resource (MCCR) systems. The formalism covers all aspects
of the system including functional (the functions a system performs) and non-
functional (characteristics of system performance) attributes. Non-functional
attributes of the systems, such as timing, dependability, security, and
reliability, should be captured and analyzed at the early stage of the system
development process to guarantee the correctness of a system's performance.
The current proposed formalism captures the system design in five different
views such that analysis can be correctly performed. The views are
Informational, Functional, Behavioral, Implementation, and Environmental.
Each view explores different aspects of the system and all five in total
provide a more complete understanding of the system. Even though the ultimate
goal is to capture all aspects of the system in the five views, at this time
there is no perfect vehicle for analyzing system attributes, such as hard
real-time, security, reliability, and dependability. However, as the
formalism matures, all aspects that affect the system will be covered in
detail.
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CHAPTER 1

INTRODUCTION

The purpose of this document is to describe a formalism that allows for
the capture and analysis of very large, computer-based, real-time, mission
critical computer resource (MCCR) systems. The formalism covers all aspects
of the system including functional (the functions a system performs) and non-
functional (characteristics of system performance) attributes. Non-functional
attributes of the systems, such as timing, dependability, security, and
reliability, should be captured and analyzed at the early stage of the system
devolopment process to guarantee the correctness of a system's performance.
The current proposed formalism captures the system design in five different
views such that analysis can be correctly performed. The views are
Informational, Functional, Behavioral, Implementation, and Environmental.
Each view explores different aspects of the system and all five in total
provide a more complete understanding of the system. Even though the ultimate
goal is to capture all aspects of the system in the five views, at this time
there is no perfect vehicle for analyzing system attributes, such as hard
real-time, security, reliability, and dependability. However, as the
formalism matures, all aspects that affect the system will be covered in
detail.

1.1 PROBLEM

The requirements for large-scale, mission critical systems have
increased drastically in response to technology gains and advanced threats.
These requirements, which include real-time, time-critical, fault tolerant and
security issues, have put large burdens on the systems engineers in designing
these highly complex systems. Even though significant increases have been
made in the capacity and capability of hardware, software, and human resources
humware (i.e., human computer interface) resources, the engineering capability
to engineer systems which effectively embody these components has not kept
pace, resulting in a failure to fully utilize their potential capabilities.

A variety of methodologies has been described for characterizing and
capturing complex system designs. These methodologies have been developed by
systems engineers and academicians from both theoretical and practical
viewpoints. Several different perspectives of the systems engineering design
and capture problem exist. One popular perspective is the Yourdon-DeMarco
style Structured Analysis methodology which defines a hierarchy of functions
and data flows to describe the system.' Real-time extensions, such as those
developed by Hatley and Pirbhai, and Ward and Mellor, 3 integrate control flow
with data flow. An object-oriented approach is embodied in the Information
Model approach described by Shlaer and Mellor.4 Hardware and software
engineers often perceive the system through the various hardware development
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formalisms (e.g., VHDL 5 ) and software development methods and tools 6 which
address the design and analysis of specific implementations. Personnel with
operational experience using earlier generations of the system under design
(such as naval officers in the case of an antisubmarine warfare (ASW) combat
system) tend to see the system from an operator's point of view and within the
context of one or more operational scenarios.

Unfortunately, current methodologies do not fully support large time-
critical, real-time systems. These methods fail to adequately address
critical information that must be specified in order to understand and analyze
the system under design. Particularly, non-functional attributes and
estimation parameters for analysis are not formally specified in current
methods. Part of this stems from the fact that many of the methods were
originally constructed for software development for systems developed in
uniprocessor environments. Large, complex, real-time MCCR systems are
typically developed on parallel and distributed hardware, which are a
combination of computers, sensors, and weapons. These methods tend to de-
emphasize non-functional (performance-oriented) hardware, and the distribution
aspects that make it difficult to analyze the systems.

Scalability of the methods (and their automation) is an important issue
for large, complex MCCR systems. Methods that are applicable for small and
moderate size systems become inadequate for large systems which are typically
developed by hundreds of systems developers and implemented in millions of
lines of source code. Reasons for the failures of the methods include the
structure and mechanization of the methods and the complexity of the
algorithms within the methods.

Additionally, most of the current methods are being developed
independently. While each method explores certain aspects of the system, each
has its own format, notation, and conceptual basis. Transition techniques,
which allow the information to be retained when moving from one method to
another, are not available. This limitation forces systems engineers to
completely redevelop the system in order to extract different views. The
effort involved in redevelopment is time consuming and costly; therefore
systems engineers are prevented from viewing the complete system.

1.2 BACKGROUND

This research was performed under the Real-Time System Design Capture
and Analysis task within the Systems Design Synthesis Technology (SDST)
project. The project is part of the Engineering of Complex Systems (ECS)
technology block. The work is sponsored by the Office of Naval Technology
(Code ONT-227). The overall objective of the ECS program is to provide an
integrated, system level, full life cycle engineering methodology, supporting
mechanization and engineering environments for the next generation of MCCR
systems. Within this objective, the SDST project is attempting to develop and
enhance the system level ability to specify, capture, synthesize, analyze,
and prototype the design of complex, real-time, time-critical, fault tolerant
and secure systems.
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This research is tightly associated with other ongoing efforts within
the ECS program. Currently the closest coordination is linked to the
Requirement Specification and Traceability task. The system requirements are
organized in a clear structured format by the Requirement Specification and
Traceability task before they are fed into this task as input. The Real-Time
Dependable Systems Design task, the Design Structuring and Optimization
Allocation task within the SDST project, and the Systems Modeling Technology
task within the System Evaluation and Assessment Technology (SEAT) project
also have close relationships with this task. Figure 1-1 shows the different
tasks within the ECS block and Figure 1-2 shows the relationship between tasks
within the SDST project.

The ongoing research is exploring ways to allow systems engineers to
formally specify a system's design given a set of requirements. Capabilities
to examine and analyze the consistency, completeness and correctness of the
design is being matured. Techniques for providing the necessary detailed
information and allowing the system design to move through the design process
(whether it is the Waterfall, Modified Waterfall, Spiral, etc.) are being
developed. The effort hopes to also allow systems engineers to optimize the
design's distribution, decomposition, and allocation from requirements before
deciding which parts will be in hardware, software or performed by humans
(humware).

1.3 DESCRIPTION OF EXAMPLE

An example of a passive submarine sonar system will be used throughout
this document to illustrate the various capture techniques. This example was
developed by Molini 7 to provide a meaningful test problem for research of
real-time distributed systems. The following paragraphs briefly describe the
passive sonar system example.

Sonar equipment is used for determining the presence, location, or
nature of objects in the sea from the sound that the objects emit or reflect.
Active sonar transmits an acoustic signal which, when reflected from a target,
provides the sonar receiver with a signal. Based on this received signal,
detections and position estimates are made. Passive sonar bases its detection
and estimation on sounds that emanate from the target itself.

In passive sonar, the received acoustic waveform from each hydrophone
consists of one or more signals and background noise. The hydrophone converts
the acoustic waveform to an electronic signal. The signals are amplified,
filtered, sampled, and digitized in a signal conditioner. The digitized
hydrophone outputs from the signal conditioner are combined by a digital
beamformer to form a set of beams. (A beam emphasizes the sound from the beam
direction and reduces the sound from other directions.) Beam data are then
processed to obtain detection and estimation statistics. Based on the values
of these statistics, the system decides where targets are located. Detected
targets are tracked by modifying the beamformer parameters and steering a beam
toward the target.
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A detected target is also analyzed by classification. This includes
distinguishing a signal returned from a target with regard to the type of
target that produced the signal and by a signal frequency spectrum and
dynamics (e.g., a school of fish versus a submarine) nf its target signal.

The system is designed to detect and track submarine targets that can
operate at any speed from 0 to 15 knots at any depth from 0 to 500 feet. The
target sound source is assumed to consist of vibrational harmonics from
rotating machinery with a nominal rotation rate of 2,400 rpms. Therefore, it
is expected that the return signEl from a submarine contains a fundamental
40-hertz component and the first three harmonics.

The data processing load for a sonar system is roughly proportional to
the number of hydrophones, number of beams, and the sample rate (i.e., the
larger the array of hydrophones, the greater the beamforming gain and the
greater the detection range; the finer the beam width, the finer the display
resolution that assists in resolving multiple targets even though they appear
close together). Some of the beams are used for detection displays, some for
tracking targets, and some just for listening. Typically, the number of
detection beams is fixed, so the detection processing varies little over time.
The number of steered tracker beams may change as targets come and go. When
the number of tracker beams is changed, the tracking load changes
proportionally,
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CHAPTER 2

OVERVIEW OF DESIGN CAPTURE

In order to completely capture a design, a well defined methodology
should be provided to systems engineers. This methodology not only captures
the design, in general, but also includes the detailed information of each
design element such that analysis can be performed.

2.1 CAPTURE METHODOLOGY INTRODUCTION

The methodology for system design capture and analysis described in this
technical report addresses each of the key system design perspectives and
provides a mechanism for constructing a consistent, structured, multi-domain
representation of the design. The overall goal is to provide a method with
the following capabilities which are critical to support efficient capture and
analysis of large, complex, computer-based systems:

Scalability of the method to very large complex problems and management
of system complexity and size through automation.

Unambiguous representation of system performance requirements and
concept of operations providing a common means of communication between
the sponsor, users, architects, analysts and engineers.

Separation of functional and implementation design issues and support
for simulation and analysis of candidate functional designs and
candidate resource implementations.

Cross-linking of design capture information in rigorous relationship
definitions to avoid redundant data capture and to support intensive
automated bookkeeping tasks.

Consistency checking and traceability across design capture elements and
domains.

Generation of system documentation from information captured in the
design database.

Applicability of the methodology to full-scale automation of system
design capture and analysis process.

The central element of the multi-domain design capture and analysis
methodology includes definitions of the multiple design domains or views which
address the principal system design perspectives: (1) Environmental, (2)
Informational, (3) Functional, (4) Behavioral, and (5) Implementation. The
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capture approach for each design domain or view share a common hierarchial
structure which supports management of the magnitude and complexity associated
with a large system design. Flat representations of complex system designs
rapidly become unwieldy as the design detail unfolds. A hierarchial structure
allows the system views to be represented at various levels of detail from a
broad top level, which encompasses the breadth and scope of the system and its
external interfaces, to very low levels which describe the details of a
particular segment of the system design.

The five system views partition the system design into logical segments
which correspond to key perspectives of the system design. These five views
are distinct but related representations of key aspects of the system. They
are summarized in Table 2-1.

TABLE 2-1. SYSTEM VIEWS

DESIGN VIEW VIEW OBJECTIVES DESIGN ELEMENTS

Environmental View Establish Conditions and Events Constraining Environmental Conditions and Event
System Operations Descriptions

Specify Performance MOEs and Conditions of Design Req and Constraints
Measurement System Initial Conditions

Measures of Effectiveness

Informational View Characterize System Concept of Operations Entity - Relationship Diagrams
Represent System Components in Abstract Terms Attribute/Method Descriptions

Functional View Define System Functions and Decompositions Function/Data Flow Diagrams
Specify Data Flow Requiremonts Process Specifications

Data Dictionary

Behavioral View Define System States and Triggers Control Flow Diagrams
Specify System Behavior Characteristics State Transition Diagrams

Control Specifications

Implementation View Define the Physical Hardware, Software and Human Hardware, Software and Human
Resources Which Make Up the System Resource Descriptions

Specify System Physical Interconnectivity Performance Parameters and Resource
Characteristics

Function-Resource Mapping

The Environmental View captures the system under design from the user's
or operator's point of view. This view describes the situation(s),
environment(s), expected events and other factors that make up the conditions
under which the system is operating. This includes the initial state of the
system under design; environmental conditions including acoustic,
electromagnetic, and meteorological conditions; hostile threat platform types
and locations (in a military application); operational constraints; likely
strategic and tactical considerations and other pertinent items; and concept
of operations. The measures of effectiveness (MOEs) which characterize system
performance and establish the "mission success criteria" for the system are
also specified together with the conditions under which the MOEs are measured.

2-2
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The Environmental View also specifies the guidance and constraint of the
environment which the design itself must face.

The Informational View captures a conceptual representation of the
system under design in abstract terms. This view captures all components that
make up the system and the interaction between these components. This allows
for a description of the intended system concept of operations without
implying or constraining the physical implementation of the system under
design.

The Functional View establishes the functional structure of the system.
It specifies how the functions are decomposed and how the information is
transformed through these functions. This provides a better understanding of
the system's functional decomposition.

The Behavioral View describes the system's attributes over time and
describes the event or time-driven aspects of the system. This view allows
for specification of the system's behavior at different times and under
various conditions and situations.

The Implementation View defines the physical hardware, software and
human resources which comprise the system and its connectivity to external
systems.

An attempt to address all of the issues associated with these views
simultaneously or without a structured methodology is a multi-dimensional
problem of a magnitude which exceeds the capacity of most, if not all, systems
engineers. Each of these views provides key information concerning particular
aspects of the system under design. Taken individually the views allow the
systems engineer to partition the design of a proposed or existing system into
manageable parts. The five system views introduced in this section will be
described in detail in Sections 3.1 through 3.5.

As MCCR systems increase in complexity and size, the capturing design
methods have to expand extensively so that they can be able to capture
different aspects of the system in a complete and systematic manner. Deciding
what aspect of the system needs to be captured and to what level of detail is
a very difficult task. Sometimes the same group of attributes can be used to
completely capture one type of system, but for another type it becomes
irrelevant or incomplete. Therefore, the ideal situation is to define the
capturing method for all aspects of the system and, depending on the system
requirements, emphasize or deemphasize certain system views.

2.2 SYSTEM DESIGN VIEW ANNOTATION

A design element is a partitionable component of the specification. It
can be informational, functional, behavioral, implementation, and/or
environmental and can describe function(s), behavior(s), data, object(s),
relationship(s), physical implementation(s), etc. As part of the system
design views, the systems engineer must not only capture information about how
the design elements interrelate, but also have extensive information about the
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design elements themselves. Relationships between the various system design
factors can be expressed formally so that effective trade-offs can be
performed between the various design factors.

Design factors are attributes that are attached to design elements.
Appendix A is a list of the design factors that may typically need to be
specified within a mission critical system design. This list is initial and
is expected to be expanded/modified over time. These design factors are
typically non-functional in nature; they describe how the design component
will operate, not what the design element will do. For example, in the sonar
system, the detection function could be annotated with the throughput,
response time, and availability factors in addition to the description of the
detection functionality.

Typically, a design element related to a particular design factor may be
annotated in three ways: (1) requirements/budgets, (2) predicted/expected,
and (3) actual.

The first category is the required need for that design factor within
the design element, either specified by the original requirements, or budgeted
by the designer in order to meet an overall requirement. The second type of
annotation describes what has been allocated by the systems engineer to the
design element. This is realistically what the system design expects to be
able to meet in the design. The allocated value of a design element should
specify a better or equal performance than the required value. The third
category describes actual measurements for the design factor's value. This is
used in the validation of the system design. Actual measures at the "leaf"
design elements can propagate to the other design elements, yielding the
verification and validation of various portions of the design. Earlier in the
design process, the information available (through rapid prototyping or
existing candidate hardware/humware characteristics) can be used to guide
design decisions.

Additionally, the design elements should be annotated with a description
of a design rationale which lead to the design of that particular element.
This provides background for future modification or selection of alternative
design options.

2-4
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CHAPTER 3

ESSENTIAL SYSTEM DESIGN VIEWS

In order to design any type of system, systems engineers should be able
to understand clearly the components that make up the system. Defining a
proper method that can correctly capture different types of system components
becomes a critical issue for the methodologist. The following description of
the five system views and their supporting methods is an attempt to formally
and completely capture the system under design.

3.1 INFORMATIONAL VIEW

The Informational View captures all things that make up the system and
shows how those things interact with each other. All components of the system
are represented as abstract objects and they are associated with each other by
relationships. Depending on their performance, objects and relationships at
the boundary of the system will also be studied to complete the Informational
View.

3.1.1 Example Method

Over the past years, the information modeling concept has been used in
the development of systems and has had some success. As systems change their
size and mission, different or additional information modeling concepts are
developed to support them. The object-oriented approach to analyze systems by
Shlaer and Mellor 4 is one of the most well known methods. It uses abstract
objects to represent real world components of the system and uses the entity
relationship symbols to model the connectivity of the objects. Shlaer and
Mellor4 believe that a large, flat graphical information model can carry
enough information to represent any system. Unfortunately, this method is
insufficient for Navy systems due to their size and complexity. To solve the
above problem, the Method and Tools Working groupe adopted and modified the
Shlaer and Mellor concept by introducing complex objects. This change allows
for objects to be represented at different detail levels which provides more
understanding about the system. The Hierarchical Information Model (HIM)
which basically is the incorporation of the hierarchy concept into the Shlaer
and Mellor object-oriented approach becomes sufficient in the capturing of the
Informational View.

3.1.1.1 Obect. In general an object is defined as an abstract
representation of the real thing that makes up the system. Each object has a
unique name and, depending on whether it is simple or complex, its
characteristics will be captured by a list of attributes or by another set of
objects.
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All information that reflects the characteristic of an object or can be
used to identify an object should be represented in the object attributes.
Some system design factors that are listed in Appendix A are very good
examples of likely object attributes. Each attribute should only capture a
single relevant piece of information to the object being defined and take on
the values independently. To minimize the confusion between simple and
complex objects, "object" refers to a simple object and "cluster" refers to a
complex object. Figure 3-1 summarizes the notation of different types of
objects

OBJECT'SNAME~ Object which is internal to the systemNAME

SCLUSTER'S Object which contains additional detail
NAMEon another diagram and is internal to:.:NAME

the system

C Object which is external to the system

. Object which contains additional detail
on another diagram and is external to

the system

FIGURE 3-1. NOTATION OF OBJECTS

3.1.1.2 Relationship. Relationship shows how objects are associated to
one anotner, To emphasize that relationship does not signify data flow, it is
represented by a straight line that ends by a white or black ball (see Figure
3-2). The ball indicates the "inferior' side of the relationship. While a
white ball indicates that simultaneous existence of the inferior and superior
objects are not required at all times, a black ball indicates that the
existence of the inferior objects is dependent on the existence of the
superior objects. Attached to each end of a relationship is a set cardinal
number which is used to indicate the number of relationships that may exist
simultaneously between the objects. The cardinal number is expressed as
"min:max" where min is always less than or equal to max and can have a value
as small as zero.
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A special type of relationship between objects is the subtype/supertype.
Object SHIP in Figure 3-3 is an example. All ships will carry the same
attributes; however, in the real world, ships can be classified by different
types (i.e., merchant ships, combat ships, and cruise ships) and in some
situations can be viewed as different objects. To represent this type of
relationship, the supertype/subtype object is introduced. Merchant, combat,
and cruise ships are called the subtype objects and will inherit all
attributes of their supertype object ship. In addition, each subtype object
will have its own additional attributes to represent itself. For example, all
types of ships will have a serial number, size, and destination; but combat
ships will have different types of weapons and missions as attributes to
distinguish between themselves. Consequently, the subtype object inherits
everything, without exception, from their supertype object. Inherited
attributes can be modified by subtype objects; and if the next level of
subtype exists, it will also inherit the modifications. 9

"A SIGNAL PROCESSOR can detect many targets
"A TARGET can be detected by 1 to 5 SIGNAL PROCESSORS

SUPPLY :

"A POWER SUPPLY Supplies Power to from I to 3 BEAMFORMERS at a time
"A BEAMFORMER is supplied power by only 1 POWER SUPPLY
The existence of the BEAMFORMER depends on the existence of the POWER SUPPLY

Supertyp* ISubtype objects inherit everything,

"without exception, from their
supertypeobject. Addional attributes
maybe added to the subtype object
liso, subsequent subtypes Inherltthe

SubpOSbtype 0 ctoneai attibutes

FIGURE 3-2. EXAMPLE OF RELATIONSHIP
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Supertype SHIP
object *TYPE

"* SERIAL NUMBER
" SIZE

MERCHANT CRUISE COMBAT

SHIP SHIP SHIP
-PRODUCT . ENTERTAINMENT TYPE o WEAPON TYPE
o CAPACITY o ROOM TYPE o MISSION TYPE

Subtype objects

FIGURE 3-3, EXAMPLE OF SUPERTYPE/SUBTYPE RELATIONSHIP

3.1.2 Example Capture

Figures 3-4 through 3-6 show a portion of the HIM of the passive sonar

system. The objective of this example is to demonstrate how a real world

problem is captured and the usefulness of the hierarchical concept in

information modeling. The first level of the HIM, Figure 3-4, is the context

diagram which is usually named after the design system. In the lower levels

each diagram will be labelled both by the level number (starting from 0) and

by the object's name where it is represented. For example Figure 3-5 is a

more detailed description of the PASSIVE SONAR object and Figure 3-6 is a

detailed description of the SYSTEM SUPPORT SERVICE object that was found in

Figure 3-5. The description of the attributes that should be attached to each

object and relationship are not shown in this example.
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Context Diagram: Passive Sonar System

IERAURE 3-.TEINO:TOALVE1FT1 OTX DIAGRAM

OTHCONSOLE. PASV S R ARRAY

Pro3- Signa5

I-:.:.:. : -::..::--.:.MASTERS•N Deoect . I!.:""" : ' Pravtile Time L C
.1 •, TAR GECassify IN.

1,:N( I:N

-3~dLoao Prov id rckn norain CIC

POSITIONINGFARF= SYSTEM

FIGURE 3-4. THE INFORMATIONAL VIEW OF THE CONTEXT DIAGRAM
OF THE PASSIVE SONAR SYSTEM
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Passive Sonar

Prw.of some@

N

OR Illate DISPLAY
CONSOLE HYDROPHONEOPERAT E E IARRAY

OD" 
IN 

1.1

Pf"06 SVO

CIC WWOO TrUwa Sam IN

IN NETWORK IN 0
HULL

PIWA06 a, c 4cov" PENETRATORS
IN IN IN &

ostm 
CABLES

NIN
Clueff ,--Sl NAL ININ G P10009

Ft $. SEX 
T__ SW

IN
IN PROCESSOR I, IN BEAMFORMER "two Des Tran" Sww

14 1 N 'N

'D I N 114

I N I N ANALOG SIGNAL
BLUE RED WQy*6 Serftl Promos Somce CONDITIONING

i EQUIPMENTS
IN SYSTEM IN IN

'SUPPORT 
114 1+4

FALSE WHITE
IN - SERVICE

114 Provics Sews

114

pmvws nme p

1.1

POSITIONING
SYSTEM

Pr"ft DOW ýff" DM

FIGURE 3-5. DESCRIPTIO14 OF THE PASSIVE SONAR OBJECT
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System Support Service

I POWER Ii

SU ~Poer L.NJ SUPPLY LIN SupplPowerjN

DISPAY IGNL PwaeANALOG SIGNAL
SIGNALE SProv'deOI BEAMFORUER CONDITONING

PROCESSOR' N IN EUPET

PProvide Refeenc LOCLocfl

Prorwde Refeeence Time

TIMEBASEGEO
REFERENCE

FIGURE 3-6. DESCRIPTION OF THE SYSTEM SUPPORT SERVICE OBJECT
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3.1.3 Shortfalls

Even though the concept of HIM has been introduced, it is still immature
and more effort is required to complete this work. Besides solving the
complexity and scalability issues of the Information Modeling techniques,
there is still a need to define the way to capture the non-functional
attributes of the objects.

3.2 FUNCTIONAL VIEW

The Functional View is the representation of the system structure: how
functions in the system are decomposed and how they interact with each other.
The Functional View is represented by data flow diagrams,

In designing large-sized and complex systems, engineers do not have the
luxury to build and test the complete system as in designing small-sized
systems. It is important to study and estimate correctly what the system will
do so that errors can be prevented early in the development process. System
functions need to be organized in a clear, systematical, and hierarchical
manner so that engineers can see how the functions are arranged, how they
interact with each other, and what other options are available in partitioning
these functions.

3.2.1 Example Method

The Yourdon-Demarco' Structured Analysis method is used as a base in
capturing the Functional View. Functions and the data flow between them are
represented in a graphical and hierarchical manner such that engineers can
analyze the functional construction of the system

3.2.1.1 Data Flow Diagram (DFD). The DFD is a network of processes and
data flows. Requirements are partitioned into processes (functions), and the
information that passes between processes is represented by data flows. The
DFD usually includes the following components: processes, process
specifications (P-Specs), data flows, data dictionary entries, and data
stores

3.2.1.1.1 PROCESSES/FUNCTIONS. Process represents the transformation
of information using incoming data to produce outgoing data. Each process is
represented by a circle and has a unique name. The process name usually
corresponds to the function that it performs such that engineers can have a
general idea of what the system is doing. Figure 3-7 shows an example of a
process,

To express the transformation in more detail, engineers decompose the

process into many different processes. There is no limitation on the level of
decomposition; however, all lower levels of decomposition of a process must
reflect the same transformation. Also, not all processes have the same level
of decomposition. Functions that are more complex require extra partitioning
levels Figure 3-8 shows how some functions are decomposed.
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When a process reaches its lowest level of decomposition, where its
function is simple enough such that it can be textually expressed without
raising any confusion or misunderstanding, it is called a primitive process.
Each primitive process must have an associated P-Spec which, textually or
mathematically, explains how the process operates. A sample of P-Spec is
included in Section 3.2.2.

Process nam'e

CONDUCT

COMMUNICATIONS

Process number 5

FIGURE 3-7. EXAMPLE OF A PROCESS

PAD

Z 
bPB

/

/ \/ \/

/ /
//

\ /~

FIGURE 3-b. EXAMPLE OF FUNCTION DECOMPOSITION
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32.1,1.2 DATA FLOW. Data Flow represents the flow of information
between processes. Data flow is represented by an arrow going from one
process to another. Data flow's name is unique and reflects the information
that it carries. Like process, each data flow can be a composite data flow or
a primitive data flow. A composite data flow is a combination of other
composite data flows, or primitive data flows, or both. Each primitive data
flow has a Data Dictionary Entry to explain the characteristic of the flow.

When the processes are d:ecomposed, their associated data flows will have
to be balanced at different levels of decomposition. Figure 3-9 graphically
explains how data flows are decomposed and recomposed.

fa 
f

PA

f = f 1 + fb2 + fb3 10TCffc=fcl +fc2 P

fd = fdl + fd2
f = [true :false

•W
PB P

.b2fa 3 f

PA

zF P1 f

PB PD

FIGURE 3-9. EXAMPLE OF DATA FLOW DECOMPOSITION

3.2.1.1.3 DATA STORE. Data Store represents a collection of
information that is often reused by processes. Information in the store will
remain the same until it is updated. Notation of a data store is summarized
in Figure 3-10 Data store's name should reflect the data contained within
it
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DATA STORE

FIGURE 3-10. NOTATION OF DATA STORE

3.2.1.2 Context Diagram. Context Diagram is a special case of the
DFD. It represents the top level of the design where the boundary of the
system under design is defined. At this level the whole system is represented
by one process; any other outside elements that interact with the system will
be represented by terminators. Using the current method, terminators only
communicate directly with the system. Research shows that if the interfaces
between terminators affect the system's performance, then they have to be
captured and stud~id to a certain extent.

A terminator is represented by a square box and its name should reflect
the function or information that it carries. Data flow is still used to show
the flow of information both from and to the terminators. Figure 3-11 is an
example of the context diagram.

3.2.2 Example Capture

Figures 3-11 through 3-15 capture a portion of the functional view of
the passive sonar system. Figure 3-11, the context diagram of the passive
sonar system, defines the system's interface. Figure 3-12, one level below
the context diagram, shows how the system is functionally decomposed. Figure
3-13 shows that the SIGNAL PROCESSING function is decomposed into six other
functions, and iigure 3-14 specifies that the SIGNAL CONDITIONING is performed
by four different functions: AMPLIFY, FILTER, A/D CONVERSION, and AUTOMATIC
GAIN CONTROL. Finally, Figure 3-15 is the P-Spec of the DETECTION function.

3.2.3 Shortfalls

A major shortfall of the capturing method of the Functional View is that
it does not address the non-functional attributes of the system, such as
dependability, security, and reliability, which are critical to the system's
performance. Detailed information of the non-functional attributes can be
found in Appendix A and systems engineers should be able to tag this
information directly to the functions at any level of decomposition. One
potential approach to solve this problem is to make the P-Specs available for
all processes in the DFDs--not just the primitive processes.

In addition, automation support often has limited capabilities which
make it inefficient when developing large models. For example, two problems
were discovered with the Teamwork CASE tool's automation of the Yourdon-
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Demarco method. First, Teamwork does not allow for automatic replication of
identical parts of a system. When simulating a large system, it becomes
necessary to replicate parts of the system, and therefore, it is important
that parts of the model can be replicated efficiently. The second shortfall
is that it does not offer automatic simulation. A different tool, such as
ADAS, has to be used for full simulation. The ad hoc transformation of
information from the Functional View to the Environmental View is time
consuming and error prone.

3.3 BEHAVIORAL VIEW

The Behavioral View captures the operation of the system functions at
different times, under different situations and conditions. Finite state
machines have been efficiently used to represent the system's behavior.

Real time systems dynamically change over time and under different
conditions. In order to correctly predict the performance of the system, it
is essential for systems engineers to be able to capture the causes that make
the system change its mode of operation and describe how the system behaves
afterward. Following is the overview of different types of finite state
machines.

3.3.1 Example Method

Finite state machines have been used in conjunction with other capturing
methods, such as Structured Analysis or Information Modeling, to represent the
behavior of the system. This section will emphasize different types of the
finite state machines that are used to represent the behavior of the system's
functions.

3.3.1.1 Decision Table. Decision Table, Figure 3-16, is a tabular
representation of the control input and output signals. All inputs are placed
on the left side of the table and all outputs are on the right. Each row in
the decision table represents a unique logical combination of inputs which
provides either a single or a combination of output situations. Note that in
the decision table, the output only depends on the current input.

3.3.1.2 Process Activation Table. Process Activation Table (PAT) is
used to show how processes are activated by the control input. The process
activation logic is enable (1), disable (0), enable in sequence (1,2 .... ), or
unchange (UC). If other processes in the same DFD are not controlled by the
PAT, they are considered to be always active. The left side of the table
shows the control inputs and the right side shows the processes and how they
are activated. A sample of the PAT is included in Section 3.3.2.

3.3.1.3 State Transition Diagram. When a system has more than one mode
of operation, a state transition diagram is used to specify the current state
of operation of a process, the condition causing the transition from one state
to another, and the action required on the change of state Figure 3-17
summarizes the notations and Figure 3-18 shows an example of the state
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transition diagram. A process activate table can also be used in conjunction
with the state transition diagram to show the activation of processes on the
data flow diagram at different states. (See samples in Section 3.3.2.)

Cone*Ot-Diagram;5
PASSIVESONARSYSTEM

FXTracifs 
ClC

NAVIGATION GMT

SOADisplaySeleMt IPAIHYDROPHONE lcrncSgaPEFRAC
0 ~~Display_Data IPA

FIGURE 3-11. THE FUNCTIONAL VIEW OF THE CONTEXT DIAGRAM
OF A PASSIVE SONAR SYSTEM

3-13



NAVSWC TR 91-586

05
PASSIVESONARSYSTEMPERFORMANCE

FI Positlon ElectrnlcSignal

DispLay~Solects

Gil _ •SwrkpleSynch Tracks

TieDI~splsy_ýDsts

FIGURE 3-12. DATA FLOW DIAGRAM OF THE PASSIVE SONAR SYSTEM PERFORMANCE
PROCESS
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1 ;9 Detect-Display

SIGNAL_ PROCESSING < -
Position Position

1Time Timre•

E Sect onlSl Trck Dp CDeaect-Selects

SIample Detect BeamsIO
SINL-ap BEAMFORMINGDECTO

CONDITIONING

CsearnsRequest

Audioa ClsTrack- D

Time ,Tim * Ti eA A YIý

F3 DA O THSINGN PAND
3-15LASSIFICATION

2 -Parameters

•Sound Trackipa ClassSect

Audio-Bems • Track* * Class_Disla .I/

FIGURE 3-13. DATA FLOW DIAGRAM OF THE SIGNAL PROCESSING PROCESS
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1.1 ;3
SIGNAL_ CONDITIONING

Electronic_Signal

Sample-Synch

AMPLIFY ~ Amplified_Signal FLE

< Samples Filte 2Pd_Slgnal

A/-GainControlledSignal AUTOMATIC-

FIGURE 3-14. DATA FLOW DIAGRAM OF THE SIGNAL CONDITIONING PROCESS
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NAME:
1.5;2

TITLE:
DETECTION

INPUT/OUTPUT:
Position : dataIn
Time : data_In
DetectBeams : dataIn
Detect _Display : dataout
DetectSelects : datain

BODY:

The DETECTION function compares the amplitude of the beams
to select thresholds, changing the data units to levels or
quanta. This requantized data is integrated over time,
filtered, and formatted for display. Only a portion of the
information about particular beams is provided to the display
when the operator makes a selection with the display cursor.
Processing will require 10*Nd thousand instruction per second (KIPS).

Timing Requirements: Detection display data will be sent at
least four times a second. The display of detection data will
be synchronized to within 100 milli-seconds of the audio data.

FIGURE 3-15. P-SPEC OF THE DETECTION PROCESS
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ATTACK WITHIN KILLING DIRECT COUNTER TRAIL
CAPABILITY RANGE INCOMMING ATTACK

F F F F DC

F F T F T

F T T F T

T T T T T

FIGURE 3-16. EXAMPLE OF DECISION TABLE

=TATE Represents a mode of operation

TRANSmON Represents a transition between states

TRANSmON CONDITION Specifies the condition (or event) that
causes the transition/

ACTION Specifies the action that will take place based
on the transition

FIGURE 3-17. NOTATION OF STATE TRANSITION DIAGRAM
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i a Shutdown and_or
Inltiailzatlon_ ommand/ JEquipmentfFaliure/
InitialActivation UNK LnkOeacttvate

INALAUZATON

Successful Start/
Link Activate

Shutdown and or
Severe Jamming _EquipmentFallure

or-interference/ 2 Link-Deactivate

Link-Activate UNK
"OPERATION Severe Jamming

J _orlnterference/

Link-Deactivate

Moderate Jamming
-or-Interference
Countered/

LinkActivate

Moderate Jamming
orInterIrerence/

Degrade_Activation Shutdown and-or

_EquipmentFailure,
r- Link-Deactivate

UNK
DEGRADED SevereJamming

-or-interference/
LinkDeactivate

4 ___________Shutdown and or

UNK Equipment-Fallural

UNOPERATIONAL Link_Deactivate

UNK ____________

SHUTDOWN

FIGURE 3-18. EXAMPLE OF STATE TRANSITION DIAGRAM

3.3.1.4 State Transition Matrix. When the number of states and/or
transitions becomes large and complex, a state transition diagram is replaced

by a state transition matrix, Figure 3-19, for better understanding. There is

more than one format for the state transition matrix and its use is based on
convenience.

Figure 3-19 can be read "if the process is in the 'TRANSIT' state and

the 'Arrival' event occurs, then the 'In Port Activation' action will take
place and the process is transferred into the 'IN PORT' state."
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TRAIL EVADE TRANSIT SEARCH ATTACK DISRUPT OA

TRAIL AcOr AC~n00r ACPO11onv ACOn.SOOI' ACthib~fl

EVADE TRIANSIT SEARCH IDISRUPT OCA

EVADE D@Dr 'S'OA

ATTACK SEARCH ODA

DISRUPT AASTACOUON *SW~~cOe*
ATTACK SEARCH ODA

ATTACK ........ A 1.110' ACINSiOnI'4SEARCH OOA

FIGURE 3-19. EXAMPLE OF STATE TRANSITION MATRIX

3.3.2 Example Capture

Behavior information is incorporated into the data flow diagrams of the
passive sonar system to show how a system's behavior is represented. Figures
3-20 through 3-26 capture the behavior aspect of the passive sonar system.
The processes that were presented in the example of the Functional View are
repeated here with the description of their behavior. Dashed lines in the
example represent the control signals that were used to trigger the change of
the function's behavior. Since this is only a portion of the model, not all
information is shown.
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Context-Diagram;3
PASSIVESONARSYSTEM

NAVIGATION

HYDROPHONE ElectronlcSlgnal SONAR_ DisplaySelects
OOE A ASVESNRYSYSTEM_

PERFORMANCE Display3Data
0 Gain Control DISPLAY

", ", Anatysis Control
• .. °o...........:-................

S Track Selects
---------------... -- -................

FIGURE 3-20. THE BEHAVIORAL VIEW OF THE CONTEXT DIAGRAM
OF A PASSIVE SONAR SYSTEM
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0.3
PASSIVESONARSYSTEMPERFORMANCE

FIX -& Position /Elect ronlc_Slg nal

Display_Selects

FIGURE 3-21 DATA/CONTROL FLOW DIAGRAM OF THE PASSIVE SONAR SYSTFEM
PERFORMANCE PROCESS
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1.1,2
SIGNAL_ CONDITIONING

Electronic Signal

Gain~~Flt - C ntolAm lifenSina
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ANALYSIS_ AND_ CLASSIFICATION

OperatorSelected_

< ClassBeamsCRequest lassBeams

ClasseSelectsLECT_
ANALYSIS_ s

AutoAClassaLLE scT- o ANAL
< Beams_-Request \ •Class-Beams

Position
Time SLC-Selected-Beams , COMPARE_ Cls Disla

SActivateSignal

-Analysis_.Control A .... ...... "1 ANALYSIS

S.. .. .. .. .. .. .. .. q ANALYSIS so1 ACTIVATION

sl| STATE

FIGURE 3-24. DATA/CONTROL FLOW DIAGRAM OF THE ANALYSIS AND
CLASSIFICATION PROCESS
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1.6-sl;2
ANALYSIS STATE

UNCUED
"ANALYSIS

1

Analysis_Control="FA SE"/ A ialysis_Control="TRUE"/

Activate_Signal= A tivateSignal=
"ActivateCuedAnaly Is" ") ctivateUncuedAnalysis"

CUED

12ANALYSIS

FIGURE 3-25. STATE TRANSITION DIAGRAM FOR THE ANALYSIS STATE
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1.6-sO;2
ANALYSIS ACTIVATION
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FIGURE 3-26. PROCESS ACTIVATION TABLE FOR THE ANALYSIS STATE
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3.3.3 Shortfalls

Since the Behavioral View is tightly related to the Functional View, it
shares some common shortfalls with that view in terms of the capturing method
as well as the supporting tool. In addition, the capturing method of the
Behavioral View has its own major shortfall: the inability to capture the
critical real-time attributes. Current methods do not allow the capturing of
deadline issues or the reconfiguration of the system after failure. Extension
of the methods to cover this critical real-time information has to be
developed.

3.4 IMPLEMENTATION VIEW

The Implementation View represents the architectural descriptions and
performance capabilities of all hardware, software and humware resources that
perform the system functions as well as the interconnection between all
resources. To guarantee the consistency of the development process, a
Resource Model which can be mapped one-on-one to the Logical Model (see
Chapter 4 for detailed information on models) will be captured and analyzed.

After the system's functions and behaviors are identified, to avoid
massive failure in the design phase, it is important to understand the
resources that will be used to perform these functions. The capability to
capture and analyze different resources to achieve high performance at low
cost in the early stage of the design cycle will yield maximum payoffs in the
production and maintenance phases. The analysis of the resources also reduces
the complication in upgrading systems when better technology is introduced.
In reality, most resources already exist and their performance is documented
one way or another. If the resource representations are formalized, then
engineers can study the trade-offs of one resource versus the other, and can
identify which resources can be modified or will need to be built for the
system under design.

3.4.1 Example Method

The Resource Model and the mapping method of functions to resources are
usually used to represent the Implementation View.

3.4.1.1 Resource Model. The Resource Model includes a graphical
representation of the proposed system architecture. Required resources should
be defined from the system's requirement and from the Functional View. All
candidate resources and their interconnections are formally captured so that
analysis can be performed correctly. Once the proposed Resource Model is
complete, its analysis will identify all resource constraints, and decisions
will be made on whether new resources should be built, existing resources
should be modified, interconnectivities between resources should be made, or
even the required or defined function itself should be changed. With such
high impact on the design, it is important to define a formal method to
capture resources.
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In the past, resources were known as the system's physical hardware and
software. As the system expands its size and complexity, many human decisions
become part of the system--rather than its interface; hence, the concept of
humware (or humanware) is introduced. Depending on the method and/or how they
were used, hardware, software, and humware were defined differently. In this
paper, only the general concept of capturing resources will be discussed.
Detailed description and definitions of each particular type of resource will
be defined in the future.

Like many other aspects of the system, it is necessary to represent
resources in a hierarchical manner. This requirement is mainly derived from
the fact that current advanced technology allows engineers to develop very
high performance resources which can perform many functions at the same time.
In order to maximize the utilization of such resources, engineers should
understand how they operate as a whole as well as how they are partitioned to
support various functions. In addition, since the functions and behaviors of
the system are hierarchically captured, the resources that were used should be
represented by the same method.

Beside the system's resources, the Resource Model also includes any
resources that are used to support the interested external functions and
behaviors that are captured in the external Logical Model. Consequently, the
external resources will have different notations. Also, the issue of
capturing resources that are used to support both internal and external
functions at the same time has been raised. Figure 3-27 shows an example of a
Resource Model.

3.4.1.2 Mapping Function To Resource. After the Resource Model is
constructed, functions and behaviors of the system will be allocated to
resources. The tabular representation is the most popular current approach of
mapping of functions to resources. Functions and information flows in the
Logical Model are listed with their associated required performance and the
resource that was dedicated to support them. This information can then be
used to support the system's analysis. Since this method is a straight static
allocation, many mapping options should be constructed to support the analysis
which will guarantee the correctness as well as the highest performance of the
system.

Even though the allocation of function to resource is performed in every
design process, it has never been formalized at the complex system level. The
mapping table is usually customized for a single project. There are no rules
to define what it should look like or what type of information is contained
within it. An example of this table is shown in Figure 3-28.

3.4.2 Example Capture

Figures 3-27 through 3-29 show a candidate Resource Model of the passive
sonar system and the mapping of functions and data flows to resources.
Although the resources (CPU 1, CPU 2, etc.) in Figure 3-27 are annotated with
two attributes, in the full description of the Resource Model, of course, all
resources attributes will be captured.
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PERFORMANCE REQUIRED RESOURCE RESOURCE RESOURCE
FUNCTION OPTION I OPTION 2 OPTION nSPEED MEMORY OTO PIN2 OTO

DETECTION .8MIPS 14MB CPU 3, CPU 4 CPU 2, CPU 3

TRACK .2MIPS 6MB CPUI CPU2

ANALYSIS .5MIPS 6MB CPU2 CPU4

AUDIO .1 MIPS 2MB CPU4 CPU1

SIGNAL SPECIAL SIGNAL SIGNAL
CONDITIONING CONDITIONER CONDITIONER

BEAMFORMING SPECIAL BEAMFORMER BEAMFORMER

FIGURE 3-28. EXAMPLE OF ALLOCATION OF FUNCTIONS TO RESOURCES
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PERFORMANCE RESOURCE RESOURCE RESOURCE
REQUIRED OPTION I OPTION 2 OPTION n

Electronic Signal Analog Low Pass CABLE CABLE

below 512 Hz CABLECABLE

Sarmple Synch 32* 1 CABLE CABLE

Samples 32 * 512 bits NETWORK2 NETWORK2
Sec

Detect Beams 32 COMM3, COMM 4 COMM 2, COMM 3

Track-Beams 32 *10 *512 om OM-S COMM 1 COMMI1

Audo Beams Sec COMM I COMM 1

Class Beams 32* 10* 512 COMM I COMM I
Sec

FIGURE 3-29. EXAMPLE OF ALLOCATION OF DATA FLOWS TO RESOURCES
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3.4.3 Shortfalls

Even though different techniques are being developed and used to capture
various types of resources in the Implementation View, they do not represent
the resources at the system level. The ability to capture resources at
different detail levels allows systems engineers to perform analysis on system
functions at the high level of their decomposition. In addition, the mapping
techniques do not reflect the dynamic allocation from functions to resources.
This limitation restricts the analysis of the full utilization capability of
system resources.

3.5 ENVIRONMENTAL VIEW

The Environmental View includes a representation of the outside world
that will interact with the system under design. The intention here is not to
model something that is not included in the system but to study the external
interface of the system such that any real situation that may affect its
performance is taken into consideration. The current approach is to extend
the other four views beyond the boundary of the system undcr design and
capture other environmental information in a documented form. It is important
to understand that the captured external information is only required for the
analysis; therefore, the external views only include the information that
directly relates to the system under design.

The Environmental View establishes the conditions and environment for
the system under design including the initial state of the system, external
interfaces to related systems, ervironmental conditions (including acoustic,
electromagnetic and meteorological conditions), operational constraints,
likely strategic and tactical considerations and other pertinent items.

The following scenario elements illustrate a sampling of the types of
categories that may be defined when developing the approach for defining the
Environmental View. Items necessary for scenario development include force
intentions, composition, and concept of operations. The description of force
intentions involves planned motion, targets of interest, pre-planned
responses, and other intended actions. These scenario elements are applicable
to the design and analysis of the complex computer systems supporting a large
naval force.

Specification of the geographic areas of interest could serve to further
focus in on appropriate subsets of the threat force, geopolitical influence,
and the rules of engagement databases. Environmental conditions including
acoustic, electromagnetic, and meteorological conditions also need to be taken
into account when developing a geographic scenario specification.

Concept of operations specification will involve, at a minimum, the
elements of rules of engagement, transit planning, communications planning,
and tactical planning.
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3.5.1 Example Method

Historically, the Environmental View has been described in an ad hoc
manner through test plans, context diagrams, simulation/stimulation (sim/stim)
descriptions, and system modeling/simulation scenario descriptions. Since the
capturing methods of this view are very immature, this paper proposes a
potential approach to capture this view.

The Environmental View is captured in two principal parts: first, as a
structured Environmental View document, and second, as an external model which
represents the environment and all the external interfaces and other
relationships which originate and terminate outside the system boundaries.

3.5.1.1 Environmental View Document. The Environmental View document
is the principal view for capturing system requirements, boundaries, design
constraints and other issues relating to the system under design. It is the
document which links high-level requirements (e.g., the Top Level Varfare
Requirements and Top Level System Requirements for a naval system) to the
ultimate system design. The Environmental View document provides a precise
statement of the requirements and assumptions for the architecture.

The Environmental View document has six goals:

Summarizes the architecture's high-level performance requirements.
These requirements are based on the Top Level Warfare Requirements
(TLWR). The TLWR's Mission Success Criteria (MSC) quantify the
acceptable architecture performance. These critical performance areas
must be defined and prioritized according to the goals of the sponsor.

Describes the architecture's scope and boundaries. The design
boundaries and scope of the architecture are established through
discussions with the architectural sponsor. The scope limits the design
space by defining the external boundaries, interfaces and relationships
between the system and any entities outside the system.

Collects the high-level design guidance. Guidance is provided by the
architectural sponsor and other high-level sources for future use in the
design process after publication of the System Requirement
Documentation. Included in this high-level guidance are system design
requirements and the performance requirements stated in the TLWR.

Summarizes the threat forces which the architecture must face. For
military systems, areas for consideration include expected threat opera-
tions, organizations, platform order of battle, expected platform
capabilities and perceived objectives. This summary of information
establishes the tactical framework in which the system has to function.

Identifies architectural performance modeling considerations. The MOEs
and the measures of performance (MOPs) provide the guidelines by which
the architecture's requirements and performance are evaluated. The
level of fidelity required for each analysis must be determined. The
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performance modeling parameters to be used in the modeling efforts are
also identified. These parameters may also need supplementary analysis.

Enumerates issues that affect the design, performance, cost, and risk of
the architecture. These issues relate to technology development and
capabilities, national policy matters, and strategic/tactical consider-
ations. This goal helps quantify the technical and design risks of the
architecture.

The Environmental View is captured as a structured requirements
document. It is expected to evolve as system requirements are analyzed and as
logical and implementation design options are examined. It may also need
updating as perceptions of the threat and expected engagement scenarios change
throughout the development process.

3.5.1.2 External Model. Two types of external models have been
identified: external Logical Model and external Resource Model. The external
Logical Model includes Informational, Functional, and Behavioral Views of the
external entities that influence the performance of the system. Logically,
the external Logical Model is gradually constructed in conjunction with the
system. For example, when the Informational View is captured, it also
includes, not all, but some external objects that are directly related to the
objects within the system. The detail descriptions of these external objects
may not be completed, but their existence will notify engineers about their
effect on the system. The same process happens when the Functional and
Behavioral Views are defined. Capturing the system under design jointly with
its external entities is also very helpful for engineers when defining the
boundary of the system.

An external Resource Model will be defined based on the external Logical

4odel. The method to represent external resources is the same as representing
internal resources, except that the existence of the shared resources (i.e.,
resources that are used by both external and internal functions) has to be
taken into consideration during the mapping from functions to resources.

3.5.2 Example Capture

The following is a list of the documents which might be used in

levelopment of the example passive sonar system Environmental View. They
illustrate the type of documents used as references in developing the
'nvironmental View:

"* ASW Top Level Warfighting Requirements Document

"* AN/BSY-2 Submarine Sonar Operations Manual

"* ASW Master Plan, dated Mar 88

"* Area ASW Architecture Preliminary draft

"* System Threat Assessment Report (STAR)
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"* Acoustic Threat Characteristics

"* System Threat Assessment Report - Submarine Systems Vol I

"* System Threat Assessment Report - Submarine Systems Vol 1I

Since the external information is captured in conjunction with internal
nformation, the external model should only be the extension of the internal
iodel. The context diagram of the Informational View of the pil• sonar
ystem (Figure 3-4) shows how some external objects are captured.

ý.5.3 Shortfalls

The supporting method of the Environmental View is very ad hoc and
.nformal. Currently, this view is captured in part in various design
ictivities, such as test plans or test scenarios. In the near future a
:omplete and formal method needs to be defined to achieve the goals of this
riew.
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CHAPTER 4

INTEGRATION AND TRANSITION BETWEEN VIEWS

Although the design has to be captured in many different domains, there
is a definite interconnection among them. Some may have stronger
relationships than others; however, they must all be understood clearly for
better analysis. In addition, due to the complexity and the large size of the
system, the automation support to transfer information from one design
activity to another becomes critical and requires automation.

4.1 DESIGN DOMAIN RELATIONSHIPS AND DEPENDENCIES

Each design view represents the system from a particular perspective and
highlights different aspects of the design; however, they are not independent.
The views represent different aspects of the same system and therefore must be
consistent. The features of a particular view can directly or indirectly
impact, to a greater or lesser degree, the design in another view, depending
on how the relationship between the views is specified. Relationships defined
between the views establish the nature of the inter-view dependencies. If
very strong interdependencies and rules for linkage between the views are
established, the system design is rapidly constrained when a single view is
specified. If no formal linkage is established between the system views, then
the views evolve independently which can result in severe inconsistencies.
The ideal set of domain relationship definitions would ensure that the five
views are entirely consistent with each other, without over constraining the
design options available in a given domain.

4.1.1 Relationship

The following paragraphs describe a notional set of domain relationships
between the five views. The five views are first organized into three
groupings which represent models of the system at different levels of
abstraction from highly abstract to complete physical implementation. These
three models of the system establish a basis for simulation and analysis of
the system under design at the conceptual, logical, and implementation level.

4.1.1.1 Cu~iceptual Model. The Conceptual Model includes the
Environmental View and the Informational View. It highlights the system
concept of operations from an operator's perspective using abstract object-
oriented constructs and captures the expected operational environment, system
requirements and system design constraints. The Conceptual Model provides a
vehicle fo-: the customer and the systems engineering team to form a clear
mutual understanding of the proposed system operational requirements and
constraints early in the design process and provides a mechanism for relating
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all aspects of the design back to those requirements and constraints through
all phases of the design process. The Conceptual Model also provides a basis
for developing a simulation supporting system requirements analysis within the
context of the environment and any larger mega-system of which it is an
element.

4.1.1.2 Logical Model. The Logical Model which includes the Functional
and the Behavioral View captures the system in terms of the functions, data
and control without regard to a specific set of physical resources. The
Logical Model provides a vehicle for the systems engineering team to specify
and capture the system design in terms of what the system must do functionally
versus how it is accomplished in hardware and software. This partitioning
allows the systems engineering team to deconvolve design issues and to address
the logical (or non-implementation) aspects of the design. The Logical Model
provides a basis for developing a simulation which can be used to analyze many
key aspects of the design such as the functional correctness of the design.

4.1.1.3 Implementation Model. The Implementation Model, which is
essentially the Implementation View, includes resource descriptions and a
mapping which relates the functions, data flows and control from the Logical
Model directly to the resources captured in the Implementation View. The
Implementation Model provides a vehicle for the systems engineering team to
specify and capture the system design in terms of the specific hardware,
software and human resources which perform the functions specified in the
Logical Model. The Implementation Model provides a basis for developing a
simulation which can be used to estimate the system performance for a given
implementation option.

"4.1 2 Dependencies

Figure 4-1 groups the five views and summarizes the top level
relationships between the three models of the system. The relationships
between the models are categorized as either weak linkages or strong linkages.
Weak linkage from the Conceptual Model to both the Logical and Implementation
Models implies a requirement for consistency checking and formal traceability
between two models without close coupling of the design elements within the
models. Strong linkage from the Logical Model to the Implementation Model
represents a direct mapping or correlation between the functions and data
flows of the Logical Model to the specific resources which perform each
function and provide the communication connectivity for each data flow.

4.1.2.1 Conceptual Model to Loyiical Model Linka ,. The linkage between
the Conceptual Model and the Logical Model is largely characterized as the
traceability of requirements, constraints, and system concept of operations
captured in the Conceptual Model to the functions, data, and control features
of the design captured in the Logical Moiel. The Informational and the
Environmental View provide the systems engineer with a basis for developing
design features in the Logical Model. In general, groupings of objects and
relationships in the Informational View and groupings of requirements and
constraints in the Environment View may suggest required functions, data flow
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and control features to the systems engineer for inclusion in the Logical
Model.

CONCEPTUAL MOE

Weak Unkage I
"* Req. and Design Constraints

Traceability Environment Implementation Constraints

" System ContextTraceability & Feedback

"* TestScenarios , TestScenarios

Mapping Functonsto Resoures

Alt Funct Decomposition Feedback

FIGURE 4-1. TOP LEVEL DESIGN DOMAIN RELATIONSHIPS

A clear structured picture of the system boundaries and external
relationships as defined and captured in cooperation with the system
sponsor(s) and potential users resides in the Informational View. This
provides a strong basis for establishing a Functional View context diagram.
No formal linkage is currently proposed explicitly linking the Informational
View boundary objects and external relationships with the external terminators
in the Functional View context diagram; however, the systems engineer can draw
heavily on the features of the Informational View in creating the Functional
View context diagram.

The requirements and constraints captured in the Environmental View
provide the design rationale for the creation of functions, data flow and
control features in the Logical Model. Logical groupings of design
requirements and constraints established by the systems engineer are linked to
one or more functions establishing traceability from the Conceptual Model to
the Logical Model. This linking of requirements and constraints to functions,
data and control provides a mechanism for completeness and consistency
checking between the two models.
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The following rules summarize a minimal formalism for linkage between
the Conceptual and Logical Models:

Every requirement and design constraint captured in the Environmental
View must be linked to at least one function in the Functional View;

Every object and relationship in the Informational View must be linked
to one or more functions and/or data flows in the Functional View;

Every function and data flow in the Functional View which is not linked
to one or more requirements or design constraints in the Environmental
View, and one or more objects and/or relationships in the Informational
View must have a clear rationale as a derived requirement or
functionally decomposed element of the design.

This mandatory association of the two models supports development of a
complete Functional Model which addresses all the system requirements and
concept of operations as captured in the Conceptual Model. This type of
traceability does not guarantee a complete Functional Model. It can, however,
identify objects and relationships from the Informational View and
requirements and constraints from the Environmental View which have not been
addressed in the Logical Model. This traceability also serves to identify
functions and data flows which do not have a clear basis for inclusion in the
logical design,

4.1.2.2 Conceptual Model to Implementation Model Linkage. The linkage
between the Conceptual Model and the Implementation Model is characterized as
the traceability of requirements and constraints captured in the Environmental
View to the hardware, software, and human operators which make up the
Implementation View. The Environmental View captures two key areas which are
linked directly to the Implementation Model: first, the specific
implementation requirements and constraints which are linked directly to the
applicable resources captured in the Implementation View, and second, the
limiting scenarios and MOEs which are used to analyze the Implementation Model
and generate system performance estimates.

High-level design guidance and constraints provided by the system
sponsor (i.e., specific external interface requirements and protocols, use of
standard computer hardware and software development standards, manning
constraints, etc.) which are captured in the Environmental View must be linked
to the specific elements of the Implementation Model which address them. In
general, each implementation constraint will impact an entire class of
resources such as a requirement for Mil-Spec computer hardware or use of Ada
in the development of new software. The Environmental View also establishes
the top level system performance requirements, limiting scenarios for system
operation, system performance MOEs, and the conditions of measurements for
those MOEs, These key elements establish the basis for simulation and
analysis of the Implementation Model and must be accounted for in the overall
test plan for performance estimation of a candidate system implementation.

No direct formal linkage is established between the objects and
relationship of the Informational View to the features of the Implementation
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View. This is to ensure that the object constructs developed in capturing the
abstract representation of the system in the Informational View do not
unnecessarily constrain the system implementation design.

The following rules summarize a minimal formalism for linkage between
the Conceptual and Implementation Models:

Each implementation design constraint in the Environmental View must be
linked to all resources related to that design constraint in the
Implementation View;

Each test scenario, MOE, top level system performance requirement, and
condition of measurement captured in the Environmental View must be
linked to one or more features of the Implementation Model analysis.

This mandatory association of the two models demands that the systems
engineer directly address and trace the implementation requirements and
constraints captured in the Conceptual Model during development of the
Implementation Model. This type of traceability does not guarantee
satisfaction of all design requirements and constraints; however, it does
identify those which have not been addressed in the Implementation Model.

4.1.2.3 Logical Model to Implementation Model Linkage. The linkage
between the Logical Model and the Implementation Model is characterized by a
strong association of each function and data flow in the Functional View with
one or more resources in the Implementation View. The resource which a
function or data flow is mapped to must have the necessary characteristics and
capacity to perform that function or to achieve the data flow connectivity as
illustrated in the following example: the function DisplayGraphicImage
which might include a real-time color graphic display of certain system
parameters must be mapped onto a resource which is capable of providing color
displays at the update rate and resolution specified in the function
specification. Obviously, a track ball or keyboard is not an appropriate
match. More subtle differences in display types such as the number of colors
available can also serve to eliminate certain implementation options.

The Implementation View must therefore contain resources which can
perform the various functions specified in the Functional View and provide
physical paths for the specified data flows. However, the Functional View
does not constrain how the functions and data flow are accomplished. A wide
range of implementation options typically exist for any given functional
system description. The mapping relationship between the Functional and
Implementation View also allows multiple Implementation Views to be defined
for a given Functional View. This provides the systems engineering team with
the ability to consider simultaneous alternative implementation designs.

The following rules summarize a minimal formalism for linkage between
the Logical and Implementation Models:

Each function in the Functional View must map to at least one resource
in the Implementation View which is compatible with that function.
(Compatible is defined as having the appropriate capabilities and
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capacities to perform the function such as a computer with certain
characteristics);

Each data flow in the Functional View must map to at least one resource
in the Implementation View which provides the physical path (or paths)
for that data flow in the system design;

Each resource in the Implementation View must have at least one function
or data flow from the Functional View mapped onto it or have a clear
rationale as an implementation specific element of the design.

This requirement for a strong mapping between the Logical Model and the
Implementation Model supports development of a design which accommodates all
required system functions and data paths. This mapping does not guarantee
that a particular implementation in resources will accomplish the functional
design requirements; however, it does identify those functions which have not
been addressed in the Implementation Model and serves to identify and
eliminate resources which do not have a firm basis in supporting one or more
functional elements of the design.

4.2 SYSTEM DESIGN VIEWS ANNOTATION AND INTEGRATION

A key to the usefulness of any design view in the design process is to
allow the view of system design to be formally attributed. Relationships
between the various system design factors can then be expressed so that
effective trade-offs can be performed between the various design factors.

Effective trade-offs between mechanization support can only be
accomplished if the design factors become formalized into the methods
themselves. Today, the system methods only allow informal definition of the
design factors for a design element (e.g., Teamwork's implementation of
structure analysis allows unstructured notes to be tied to
functions/processes). This makes the extracting of the information between
methods difficult and limits the ability to determine consistency of design
factor specification. Also, these methods make it extremely difficult to
share the design element attribute information between system methods and
forces manual annotation to occur.

For large complex systems the ability to mechanize (automate) methods is
critical. The integration methods employed between two design activities can
be classified as supporting forward annotation, backward annotation, or full
integration. In each successive mechanization listed above, the information
between the activities is successively more unified.

The annotation identified in this section refers to the ability to
add/modify information from one design activity to another, not the particular
information needed to effectively annotate a design element. Design
activities may be particular design methods (e.g., structured analysis),
design tools (e.g., CASE tool), design views (e.g., behavioral) or design
processes (e.g , test) The critical aspect to analysis is how information
can effectively flow between the various parts that make up the design
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It is critical for the integration of design activities that the proper
mechanization of the methods is supported. This is especially true for large,
complex, dependable, real-time, time-critical systems. These large systems
make it intractable to manually reenter information in multiple system design
tools.

4.2.1 Manual Annotation

Manual annotation transfers information between design activities via
the system designer by manually determining and entering the proper
information. The specification of the system design is separate from any of
the specifications for system modeling, system validation, system test, etc.
Updates and consistency is purely a manual process.

4.2.2 Forward Annotation

Forward annotation is the process of transferring the pertinent
information uni-directionally from one design activity to another. While
forward annotation occurs to some extent during the design of all systems, one
key to a successful design process is for efficient, robust forward annotation
to be included in the process. Figure 4-2 pictorially shows the process. In
an automated system design process, forward annotation often refers to the
movement of information from a CASE tool to a system modeling tool.

DESIGN ACTIVITYX X

Forwardl Backward

DESIGN ACTIVITYY

FIGURE 4-2. FORWARD AND BACKWARD ANNOTATION

Forward annotation is restrictive in the sense that the information flow
is one way. If the information sent is changed, the total design
specification becomes inconsistent. If the information is changed in the
initial specification, then the forward annotation would need to be performed
again. Also, by its nature, forward annotation involves multiple copies of
the same information (possibly formatted or represented differently) to exist
in various design activities. Because of this, forward annotation puts a
significant strain on the configuration management activities of the system.

Full forward annotation into a design activity would occur if all
pertinent information for the activity can be derived from another activity
(automatically). For example, if a CASE tool captures a complete system
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design, it could be forward annotated into a syszem modeling tool and provide
all the necessary modeling specification information concerning the system.

4.2.3 Backward Annotation

As shown in Figure 4-2, backward annotation is the reverse process from
forward annotation. Given information that has been forward annotated from
Design Activity X to Design Activity Y and modified in Design Activity Y, then
backward annotation is the process of updating the information in Design
Activity X. Automated backward annotation does not currently exist to any
large extent to today's development of systems. However, backward annotation
is critically important in the development of complex systems, especially to
maintain consistency between design activities.

4.2.4 Full Integration

Full integration has consistency of information maintained without a
designer's intervention. In the integration process, only the common
information needed by the design activities are shared.

The ultimate goal is to have one representation (capture) of the
information concerning all factors and aspects of the system's specification.
A forward annotation capability would then allow this information to be
propagated to the appropriate design activities when deemed appropriate by the
systems designer. If information currently defined by the systems engineer is
not complete, the designer could add the information and the information would
be forward and backward annotated as necessary. During the design process,
information necessary for a type of systems modeling (not to be performed on
the system) need not be specified.

4.2.5 State of Integration in Mechanization Support

Many of the activities in today's systems development are using manual

annotation between design activities. For the most part, specifications of
the system design (such as Teamwork, Software through Pictures (STP),
Statemate) and system modeling approaches (e.g., ADAS, SES Workbench, QASE)
are entered separately. Some systems do allow limited access. For instance,
Statemate has a built-in modeling system. Teamwork's SA (structured analysis)
module with certain restrictions can be forward annotated into the ADAS
simulation tools. The same is true for STP specification to SES workbench.
However, typically multiple modeling approaches for differing pieces of the
system design need to be performed in order to fully evaluate the design.

While many of the barriers to more complete integration are technical,
there are also corporate, competitive reasons why the integration of methods
has not occurred rapidly.
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4.3 AUTOMATED SYSTEM DESIGN CAPTURE AND ANALYSIS TOOL DEVELOPMENT
OPPORTUNITIES

Successful employment of a multi-domain design capture and analysis
methodology in supporting a complex system design is largely a function of the
degree of mechanization which can be achieved. The size and complexity of
large-scale advanced computer systems render manual application of any design
process or method unusable. Considerable potential benefits can be gained
from automation which supports a disciplined structured capture of the initial
iteration of a system design and subsequent editing of that capture. Further
significant efficiencies can be gained through automated consistency and
completeness checking within and between the five system views which represent
the captured design. However, in light of the overwhelming systems
engineering task represented by analysis of an advanced complex system design,
the most significant productivity gains are in automated support for design
simulation and analysis within an integrated and highly automated design
capture and analysis environment. The following paragraphs suggest
opportunities for applying automated support to the methodology described in
this paper.

4.3.1 Design Capture

An interactive graphic user interface with convenient pull-down menus
and advanced editing functions such as cut, paste, replicate and append for
complex design capture constructs is vital in capturing and modifying large,
complex designs. The ability to manipulate entire sections of functional flow
data diagrams and resource connection diagrams should be provided. Find and
replace is also a powerful feature which can significantly reduce the editing
time required to address the inevitable design iterations of a large, complex
design.

Hierarchical design capture techniques offer significant advantages in
managing the complexity of large computer system designs through information
hiding. A hierarchial structure allows the system views to be represented at
various levels of detail, from a broad top level which encompasses the breadth
and scope of the system and its external interfaces to very low levels which
describe the details of a particular segment of the system design. Automated
support for capturing the design views in a hierarchial manner and in
navigating and accessing the various levels of the design represents a
relatively low risk tool development effort.

4.3.2 Intra- And Inter-View Consistency And Completeness Checking

Consistency and completeness checking within the five views is an area
where automation can significantly reduce the effort required to maintain the
design. Rules can be specified for checking the consistency and completeness
within each design view. An example of the level of automation which is
achievable in single domain consistency and completeness checking is the
Teamwork CASE tool by Cadre.' 0 Teamwork provides automatic checking for
functional flow data diagrams (FFDDs) which inform the user of unconnected
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data flows, functions without inputs and/or outputs, functions without process
specifications, inconsistencies between levels of decomposition and data
dictionary related problems. This type of automated internal view checking
should be provided to the greatest extent possible within each of the five
design views.

Consistency and completeness checking between the five views represents
a large step toward a truly integrated design capture and analysis
methodology. Rules specifying the consistency criteria between the various
views, such as the ones proposed in the preceding section, would be checked in
a manner similar to the intra-view checking described above.

Beyond the predefined checking criteria which can be built into a CASE
tool, such as the Teamwork FFDD capabilities, is an ad hoc ability to check
both individual design views and across design views. The ad hoc capability
would allow a knowledgeable operator to specify certain rules for checking the
design capture. This capability would provide the user significant
flexibility in establishing the relationships between the views and would
allow the user to establish liberal or strict relationships between the views.

4.3.3 Design Simulation

Automatic generation of executable simulations from the design capture
and external environment descriptions contained in the five views represents
potentially the largest efficiency gains which an effective methodology
automation may provide. The cost of capturing and analyzing multiple design
iterations and options is potentially prohibitive without the leverage
provided by automation of the simulation and analysis process. Completed
capture of the five views contains much of the information necessary to
develop a simulation of both the system under design (i.e., the internal
model) and the external environment (i.e, the external model) which is
required to stimulate the system's internal simulation. Efficient use of the
information captured in the five design views for automatic or semi-automatic
6cneration of a system simulation represents a key capability in realizing the
overall goal of efficient large scale complex system design development.

4.3.4 Document Generation

Automated generation of required system documentation from the captured
design data also represents an area where existing design capture information
can be efficiently employed to reduce the manual labor required to support the
design deveiopment process. A variety of CASE tools currently provide this
capability particularly in the software development arena. The automated
document generation facility should provide standard formats (such as the MIL-
STD-2167A DIDs) and also allow the user to specify the format and
organization of the documents produced by the system.
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CHAPTER 5

CONCLUSION

Despite their differences, all five system views share at least one
shortfall: the lack of capability to capture their non-functional attributes.
Starting with the design factors list in Appendix A, the Real-Time System
Design Capture and Analysis task will identify the critical non-functional
attributes of the system and try to define their representing methods so that
system views can be completely captured. In addition, the Environmental and

Implementation Views have to be further expanded. The formal methods to
classify and represent various types of system resources will be defined.
Information that should be included in the Environmental View to complete its
representation will be further refined.

In addition to the representation of the system views, the integration

across different views will be studied. The ability to move from one design
activity to another is so critical that systams engineers cannot afford to
miss it. Without the integration between methods, the concept to provide a
seamless process from requirement capture through both analysis and design
will never exist.
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APPENDIX A

SYSTEM DESIGN FACTORS

L PERFORMANCE
1.1 RESPONSE TIME
1.2 CAPABILITY
1.3 RELATIVE ACTIVITY
1.4 SPEED
1.5 THROUGHPUT
1.6 LATENCY
1.7 LOAD BALANCING

1.7.1 INFORMATION OVER LOAD
1.7.2 PROCESSING OVER LOAD

1.8 GRACEFUL DEGRABILITY
1.9 EFFICIENCY
1.10 PREDICTABILITY

2 REAL-TIME
2.1 HARDNESS
2.2 HARD DEADLINES

2.2.0.1 PERIODIC
2.2.0.2 APERIODIC
2.2.0.3 SPORADIC

2.3 SOFT DEADLINES
2.3.0.1 PERIODIC
2.3.0.2 APERIODIC
2.3.0.3 SPORADIC

3 COMPUTATION/PROCESSING REQUIREMENTS
3.1 IMPORTANCE
3.2 USEFULNESS
3.3 PRIORITY
3.4 (COMPUTING) PORTABILITY
3.5 INTERRUPT/RESET CAPABILITIES
3.6 MEMORY SPACE

4 DEPENDABILITY
4.1 RELIABILITY
4.2 ACCURACY
4.3 FAULT TOLERANCE
4.4 GRACEFUL DEGRABILITY
4.5 REDUNDANCY

4.5.1 STATIC
4.5.2 DYNAMIC

4.6 AVAILABILITY
4.6.1 INHERENT AVAILABILITY
4.6.2 ACHIEVED AVAILABILITY
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4.6.3 OPERATIONAL AVAILABILITY
4.6.4 EASE OF REPLACEMENT
4.6.5 CRASH RECOVERABILITY
4.6.6 COMPUTATION HEAVY PROCESS EFFECTS

4.7 QUALITY

SECURITY
5.1 CLASSIFICATION

5.1.1 TOP SECRET
5.1.2 SECRET
5.1.3 CONFIDENTIAL
5.1.4 UNCLASSIFIED

5.2 TYPE OF DATA
5.2.1 LEVEL I (CLASSIFIED)

5.2.1.1 TOP SECRET OR ABOVE
5.2.1.2 SECRET
5.2.1.3 CONFIDENTIAL

5.2.2 LEVEL II (SENSITIVE)
5.2.2.1 PRIVACY ACT/FINANCIAL
5.2.2.2 FOR OFFICAL USE ONLY
5.2.2.3 SENTITIVE MANAGEMENT
5.2.2.4 PROPRIETY/PRIVILEGED

5.2.3 LEVEL III (NONSENSITIVE)
5.2.3.1 (OTHER--NOT CATEGORIES IN LEVEL I AND II)

5.3 PERCENTAGE OF PROCESSING TIME
5.4 ENCRYPTION TYPE REQUIREMENTS
5.5 IMPLEMENTATION TECHNIQUES REQUIREMENTS

HUMANWARE
6,1 EASE OF USE
6,2 POTENTIAL OPERATOR DECISIONS
6.3 1 OPERATOR DELAY / 2.USER RESPONSE TIME
6.4 OPERATOR ACTION(S)
6.5 I.REQUIRED NUMBER OF OPERATORS / 2.NUMBER OF SIMULTANEOUS USERS
6,6 USER INTENSITY
6.7 AVERAGE TIME FOR EACH CATEGORIES
6.8 POTENTIAL ERRORS

PHYSICAL REQUIREMENTS
7.1 SIZE REQUIREMENTS

7.1.1 HEIGHT
7.1.2 WIDTH
7.1.3 LENGTH
7.1.4 DEPTH
7.1.5 AREA

7.1.6 VOLUME
7,2 WEIGHT REQUIREMENTS

7.3 RUGGABILITY (RUGGEDIZED)
7,4 SURVIVABILITY
7.5 (PHYSICAL) PORTABILITY
7.6 ENERGY REQUIREMENTS

7.6.1 (ENERGY) CONSUMPTION

A-2



NAVSWC TR 91-586

7.6.1.1 ELECTRICAL (ENERGY CONSUMED)
7.6.1.2 FUEL (ENERGY CONSUMED)
7.6.1.3 OTHER (ENERGY CONSUMED)

7.6.2 (ENERGY) DISSIPATED

7.7 LOCATIONAL OPERATING ENVIRONMENT
7.7.1 GEOGRAPHICAL LOCATION
7.7 .2 INDOORS/OUTDOORS

7.7.3 TEMPERATURE
7.7.4 HUMIDITY
7.7.5 ACOUSTICAL NOISE
7.7,6 AIR PURITY/QUALITY
7.7.7 EXPOSURE TO WIND
7.7.8 EXPOSURE TO WATER
7.7.9 EXPOSURE TO ELECTROMAGNETIC RADIATION
7.7.1 0 VIBRATIONS/STABILITY

7.8 CLIMATE CONTROL
7.8.1 COOLING
7.8.2 HEATING
7.8.3 HUMIDITY CONTROL

7.8.4 ACOUSTICAL NOISE SUPPRESSION
7.8.5 AIR PURITY/QUALITY CONTROL
7.8.6 MOTION STABILIZATION
7.8.7 LIGHTING

7.9 MANUFACTURING CONSIDERATIONS
7.9.1 PRODUCTION CAPACITY
7.9.2 PRODUCTION TIME

8 FINANCIAL REQUIREMENTS
8.1 COST TO DEVELOP
8.2 COST TO PROTOTYPE
8.3 COST TO PRODUCE
8.4 COST TO TEST
8.5 COST TO PURCHASE
8.6 COST TO OPERATE
8.7 COST TO MAINTAIN
8.8 COST TO REPAIR
8.9 COST TO INCLUDE SECURITY CAPABILITY
8.10 PRODUCTIVITY

9 TIME PROJECTED
9.1 ESTIMATED TIME TO DEVELOP
9.2 ESTIMATED TIME TO PROTOTYPE
9.3 ESTIMATED TIME TO PRODUCE
9.4 ESTIMATED TIME TO TEST
9.5 ESTIMATED TIME TO PURCHASE
9.6 ESTIMATED TIME TO OPERATE

9.7 ESTIMATED TIME TO MAINTAIN
9.8 ESTIMATED TIME TO REPAIR
9.9 ESTIMATED TIME TO INCLUDE SECURITY CAPBILITY

10 LIFE CYCLE
10.1 TESTABILITY
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10.2 MAINTENANCE
10.2.1 EASE OF MAINTENANCE
10.2.2 NUMBER OF PERSON NEED TO MAINTAIN
10.2.3 NOTIFICATION
10.2.4 FREQUENCY
10.2.5 MAINTENANCE DOWNTIME/DURATION
10.2.6 DEGREE OF SYSTEM DISABILITY
10.2.7 WHEN MAINTENANCE COMES DUE
10.2.8 DURING MAINTENANCE
10 2.9 WEAR LIFETIME

10.3 OBSOLESCENCE LIFETIME
10o4 REUSE-ABILITY

11 FUTURE NEEDS CONSIDERATIONS
11.1 ADAPTABILITY/FLEXIBILITY
11.2 EXPANDABILITY
11A3 COMPATIBILITY
11.4 INTERGRABILITY
11.5 INTEROPERABILITY
11.6 INTEGRITY
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