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1 Introduction

This report, which is submitted in accord with the requirements of Contract AFOSR-90-
0221 between Air Force Office of Scientific Research and New York University, summaiizes
the scientific progress made during the past year of grant support, from 15 February 1991
to 14 February 1992. As characterized in our statement on "Progress and Forecast" of
research submitted in February, 1991, the emphasis in this research is to reveal the role
of changing levels of spontaneous activity of neocortex that accompanies higher cognitive
functions. Event-related potentials and fields have been useful in revealing sensory processes
and their interactions, and effects of processes like attention, expectancy, and incongruity on
the sequelae time-locked to the sensory evoked response. This newer approach deals instead
with phenomena that are not time-locked to ERPs or ERFs, but are still consequences of
brain processes initiated by events in the environment. As such it is complementary to the
sensory approach, and the results achieved thus far prove that suppression of spontaneous
activity recorded in the alpha band is not merely the result of changing levels of arousal or
attention, and cannot be ascribed to differences among physical stimuli.

In parallel with these studies, we developed a novel method to determine the pattern
of neuronal activity distributed across cerebral cortex that best accounts for a measured
magnetic field pattern. We showed that this method provides a unique estimate, thereby
circumventing the accepted dogma that says there is no unique solution for the magnetic
inverse problem. Moreover, we were able to generalize this approach to provide a unique
estimate for the cortical map of average neuronal current power from measurements of the
average field power obtained over the scalp. From this we developed a method to compute
the cortical map of average current power suppression. In short, it is now feasible to extend
the present studies of field power suppression across the scalp to determine precisely where
the corresponding spontaneous cortical activity is being suppressed. In this way it will
be possible to identify the three-dimensional locations where cortical activity is suppressed
during cognitive tasks. This introduces a new form of magnetic source imaging (MSI).

2 Overview

The overall theme of this research is to exploit the ad.antages of magnetic source imaging
to elucidate the physiological basis for human cognitive functions. Specifically, four main
areas of research were successfully completed during the past year:

(1) An investigation of cortical activity when subjects scan memory for tones demonstrates
for the first time that auditory areas in the right and left hemisphere differ in their participa-
tion during memory scanning. Moreover, the duration of suppression of spontaneous activity
in the right hemisphere correlates significantly with reaction time identifying whether or not
a probe tone was a member of the memory set. These results have been published as a
comprehensive paper in Electrophysiology and clinical Neurophysiology [1].

(2) A study of the difference in cortical participation for tasks of mental imagery and silent
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rhyming reveal clear differences iii timing of the onset of suppression and also the offset of

suppression were observed over visual and anterior temporal areas for these different tasks.

The results demonstrate that alpha suppression may be taken as a sign of enagement of these

different part of the brain in specific cognitive tasks, just as blood flow serves as a similar

index of activation in PET studies. A paper has been submitted for publication [2].

(3) In collaboration with Dr. Christoph Michel, supported by the Swiss National Science

Foundation, we employed the alpha suppression technique and the Cooper and Shepard

paradigm to determine how the duration of alpha suppression varies with rotation angle of

the probe figure. A clear increase in duration with increasing angle between probe and target
figures could be seen. These data are being analyzed to determine whether it is possible to

distinguish differences in onset and offset times between spontaneous activity arising from
visual cortex as compared with the parieto-occipital sulcus [3].

(4) Development of the 'Pointer' method providing high-accuracy alignment of a magnetic
resonance image (MRI) of cortical anatomy with a magnetic source image (MSI) of cortical
function. These results were published in Brain Topography [4].

(5) Conception and implementation of a computational method to characterize the distribu-
tion of intracellular cortical current from measurements of the extracranial field pattern. This
minimum-norm least-squares estimation provides a unique description that best-accounts for

the data. A comprehensive paper of this 'MNLS' inverse has been accepted for publication
[5].

(6) Development of an extension of the MNLS inverse to image regional changes in the
spontaneous activity of the brain. This provides a unique estimate for the distribution of

intracellular current power across the cerebral cortex. By comparing the inverses with and
without the presence of alpha-band suppression it is possible to deduce the distribution of

current power suppression as well. A manuscript describing this technique and simulations

employing it has been accepted for publication [6].
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3 Highlights of the Results-

This research program has accomplished the following objectives:

* Developed a method for accurate registration of anatomical and functional images of
the brain. The method is applicable for most of the imaging modalities now being employed
in sensory and cognitive studies. By recording three sets of imageable pointers when a MRI
image is recorded, each directed toward a cardinal landmark on the subject's head, MRI
pixels can be specified by cartesian coordinates of the same head-based system as used for
neuromagnetic recordings. The accuracy in locating these landmarks is limited by how ac-
curately the pointers are placed on the head for MR recordings. Each "point" indicated by a
pointer is located by computer analysis of MR images with an accuracy of better than 0.5 mm.

* Obtained the first evidence that auditory cortex participates in the process of scanning
working memory and determined when it is involved during a task based on the Stern-
berg paradigm. For three subjects, the duration of alpha-band suppression measured over
the right hemisphere increases linearly with memory set size, as does the reaction time for
task completion. The left hemisphere shows a similar but weaker tendency for right-handed
subjects. The pattern of alpha suppression across the right hemisphere of the scalp is signif-
icantly correlated with the pattern of the magnetic field associated with the N100 response
component, thus indicating that auditory cortex contributes to this alpha rhythm.

* Established the feasibility of monitoring the period when visual cortex is engaged in
manipulating mental images. By employing the paradigm of Cooper and Shepard, it was
possille to observe suppression of alpha-band activity over the occipital and parietal regions
of the scalp as a subject compared an object just seen with an object previously seen to
determine whether they differ or whether they are the same but rotated with respect to
each other. Measurements of alpha-band activity over the posterior scalp revealed certain
positions where suppression was observed and the duration of suppression was comparable
to the reaction time. In these areas the duration of suppression increased monotonically with
rotation angle, with identical values for clockwise and counterclockwise senses of rotation.
Simultaneous measurements of the EEG with electrodes attached to the scalp showed similar
features for the voltage between certain pairs of electrodes. These findings suggest it will be
possible to localize the anatomical substrate of the visual area where the suppression takes
place.

e Developed a mathematical approach based on lead field theory to obtain a unique es-
timate for the spatial pattern of cortical activity giving rise to a measured magnetic field
pattern. Thus, for the first time, it is possible to represent distributed neuronal activity
without having to impose restrictive models, such as a current dipole or several dipoles. The
"magnetic source image" is called the minimum-norm least-squares estimate", or MNLS es-
timate. This image is robust with respect to the presence of noise in the recordings. It is
also insensitive to errors in determining the location of the surface of cerebral cortex where
it is represented.
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# Extended the MNLS estimate to provide an estimate for the distribution of cortical
activity that gives rise to a measured pattern of average magnetic field power. This gen-
eralized image characterizes the covariance pattern of activity across the cortical surface.
In particular, it also describes the spatial distribution of mean intracellular current power.
With this approach it is possible to determine for the first time the cortical locations where
spontaneous neuronal activity is suppressed. This has obvious relevance to the studies of

alpha suppression that are being carried out in this laboratory's research program. In this
way it will be possible to identify the sequence of cortical areas where spontaneous rhythms

are suppressed during cognitive tasks.
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4 Publications

This section lists the papers that report the scientific and technical research carried out
during the past year.

[1] L. Kaufman, S. Curtis, J.-Z. Wang, and S.J. Williamson. Changes in cortical activity
when subjects scan memory for tones. Electroenceph. Clin. Neurophysiol., 82:266-284,
1991.

[2] L. Kaufman, Y. Cycowicz, M. Glanzer, and S. J. Williamson. Selective suppression
of spontaneous cortical rhythms for cognitive tasks of imaging and rhyming. J. Ezp.
Psychol.: General, submitted, 1991.

[31 C. M. Michel, L. Kaufman, and S. J. Williamson. Effects of a mental rotation task on the
suppression duration of EEG and MEG occipital alpha rhythm. in preparation, 1992.

[4] S. J. Williamson, Z.-L. Lii, D. Karron, and L. Kaufman. Advantages and limitations of
magnetic source imaging. Brain Topography, 4:169-180, 1991.

[5] J.-Z. Wang, S. J. Williamson, and L. Kaufman. Magnetic source images determined by
a lead-field analysis: the unique minimum-norm least-squares estimation. IEEE Trans.
Biomed. Engr., in press, 1992.

(6] J.-Z. Wang, L. Kaufman, and S. J. Williamson. Imaging regional changes in the spon-
taneous activity of the brain: an extension of the unique minimum-norm least-squares
estimate. Electroenceph. ulin. Neurophysiol., in press, 1992.
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5 Personnel

5.1 Faculty

Lloyd Kaufman, Ph.D., Professor of Psychology and Neural Science, Adjunct Professor of
Physiology and Biophysics.

Samuel J. Williamson, Sc.D., University Professor, Professor of Physics and Neural Science,
Adjunct Professor of Physiology and Biophysics.

5.2 Collaborating Faculty

Murray Glanzer, Ph.D., Department of Psychology

5.3 Research Scientists

Sarah Curtis, Ph.D., Assistant Research Scientist (Psychology)
Jia-Zhu Wang, Ph.D., Associate Research Scientist (Physics)

5.4 Collaborating Researcher

Christoph Michel, Research Assistant, Neurological Clinic, University Hospital of Ziirich,
Switzerland

5.5 Graduate Research Assistants

Yael Cycowicz, Ph.D. student, Department of Psychology
Daniel Karron, Ph.D. student, Department of Applied Science
Zhong-Lin Lfi, Ph.D. student, Department of Physics

5.6 Degrees Awarded

Yael Cycowicz, Ph.D. in Psychology
Bruce Luber, Ph.D. in Psychology
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6 Interactions with Other Groups

p 6.1 8th International Conference on Biomagnetism

S.J. Williamson was Chairman of the Advisory Committee for this international conference

and was a member of the Program Committee. L. Kaufman was an invited speaker at this

conference.

6.2 Invited Talks given by Members of the Laboratory

Mar 13 Advances in Superconducting Instrumentation for Neuromagnetism Extending our
View from Physiology to Cognition." IEEE Engineering in Medicine and Biology
Society, New York Metropolitan Area Division, Rockefeller University.

Mar 19 Functional Organization of the Human Brain Determined Magnetically. Sympo-
sium of the Division of Biological Physics entitled "Neuromagnetism - From the
Microscopic to Macroscopic", American Physical Society Meeting, Cincinnati,
Ohio, March 18-22.

May 21 Magnetic Source Imaging. Lead Speaker for Technology Applications Symposium:
Technology Requirements for Biomedical Imaging, sponsored by Georgetown
University Medical Center, American Medical Association, and Strategic Defense
Initiative of Department of Defense, Washington, DC., May 21-22.

May 29 Magnetic Source Imaging of Human Cortical Activity. Neurons, Vision, and Cogni-
tion. An International Symposium at New York University, New York City, May 28
- June 1.

Aug 4 Advantages and Limitations of Magnetic Source Imaging. 3rd Congress of the Inter-
national Society for Brain Electromagnetic Topography, Toronto, Canada, July 29 -
August 1.

18 Aug From Benchmark to Discovery: An Historical Perspective. Plenary Address, 8th
International Conference on Biomagnetism, Mflnster, Germany, August 18-24, 1991.

Oct 25 Human Auditory Primary and Association Cortex have Differing Lifetimes for
Activation Traces. Krber Foundation Symposium, Helsinki University of Technol-
ogy, October 24-25.

INov 1 Magnetic Source Imaging of Human Brain Functions. Advances in Magnetic Imag-
ing in Medicine. A Symposium Honoring Richard B. Mazess, Department of Medi-
cal Physics, University of Wisconsin, Madison, WI.

Nov 20 Magnetic Measures of Activity in Auditory Cortex. Symposium on "Objective
Methods for Hearing Assessment", New York Academy of Medicine, New York
City, sponsored by MEEE Sections on Biomedical Engineering and Otolaryncology
and the New York State Section, Engineering in Medicine and Biology Society of
the Institute of Electrical and Electronic Engineers.

Nov 21 Magnetic Source Imaging of the Human Brain. Colloquium, Department of Physics,
University of Florida, Gainesville, FL.

Dec 6 Magnetic Source Imaging of the Human Brain. Keynote address at the Inaugural
Symposium celebrating the opening of the Superconducting Sensor Laboratory,
sponsored by the Ministry of International Trade and Industry, Tokyo, Japan.

Dec 11 Magnetic Source Imaging of the Human Brain. Margaret and Herman Sokal Faculty
Award in the Sciences, NYU.



* Cognition and the Brain New York University Page 10

6.3 Contributed Presentations

Changes in Cortical Activity When Subjects Scan Memory for Tones
L. Kaufman, S. Curtis, J.-Z. Wang, and S.J. Williamson
7th International Conference on Biomagnetism, August, 1991, Mflnster, Germany.

Neuronal Sources of Human Parieto-Occipital Alpha Rhythm
Z.-L. Lfi, J.Z. Wang, and S.J. Williamson
7th International Conference on Biomagnetism, August, 1991, Mflnster, Germany.

Latent Neuronal Activity in Human Auditory Cortex. (Slide presentation)
Z.L. Lii, S.J. Williamson, and L. Kaufman
Society for Neuroscience Annual Meeting, New Orleans, LA, Nov. 10-15, 1991.

Lifetimes of Activation Traces in Human Auditory Cortex
* S.J. Williamson

Seventeenth Annual Interdisciplinary Conference
Teton Village, Jackson, Wyoming, Jan 15, 1992.

0

7 Inventions and Patent Disclosures

This program of research was not directed toward producing inventions. However, the
minimum-norm least-squares (MNLS) estimation for obtaining a unique solution for the
magnetic inverse problem was deemed of possible interest for protection, and NYU provided
a small grant to help in its further development. However, after some investigation, there was
insufficient commercial interest that the Office of Industrial Liaison of New York University
decided not to proceed with a patent application.
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Changes in cortical activity when subjects scan memory for tones

L. Kaufman '. S. Curtis ", J.-Z. Wang h and S.J. Williamson h
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(Accepted for publicaiion: hi September 1991)l

Summary The magnetoencephalogram OiMEG) was used to deicti regional changes in spontaneous cortical activity accompany.ing
short-term memor-% search. This method was chosen because magnetic fields are detectable only within a few centimeters oftihe projections of
their sources onto the scalp. The specific hspothesis that auditor% cortex is inisoled in Ncanning memory for tones Aa% tested by sensing the field
ot the ihe magnetic counterpart to N lih)Iliim which is known ito oritnate in auditors cortex. NIINm was measured at many different
positions and the spontaneous cortical rhsthms in ihe alpha bandwidth is Ili,) were measured at the same places. These rhsthms were found
to he suppressed while subject, scanned mcmor% tor musical tones in a Sterntlerg paradigm. For 3 subjects. both the vEG suppression time iST)
and reactio't time I RT) increased linearly with mernor% cl siie. [he correlaition between ST measured over the left hemisphere arid set tie was
sic'nificant tor two subjects hut not wiiint tor the third. itd the slope, ol the regression lines, relating ST to set size were too shallow to he
related to the time required ito scan memors.. I loweser. the correlation between ST oif the right hemisphere and set size was highls significant for
.ill subjects. and the slopes (It the regression line, wecre coipar.ibl: ito those relating RI ito set size. The electroencephalogram ( EEG) recorded
with midline electrodes failed to reseail a wrgitticant rel.itionship between suppression irme and set size for 2 of the subiects. thus ruling Out
global alpha blockage and eeneralized irousal as the bisis for the tisk-relaited suppression duration. The electric N100. measured at Cz,
decreased sinificantl% in aimplitude with set siie for 2' buics ut it increased significantly in amplitude for the third subject. In contrast. RT
increased with set sie tor all suhiects. N101tnm measured ,%cr the right hemisphere was similar to the behavior of NIOO. while NlO00m measured
oser the left hemisphere showed little change in amplitude with set si/c, thus establishing an asymmetry in NlIOO between the hemispheres. Since
Nti1l amplitude is normally larger when attention is pa.d to tiudiior\ stimuli, differential attention alone cannot account for the relation between
ST and let site. Furthermore, the processing negattiubi. tthich injs be superimposed on MIX~) in selective attention tasks, was not discernible for
an% set size It was also tound that ST prior to the button press wA,is not correlated with RI. Hence, the covariation of set size with ST is not
,itibutab-le ito prepation tor im motor rt:sponse In this e spcrinmcni the sensors were placed where the field of NUXl)m was approximately at its
nimium Aiue Since nins nteasures wecre mnade trom nicrtkwhit difterent positions in these areas, it was possible to determine how NlO0m
implitude siried with sensor locition oser both hemispheres [hese position-dependent changes in NIbJm amplitude were significantly

,orrcl~iikd with correspoildink! position-depiendlent changes in pcrteni suppression tit the spontaneous MEG. Thus. auditory cortex contributes
sioeniticanty ito the spota~ncous ailphai ictis it\ suppressed JUiir1,rg remonr\ search. It is concluded that regional changes in cortical spontaneous

.tit.ieme~iningtulls relauted to ongoing memors caninii
Flirlier work on the relaition between short-term menor\ ind the N\til and P3001 ERP components is reviewed in an Appendix. It is

concludedd thcli published conicctUres on the relation betweenr NA linid short-ternm memors are inconclusive, and neither P30) latency nor
.rniplmitude hise been consmncincls related ito short-term meQnors cainning per se. These ERP components are complementary to the regional
Lhitiges In spont.ineot,ii ictif itlsudied here. i.nd reflect dii tre ii titets ot the processes insolved in memory scanning.

Ke wrirds: \lpha. Nl.mgnctocnicphmlograim: Local suppres-wri Short-ternm memor%; N 1010

In the classic Sternberg ( 196) experiment .1 stmblect for -new" probes (those that had not been members of
%1cews or listens to a sequence ot items ranginLe 1mm I the set) as for "old" probes (those that had been
to as many as 7 in length. Then, 2 sec later, is ciiposed members of the set). Sternberg accounted for these
ti) d "Probe'* item and asked to press one button if' the results by postulating a serial and exhaustive search of
probe had been a member of the memorv set. a.nd short-term memory. This is predicated on the assump-
another if tt had not. As Sternberg demonstrated. tion that RTs of well-trained subjects who perform in a
reaction time I RT) increasecs linearl% with the size ot nearly error-free manner are not dissociated from the
the memory set being searched by subjects. Also. R1 process of searching memory. Given this same assump-
increases 'Aith set size at approximately the same rate tion. 'o.e test the hypothesis that regional fluctuations

in the brain's spontaneous activity accompany the scan-
ntng of short-term memory and reflect ongoing cogni-

, rr, %p-idmei 'i, I.losd K.wutmimn. Protessor it Pssehioloes: med tt~e processes. The main advantage in adopting this
NCUrail Sucntce. New Nirk hesri' tm V.mshtngton Plate. Ncw approach to short-term memory is that many hundreds
)'irk. NY 11)(1111 i[ L ' A of papers have been devoted to the Sternberg paradigm,
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and the conditions under which its main effects occur that power in the alpha band between 8 and 13 Hz
are well understood. Despite criticisms of Sternberg's showed a sharp reduction (event-related desvnchroniza-
theory that memory search is both scrial and exhaus- rion) subsequent to visual stimulation as well as volun-
tive. his basic results are well established and docu- tary motor acts. Their method is similar to one devised
mented. The basic assumption that RT is not dissoci- by Kaufman and Price (1967) tc study modulation of *
ated from processing time is shared even by investiga- high-frequency EEG by visual stimuli, and by Kaufman
tors who question the theory. Therefore. Sternberg's and Locker (1970) to study effects of attention on
paradigm is extremely useful in psychophysiological visual modulation of alpha activity. The only difference
investigations, between these methods is that Kaufman et al. mea-

sured the variance around the average response re-
maining within the EEG after it was filtered, while *
Pfurtschellcr et al. included the residual average re-

Spontaneous activity and memory scanning sponse in their measures. The work of Pfurtscheller
and his colleagues strongly suggests that regional

The work of Mishkin (1982). Ungerleider and changes in the level of the brain's spontaneous activity
Mishkin ( 1982). and Ungerleider and Dcsimone (1980) reflect ongoing cognitive processes. The main reason
indicate that many areas of neocortcx. including the for using the MEG rather than the EEG is that the •
sensor% projection areas, are inol,,ed in memory. This latter is often difficult to interpret. The intracranial
is reflected in a rough "'schematic" or "circuit' repre- sources of potential differences at the scalp may be a
senting the "ani tomy ot memory," in which the sen- large distance away. By contrast, because the magnetic
sor, area transmits information to hippocampus/ fields of neural sources fall of very sharply with dis-
amygdala, thence to the diencephalon. to the pre- tance. their maximum extracranial fields are detectable
frontal cortex. to the basal forebrain, and then back to only over a relatively confined area at the scalp. In the •
the sensory area. Although based on monkey, this map case on cortical sources, sensors placed near field
parallels that gcnerated b, the less complete data cxtrema are only a few centimeters away from the scalp
offered by human clinical cases. Behavioral evidence projections of their sources. Ambiguity is reduced by
that short-term memory may be modality-specific the fact that the MEG is a truly monopolar measure.
(Murdoch and Walker 1969) is consistent with this i.e., it does not need the equivalent of a "reference
%iew. since it implies that working (short-ter , nemory electrode," which contributes to the uncertainty about *
inoles sensory' areas of neocortex. Similarly, some locations of sources of EEG phenomena.
theorists suggest that the machinery of the visual sys- To exploit this advantage of the MEG, Kaufman et
tern is actively involved in mental rotation - a form of al. (1990) measured the variance (power) about the
imagery in which mental operations are performed on event-related field (ERF) within the alpha band of the
objects that may be present only in wmorking memory MEG while subjects engaged in a mental imagery task.
(of.. Kosslyn 1983: Finke and Shepard 1980). The subjects were presented with a memory set com-

Direct evidence that different areas of neocortex are posed of 3 abstract polygons. Three seconds later, a
involved in shoit-term memory per se is difficult to fourth abstract polygon (the probe) was shown. Sub-
find. Regional blood flow studies employing positron jects then responded as instructed for either a simple
emission tomography IPET) reveal local differences in RT condition or a choice RT condition. In the simple
levels of cortical actiitN. depending upon the nature of RT condition they pressed a button as soon as they saw
mental tasks (cf.. Petersen et al. 1989). However. the the probe (without regard for whether it had been a
coarse temporal resolution afforded by PET ( - 41 sec) member of the memory set). In the choice RT condi-
proscribes identifying regions specifically involved in tion they pressed one button if it had been a member
searching short-term memory. The experiment de- of the set or another button if it had not been a
scrihed in this paper was specifically designed to make member of the set. Naturally, in the choice RT condi-
use of the MEG in determining if neocortex is indeed tion the reaction time (RT) was much longer than in
active while subiects scan short-term memory., the simple RT condition. The power in the alpha band *

A major assumption underlying the work described (8-12 Hz) of the spontaneous MEG was markedly
here is that regional differences in levels of brain reduced after presentation of the probe, and this activ-
activity occur during the performance of various men- ity continued to be suppressed until the memory search
tal tasks. This assumption is shared by PET blood flow task was completed. The duration of suppression of
studies., where different leels of blood flow are as- spontaneous alpha band activity was highly correlated
"umed to reflect different levels of brain activity with the RTs in both the simple and choice conditions.
(Petersen et al. 1989). It is also consistent with the It was concluded that searching memory for visual
w('mrk of Pfurtscheller ( 1988). Pfurtscheller and Arani- forms is associated with a temporally commensurate
bar ( 1978. 197Q). and Klimesch et al. (1988) who found reduction in spontaneous brain activity. The suppres-
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sion across the parietal and occipital areas of the scalp mental tasks, even when the tasks are initiated by
was markedly enhanced over the midline. Again, be- similar sensory stimuli.

cause the extracranial field is close to the surface The foregoing considerations motivated this first full
projection of its source, this indicates that the sup- use of the Sternberg paradigm to study the relation
pressed activity originates in the visual areas of the between short-term memory scanning and the sponta-
brain. A control condition involving the searching of neous activity of the brain. In this paper we describe an
memory for visually presented words (as opposed to experiment designed to test the hypothesis that in-
nonsense forms) revealed no difference in the duration creases in RT with memory set size are reflected in the
of suppression between simple and choice RT condi- duration of local changes in level of spontaneous activ-
tions when the MEG was recorded over the visual ity of neocortex. More specifically, we tested the hy-
areas, although the simple task results in a dramatically pothesis that spontaneous activity arising in auditory
shorter RT than the choice, with the RTs bing about cortex is suppressed when subjects scan memory for
the same for the corresponding simple and choice tasks previously heard musical tones, and this suppression is
involving the visual forms. correlated with processing time as indicated by reac-

These results imply that visual cortex is actively tion time.
engaged in searching visual memory. By extension.
other regions of neocortex may be involved when scan-
ning working memory for non-visual -items." Thus, the
distribution of cortical activity foilowing %isual presen- Two young adult female subjects (GK and FK) and
tation of verbal stimuli could depend upon the nature one male (AM) subject listened to memory sets com-
of the task the subject is asked to perform in response posed of one, 3 or five 200 msec long musical tones
to stimuli. For example, subjects could be asked to presented sequentially 300 msec apart and then. 2 sec
respond to words by forming mental images. In this later. to a probe tone. The probe had a 50% chance of
case the visual areas could become active. However. if being a member of the previously heard memory set.
asked to respond to the same words by searching The task was to press one button if the probe had been
memory to find rhyming words, then speech areas a member of the memory set, and another button if it
could become more active, had not been a member of the set. Subjects were given

Kaufman et al. (I'189) actually performed this exper- 20 trials for each memory set, and this was repeated at
iment and found that when subjects form mental im- least ten times over each hemisphere for each subject.
ages of objects represented by words flashed on a The musical tones were generated by an Amiga 1000
screen, the pattern of the brain's extracranial magnetic computer and presented via a loudspeaker placed at a
field differed from the patt. n associated with per- porthole in the wall of a magnetically shielded room.
forming a verbal task using the same words. The two The particular tones heard by the subjects were drawn
tasks (one involving mental imagery and the other from a pool of 16 musical notes ranging in pitch from
involving rhyming) were equated for difficulty. More 311.13 Hz to 739.99 Hz. All subjects were given as
specifically. the occipital MEG in the 8-12 Hz band many practice sessions as they needed to insure that
exhibited a period of suppression that began when the their performance accuracy was at least at the 95%
word was presented and had a duration that was signif- level before embarking on the main experiment.
icantly correlated with the time it took for subjects to The subjects were placed on a kneeling stool inside
report that they had completed forming the mental the shielded room. With their foreheads and arms
image. Although finding a rhyming word in memory resting on padded supports, they listened to the stimuli
took the same average amount of time. the duration of and then, after presentation of the probe, depressed
the suppression of the occipital MEG was much shorter, one of two buttons to indicate if the probe had been
and was the same as that associate., with flashed and "old" or "new." The buttons were pressed with the
passively viewed nonsense words. This suggested that right hand when neuromagnetic fields were recorded
forming a mental image involves the visual areas, but over the right hemisphere, and with the left hand when
completing a verbal task involves still other portions of the fields were recorded over the left hemisphere. This
cortex. In subsequent work (Kaufman et al. 1991a) it was to prevent contamination of the recordings by
was found that activity measured over the fronto-tem- activity of motor cortex in the hemisphere contralateral
poral area - particularly of the left hemisphere - to the hand being used.
exhibits a similar RT-rclated increase in suppression RT. which is the time between probe presentation
duration wnen the verbal task is performed, but not and the button press, was measured while the subject's
when the nonsense word was viewed passively. There- EEG and MEG were being recorded. For all subjects
fore. as is the case for PET blood flow indicators, active electrodes were placed at Cz and Oz, and for the
changes in patterns of spontaneous cortical activity do third subject (FK) at Pz and Fz as well. A reference
occur when subjects perform functionally different electrode was placed on the right mastoid. The EEG
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was recorded with a Grass Model 12 Neurodata Acqui- Subjects were presented with 3 sets of trials. corre-
sition System located inside the shielded room. The sponding to memory set sizes 1, 3 and 5, with the
recording bandwidth was between 0.01 and 100 Hz dewar over one hemisphere. After completion of the 3
with rolloffs at 6 dB/octave. The outputs ot the Grass sets, the dewar was moved to the opposite hemisphere.
were applied to the data acquisition unit of a Hewlett This was repeated until at least 10 complete blocks of *
Packard 9000-350 computer located outside the trials were measured over each hemisphere. Through-
shielded room. out all of the blocks of trials, the EEG was recorded

The MEG was recorded using a 5-channel neuro- with midline electrodes insuring the accumulation of a
magnetometer, which is fully described elsewhere (Wil- large number of epochs for each set size.
liamson et al. 1984). The 5 sensors are located within a After the EEG and MEG data were acquired, they
fiber glass cryogenic vessel (dewar) where they are were digitally filtered within 4 different passbands. to
immersed in liquid helium. The detection coils of the create 4 different records. The passbands were 1.0-40
sensors are second-order gradiometers 1.5 cm in diam- Hz. 0.2-40 Hz, 8-12 Hz, and 16-24 Hz. These data
eter and 4 cm baseline. One coil is in the center of the were then averaged using the onset of the probe tone
tail section of the dewar and the other four arranged as the temporal reference signal. The epoch began
around it in a circular pattern, with 2 cm radius. The between 6.5 and 4.5 sec prior to presentation of the
bottom of the tail section has a 9 cm radius of curva- probe, depending upon the size of the memory set, and
ture. so that all five of the coils can be placed with axes terminated 4.5 sec after probe onset. A new memory
nearly radial to the scalp. The lowest coil of each set began I sec after the end of the epoch.
gradiometer is then 1.3 cm from the scalp. owing to the The 1-40 Hz record was used to compute the aver-
thickness of the dewar. With this geomctrx it is possi- age response to the probe and to verify the presence of
ble to measure the field normal to the sci'Ip at 5 the NI00 and N100m in the EEG and the MEG. The
different places 2 cm apart. high-pass of 1 Hz was used to reduce the contribution

In the main experiment no attempt was made to of any low-frequency baseline shift commensurate in
map the entire field distribution around the head. duration to the time needed to scan memory. Also, the
Earlier experiments (Pelizzone et al. 1t')4: Curtis ct al. amplitudes of the electric and magnetic N100 compo-
1988) and extensive pilot work had already revealed nent were recorded as a function of set size for both
the approximate locations of the field extrema associ- the new and the old probes. To maximize the effect of
ated with the N lOOm component of the auditory evoked any processing negativity on the amplitt de of N 100 and
field. In the coordinates of the 10-2) system. one Nl00m, the same computation was prformed using
extremum over the left hemisphere is about 2 cm the 0.2-40 Hz bandpass.
below the line connecting F7 and T3. and the other The average response was also computed using the
about 2 cm above T5. toward the verte\. Similarly, over 8-12 Hz (alpha band) record, and the variance about
the right hemisphere the extrema are bhelow the line that response was used as a measure of the power
connecting F8 and T4. and above T6. In the experi- within the spontaneous alpha band activity of the MEG
ment the neuromagnetometer was placed Aith its cen- and the EEG. Plotting the smoothed alpha power
ter pick-up coil about 2 cm above either 1'5 or T6 to shows how the level of this background activity varies
insure that one of the coils would be at or near the with time and as a function of set size (Kaufman et al.
field extremum. Thus, on alternate blocks of trials, the 1990). An identical procedure was applied to the same
dewar was placed over the left and right hemispheres data after it was bandpassed between 16 and 24 Hz. to
where it was certain that strong N1)0m responses capture any differential effects in the beta band of the
would be recorded despite small changes in the posi- EEG and MEG.
tions of the pick-up coils from one block of trials to In determining how alpha power varies as a function
another. of time, the averaging was performed with the onset of

The voltage outputs of the superconducting elec- the probe as a reference trigger. To test the hypothesis
tronics of the neuromagnetometer arc proportional to that systematic changes in these plots may be due to a
the field (in femtotesla (T)) linking the pick-up coils. change in level of alpha accompanying readiness to
These outputs were first applied to analog lilters ,et to make a motor response, the same activity was averaged
pass activity between 0.1 and 50 Hz. and then to the backward using the button press rather than the probe
same data acquisition unit of the 9000-3501 computer as as the reference trigger.
was used in recording the EEG data. Other inputs to
the unit included the outputs of the two buttons used Results
to record RT. and signals from the Amiga computer
indicating time of presentation of memor , set and Basic behavioral data
probe tones, as well as whether the probe tone was To insure that the electric and magnetic measures
new or old. reflect the processes actually involved in performing
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TABLE I old. Since the acoustic stimuli differed in some cases by
Reaction time (RI) versus memory set size (MSZ). The slopes (in more than an octave in pitch, on some -new" trials the
,cc item) of regression function relating RI to %ISZ are given in probe was very different in apparent pitch from any
c:olumn I Tor RTs obtained with '*old' probes and with "nw member of the Memory set. Hence. on those trials
probes. Column 3 contains the Pearson product-moment coetficients subjects could react soel to the reltiel unique pitch
of correlation between RT and MSZ for all subjects. All correlations soserete
.ire highly significant (column 3). Column 4 contains the %alues of of the new probe and assume that it had not been a
resulting from comparing the slopes of the rcerssion functions. rhe member of the set. This seems to be a likely cause of
slopes oft new and old probe regression lunctions ill differ sIgnif- the difference in slopes. Therefore. the slopes assooci-
cail , with P 00)(H. ated with the old probe are assumed to be more
Reaction time vs. Slope C'orr. Sig. I test a1t accurate indicators of memory scan rate than those
mnemory, set siecoef. level associated with new probes. Averaging the slopes for
WN old o'l 5 oiti5 0.~ T 9 old probes across subjects indicates that subjects

new o.11 oi~l (I.IN X) scanned memory for tones at an average rate of about
(;K old 01.13 1.54 0AAX1l 4s 138 msec/tone. Overall, the average scan rate for both

new 0Oht 0.28 (A(M)I old and new probes was 109 msec/item. We may now
EK old (1.13 0.49 IV compare these data with those obtained using the

new )() IT28 ' :, IMEG and the EEG.

the Sternberg task. we first examine the behavioral Effects ofmemnorys scanning on the electric NIOO and the
(RT) data and will then compare it \s ith the ph~stologi- mnagnetic NIOOm

cal data. F-ig. I summarizes the \%av in wkhich RI F.aricd For reasons considered in the Appendix to this
as a tunction iot memorN set size I SZ). Ihe regression paper. Picton et al. (1978) and Ndiitdnen (1982, 1986)
lines relating RI to MSZ for old and nc .\ probes are suggested that N IOU and related ERP components may
shown for the 1 Subjects. As in Sternberg', original reflect short-term memory processes. Therefore, be-
experiments, the correlations are high and significant. tore turning to the effects of memory scanning on the
implving a linear relationship betmeen set size and RI. spontaneous MEG, let us consider the N100 compo-

Ho~ee.a t test on two independent samnples, for the nent of the ERP. As described earlier, the EEG was
differences between slopes for old and nCV~ Items for handpassed between 11 and 40 Hz and between 0.2 and
each subject showvs the differences beecti~c them toI be 401 Hz prior to averaging. This permitted the recovery
highlv ,igniticant (Hayes 1981). ie \alues of these of NI (X) at Cz with a bandwidth wide enough to insure
slopes (in sc. item) are show~n in lVible 1. For all detection of the processing negativity (0.2-40 Hz). and
,subjects the scan rate is faster for nc%% probe,, than for also with the processing negativity, if any, attenuated

IA NI (old) GK (old) FK (old)______

r I3 r= 519 3 r.8

2 3 4 5 6

-\\I (nlew) GK InewI) FK (new)
501 = -5 t.275

J 2 3

Memory Set Size
tic I Reistion time I Rr) serstis rnerno-\ 'ct i/c \IN/) Tor subjects .W\. GK and FK. RT vs. MSZ for old and new probe are plotted

sciiritek Pc ar'on procluct moment octficients tif correlkition ( r) are presented in each graph.
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by the filter (1-40 Hz). Visual inspection of the result- 15

ing wave forms in the EEG failed to reveal any greater > 14. K

early negativity in the responses derived from the 0.2- 13-

40 Hz data. A sample N100 response filtered using the - 12.

two bandwidths is shown at the bottom of Fig. 2. N I0 R A'A

was essentially the same in the 1-40 Hz record as in 0 .FK

the 0.2-40 Hz record and there was no obvious in- 9

crease in baseline negativity superimposed on N 10) in s
either case. This was true of responses obtained with 5
all set sizes.

While 20 trials per set size were recorded in each Memory Set Size
block of trials, the electrodes were kept at the same Fig. 3. Amplitude of NI(X) (averaged over old and new probes) as a

positions from one block of trials to another. Conse- function of MSZ for subjects AM. GK and FK. While the amplitude
ot NI11) changes monotonically with set size. it increases in ampli-

tude tor subject GK and decreases for subjects AM and FK.

quently. it was possible to pool data for each set size
AM 10 across all blocks of trials, insuring a large enough N to 0

compute reliable average ERPs. Fig. 2 contains the
,., . . actual average N100 wave forms from each set size for

all 3 subjects, computed separately for old and new
probes. Since there is no significant difference between

,M N100) amplitudes for old and new trials, they were

,/ averaged, and the resulting overall N100 amplitudes

>" , are included in the graph shown in Fig. 3. Clearly, as is
also evident for both old and new trials in Fig. 2, the

".-iSjiv / ,- amplitude of NI00 diminished with set size for 2 sub-
0 ~ jects, while it increased significantly with set size for

the third subject.
As we have seen, RT increased linearly and signifi- *

.'td cantly with set size for all 3 subjects (Fig. 1). However.
. .\ ,/ - . . .the variation in NI00 amplitude with set size is quite

different from that of RT. First, the direction of its
FK change in amplitude with set size differs significantly

-, n, among the subjects while RT increases with set size for
-- all subjects. It is notable that ANOVAs for each sub- 0
. ject show that the differences in NI00 amplitude over

1 .,,H set size are highly significant and the agreement be-
tween the data for new and old probes (Fig. 2) is

- - , evidence of the repeatability of the results. Also, unlike
the RTs. the change in NI00 amplitude with set size is

,0 02 . . sec, non-linear for two of the subjects. 0
Similar results were obtained for Nl00m. Since 5

coils were placed at slightly different positions over
Time (,,ec) each hemisphere and, on alternate blocks, switched

Fig. 2. Average NI4X) recorded at vertex tor each ot 3 subjects (AM. from one hemisphere to the other, the outputs of the 5
GK and FK) The numerals associated with each trace represent the channels over all blocks of trials were averaged for
set Size prior to the probe stimulus to each ,) the N I)), Rcsponses each hemisphere and each set size. While the pick-up S
to old and new probes are shown separatel. Ncatisit is downward. coils were at different locations, and these locations
and NI 10) peaks approximately I)) msec alter 0) on the x-axis.

which is the onset time of the probe. N0W) amplitudes associated varied from one block to another, the locations of the
with old and new probes decrease as set size increase, tr AM and coils were the same for all set sizes within each block.
FK lowever. for GK the N11)4) amplitudes increase with ct site for Hence. the variations in Nl00m with location were the
bth old and new probes The bottom two traes are sample re- same for all set sizes. The average amplitudes vary
,pon,es Iuhlect FK) alter digital filtering within two di)terent pass-

bands (I)2-40 Hz and 1.0-1) Hz) There is no dicernible Iow- differently with set size over the two hemispheres.
frequenc, component, e g . baseline shift. within either passband The amplitude of N100 measured at the vertex is

The same is true for all subjects and all set sizes. determined by sources in both hemispheres. However.
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any measure of NlOOm is due to the activity within the . AM
hemisphere over which the measurement is made.
Therefore, the marked differences between N 100m of
the left and right hemispheres of all subjects demon- . xie/ ,

4 strate a previously unknown asymmetry in the re-
sponses of the two hemispheres to acoustic stimuli. 3-i ' / /
The functional significance of this asymmetry, if any, is
not known. I-

As shown in Fig. 4, NI(Om measured over the right GK ft

hemisphere of subjects AM and FK exhibits the same /
qualitative changes in amplitude as does Nloo. i.e..
there is a monotonic reduction in N lOOm amplitude
with set size for AM and FK. GK's right hemisphere a" 2.,,0r T
shows an increase in Nl00m amplitude with set size. . "\/ J'
which is also what was found for NIOO. 5

Regardless of the hemisphere over which it is mena-
sured. NIOOrm is not consistently related to RT. which , ,
is the putative indicator of memory scanning. Neither FK
is NIN0. Nor do their latencies vary with set size.
However, since both NIOO and Nloom are sensitive to,,.,7 3
levels of auditory attention, they may well reflect atten- i
tional components of the Sternberg task. Therefore,
the reliable individual differences noted here could be

-1.0 0.0 1.0 2.0 (W)

Time (sec)
a) Right Hemisphere Fig. 5. Sample graphs of changes in MEG power (variance) in the

150 S-12 Hz band as a function of time for 3 set sizes. The 0.0 point on

.GK,' othe abscissa represents the time of presentation of the probe tone.
10 The subsequent dip in power is shortest for MSZ -I. of intermedi-

ate duration for MSZ = 3 and of longest duration for MSZ = 5. Note
D - .the examples of early and late onset of suppression relative to time

so of probe presentation. Early onset or "'anticipatory- suppression
FK occurs prior to memory scanning.

13 5
due to differences in attentional strategies. This re-
quires further study.

The failure of NIOO and of Nl00m to show any clear
<i Left Hemisphere relationship to the process of auditory memory scan-< 5O0

O o-_ __o GK ning as reflected in the Sternberg procedure does not
rule out the participation of neurons of auditory cortex

00 AMin this process. We now turn to the question of whether
-oo ........... variations in levels of spontaneous activity of auditoryFKC

too -o cortex and adjacent regions reflect this process.

0 5 Effects of memory scanning on spontaneous activity
The spontaneous MEG between 8 and 12 Hz was

Memnory Set Size retrieved from the same recordings as those used to
obtain NMrSm. The variance about the average re-

Fig. 4. NI(0m amplitude (averaged over old and new probes) over:
(aI the right hemisphere, and (b) the left hemisphere of each subject. sponse in this bandwidth was plotted at each point in
When recorded over the right hemisphere NIOOm diminishes in time within the averaging epoch, and then the resulting
amplitude with MSZ for AM and FK and increases in amplitude for records of fluctuation of variance (power) with respect
GK N lOXm recorded over the left hemisphere has approximaitel the to time were smoothed. Sample plots of data from the
sme amplitudes over set sizes for AM and FK. hut diminishes in 3 subjects are shown in Fig. 5. Unlike N100m, these
amplitude with set size for GK. However. the percent change in
implitude for GK is small as compared with the precent change in were not obtained by averaging the outputs of the 5
amplitude of the right hemispheres NlI41m. There is no systematic sensors. Rather, they are average power plots (N = 20)

relation to the RT vs. MSZ functions of Fig i obtained from a single sensor for responses at each set

p - i m m i i l ! l I l = I l i l
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size. The zero point along the x-axis indicates the time combined, the correlations become highly significant.
at which the probe stimulus was presented. Note the The regression lines for the combined data are shown
drop in field power which occurs near this point in in Fig. 6. The resulting coefficients of correlation relat-
time and persists for some time afterwards. In fact, as ing ST+ to RT are: r = 0.64 (P = 0.0015), 0.43 (P =
is evident in the sample traces shown in Fig. 5. the time 0.03). and 0.63 (P = 0.0006) for subjects AM. GK and
between presentation of the probe and recovery from FK. respectively. For subjects AM and GK the correla-
suppression (suppression time (ST)) tends to increase tions relating ST- to RT are not statistically signifi-
with memory set size (MSZ). Therefore, to determine cant and the regression lines are essentially flat. How-
if this apparent increase in ST is reliably related to ever, for subject FK ST- is significantly correlated
MSZ, the duration of ST in each power plot was with RT (r = -0.59. P= 0.0014). Generally, FK's sup-
divided into two parts. The first part (ST- ) is the time pression starts well after presentation of the probe, but
between the onset of the probe and the onset of the interval between probe and suppression onset di-
suppression. A positive value refers to the case where minishes as RT increases. Therefore, FK's longer RTs
the suppression began prior to actual probe presenta- could have been due to a delay in onset of processing.
tion. A negative value refers to the time between probe (RT is given by the Y-intercept of the RT versus MSZ
onset and later occurring suppression onset. We tested regression functions of Fig. 1, which shows that, over-
the hypothesis that ST- is correlated with RT for each all. FK's RT was longer than that of the other two
subject. We also tested the hypothesis that time be- subjects.)
tween the presentation of the probe and the termina- The strong positive correlations of ST+ with RT
tion of suppression (ST+ ) is positively correlated with were obtained only by combining old and new data.
RT. Since it is known that RT is correlated with %1SZ, While it suggests that ST+ is also highly correlated
then a positive correlation would show that suppres- with MSZ, it is possible to directly examine the relation
sion is correlated with the time to scan memory and between ST+ and MSZ for both old and new trials.
make a response. This was done separately for new Correlations between ST+ and MSZ were com-
and old probes so that only 10 epochs were used to puted for old and new probes separately, and the
compute the "old" and "new" power for each set size slopes of these regression lines are presented in Table
over all blocks of trials. 1I. Also, unlike the correlations with RT, the correla-

When the old and new items are compared with RT tions of the ST+ data from old and new trials with
separately, the correlations are wcak and largely not MSZ are all highly significant. As shown in Table II. a
significant. However. when the old and new data are 1-tailed t test (predicated on the hypothesis that the

ST- ST- ST-
2 2

GK FK

5.. . 1.:-.. . . .5 2.0 0.0 0. 5 . 0 1. 5

ST+ ST+ ST+
4 4 4
iAM GK FK

2 2 2. •

L . , *,

5 . .5 2. 0 0.0 0 .5 1. 0 i. 5

Reaction Time (sec)
Fiv . Reere,.,ion line% ,ho ing how suppre,,,n time (,'.eraged oi.er old and new trials) varies with RT for all 3 subjects. ST - graphs indi.il.

the time hetween onset of ,uppression and prohe presentation. with positive values indicating "anticipatory" suppression and negative .,iiuc,
,uppresion that he,,ns after the probe preventation ST - is the time between onset of probe (0.110) and termination of suppression (see tet I
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TABLE II

Suppression time (ST) sersus memory set size AMSZ) (A) The slopes (in sec/item) of the regression functions relating suppression time between

probe onset and offset of suppression (ST - ) for old and new probes are given in the first column. The correlation coefficients are given in the

sceond column, and their levels of significance arc gi,sen in the third. All are statistically significant. The i tests (fourth column) are for the

,igniticance of the differences between the slopes of the "old" and -new" regression functions. The difference hetween the "old" and "new'

slopes reaches statistically significant levels of P < 0.05 for subject AM and of P < 0.01 for subject FK. For all 3 subjects, the slope is lower for

new than tor old trials, as in the RT uata. (B) rhe same data as in (A). but sorted by hemisphere oser which recorded rather than new and old

probes. The correlation between ST - and MSZ. where ST- is hased on data recorded over the left hemisphere, fails to reach significance

besond chance for subject GK. While coefficients ot correlation (column 3) are significant with P < IH)3 for subjects AM and FK. the slopes of

the regression functions (column I ) are lowk. (ser the right hemisphere ST is significantly correlated with MSZ for all subjects. The i tests of

the significance of the differences bet een the slopes of the left and right hemisphere's regression functions are all very significant (P < 0.(XXX)I)

for all subjects.

Suppression time vs. Slope ('orr coot. Sig. leel I test df
memory set size

(A)
AM (ST + old 1I I 0.47 0.(XX)I

new (Oh 1.33 0.00 I 1.92 193

GK (ST I old o.12 .28 000190
new I11"7  0.32 ().(X)I

FK (ST I old I134 1),o .( )32

new .') 0.44 0. (X)(I3

(B)
A M S T - l e f t 322 33. I. 3

right 1I I -7 i).(XH)I 2. 10l

(GK (ST - lett 1111t'14 .M S .111

right 11 0 2 0.051( 1 4.6 112

FK (ST - left I 11 r" SS.(XH)I

right 0 .)2 (.2 ( H)lI 1 15.4 143

slope is lower for new than old probes) comparing the for old for all subjects, as was found in the original RT

,slopes Of old and new regression lines show that they data. Comparing the differences in slopes for old and

differ stgnificantly for subject AM ( P, 0.)5) and for new items for ST+ vs. MSZ and for RT vs. MSZ, they

FK ( P < ).)1 ). The slopes for new items are lower than are 112 msec/item vs. 149 msec/item for AM, and 121

ST- ST- ST-

__ST+ ST+ ST+

4 .- I .

. 4A M 
3

1 6

S 2 3 4 2 3 4 5 60 1 2 3 4 5

Memory Set Size
Fiet Suppression me ,ersu, \SZ Similar to Hiz, e. hut plitting %ISZ instead of RT. ST+ is significantly correlated with MSZ for all 3

subjects
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msec/item vs. 133 msec/item for GK. Most of the tionship between ST- and MSZ is inconsistent across
difference of about 25 msec/item could be accounted subjects. It is to be noted that FK is the only subject in
for by the criterion we adopted to determine the point whom ST- is significantly correlated with MSZ, but
in time at which the suppression "'ended." However. the correlation coefficient (r = 0.04) is so weak that it
subject FK's suppression time slope was almost a factor can be neglected.
of 3 greater than the slope relating her RT to MSZ. At the present time we can only speculate as to why
Note. however, that for new probes the slope of her the slopes of the regression lines for FK relating ST-,-
ST+ vs. NMSZ regression line was only 189 msec. The to MSZ and to RT differ so dramatically from other
ratio of old/new slopes for ST+ vs. MSZ is 1.82 and subjects. While there is a strong positive correlation
that for RT vs MSZ is 1.84 indicating that the faster between ST+ and MSZ for FK as well as the other
scan rate for new items relative to old is about the subjects. the greater slope for FK suggests that a serial
same for both measures. search of short-term memory alone cannot explain her

Fig. 7 contains regression lines based on the com- data, which are characterized by a constant percent
bined new and old data. They indicate that the rela- increase in ST across set size. We also note that FK
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almost failed to meet our accuracy criterion and had to larger set sizes. In many cases it apparently extended
undergo many additional practice sessions before her from one epoch to the next. This was true for electrode
performance was finally acceptable. positions Cz, Oz. and Pz and the data were even less

Since the MEG was recorded separately over the useful from Fz. By contrast, the data recorded at Cz
left and right hemispheres, it is possible to determine if and Oz from subject AM were quite similar to those
the spontaneous activity of both hemispheres is af- obtained from the same subject with the MEG. How-
fected in the same way during memory search. If ever. the Cz and Oz records obtained from subject GK
suppression during memory search were a global effect failed to produce a significant correlation between
of attention or arousal. one would expect the two ST# and MSZ. These results also imply that the
hemispheres to respond in the same way to memory significant correlations between the MEG's ST+ and
sets of different size. Alternatively. if regional changes MSZ are not merely instances of global alpha block-
in cortical activity reflect processes such as scanning age. perhaps due to covariation in generalized arousal
memory for acoustic stimuli, then hemispheric differ- and MSZ. For if global alpha blockage were the cause,
ences are not unlikely. Unfortunately. if "'old' and then the EEG data from all of the subjects should have
"new trials are analyzed separately for each hemi- revealed the effect of MSZ on ST+ , and it should
sphere, the sharply reduced sample size makes any have been detectable wherever alpha activity is ob-
conclusions too uncertain. However, the differences served. However, the results demonstrate that specific
between old and new trials were shown to be of little regions of cortex are selectively affected by memory
consequence in analyzing the effects of set size on RT. search and that simple midline recordings are not
Therefore. the data from old and new trials were suitable for studying effects of memory scanning on the
combined and a sufficient number of trials were oh- brain's spontaneous activity. This difference between
tained to compute statistically reliable coefficients of EEG and MEG is probably due to activity of distant
correlation between suppression duration (ST- ) and cortical regions affecting the EEG. This is avoided in
set size for each hemisphere (Fig. 8). When measured MEG recordings, where even subtle differences be-
Over the left hemisphere the correlation coefficients for tween the hemispheres become apparent. Of course,
subjects AM. GK and FK respectively were 0J.32 (P other electrode montages might reveal effects similar
0.0035). 0.301 ( P = 0.48). and 0.579 P -- 0.001). The to those obtained with the MEG.
slopes of these regression lines were 52. 28. and 256 It might be argued that ST really reflects the time to
msectitem, respectively. Over the right hemisphere the prepare a motor response and has nothing to do with
corresponding correlations were 0).7t)9 ( 0(8)0l). mentally comparing the probe with memory set items.
0.519 (P < .(X)01), and 0.717 ( P < 0.0001) for AM. To investigate this idea we used the button press itself
GK. and FK respectively. Again. the slores of these as the trigger for backward averaging and recomputed
regression lines were 131. 174. and 364 mscc item for all of the variance plots to determine new values of
AM. GK. and FK. in that order. Based on these ST- and ST+ , where ST- refers to the suppression
results, the right hemisphere appears to provide an before the button press and ST+ the suppression after
index of memory scanning that is consistent with the the button press. The hypothesis is that if ST- signi-
classic RT data. while the left hemisphere does not. fies preparation to make a motor act, then its duration
This result is consistent with the general belief that the should covary with RT. These correlations were not
right hemisphere predominates in processing musical significant.
stimuli (Springer and Deutsch 1985). The scan rates for When the pre-button press ST- as computed above
AM and GK are comparable to those predicated on was compared with MSZ rather than RT, significance
their RT data. However, as pointed out previously, was achieved for two subjects. Subject GK's ST- was
FK's data reflect a much longer scan rate than that weakly but significantly correlated with MSZ (r = 0.23.
reflected by her RT data. This suggests that suppres- P = 0.01)53). A somewhat stronger correlation was
sion time in her case reflects processes in addition to found for subject FK (r = 0.39; P < 0.0001). For sub-
memory scanning. As intimated previously, this a,,m- ject AM the suppression time prior to the button press
metry in suppression across hemispheres is strong e\,i- (ST- ) was not correlated significantly with MSZ (r =

dence against the view that suppression of the MEG 0.013).
during memory search is simply global alpha blockage The 16-24 Hz (beta band) was processed in pre-
caused by generalized arousal or change in level of cisely the same way as was the alpha band activity.
attention. While suppression was observed in some sets of trials.

Let us now consider the EEG data. First. it was not it was not consistently present, and when present it was
possible to analyze the EEG data obtained from FK. In seemingly unrelated to set size or RT. As Kaufman et
her case the suppression. when detectable. began at al. (1991)) found, the distribution of beta power about
about the same time as in the MEG. but it rarely the scalp is largely independent of that of alpha power.
recovered prior to the end of the epoch for the two suggesting different neuronal generators. It may be
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necessary to measure beta at many other places to Nl00m) are at their strongest in these same regions.
determine if it is related to memory scanning in other While the suppression occurs bilaterally, the duration
cortical regions. of suppression over the right hemisphere covaries sig-

As indicated earlier, we found no systematic rela- nificantly with the size of the memory set for all
tionship across subjects between Nl)0 or NlOr~m and subjects. The covariation is not so good for the left
set size. thus ruling out a differential effect of auditory hemisphere. This hemispheric asymmetry is evidence
attention as the cause for findings. The fact that N 100m against a global alpha blockage exp!anation of the data.
was measured wnerever the sensors measured the al- Since the equivalent current dipole source of Nl00m
pha band activity and its suppression also makes it lies in auditory cortex. it is reasonable to assume that
possible to test the hypothesis that the auditory cortex auditory cortex also contributes to the spontaneous
contributes to the spontaneous activity suppressed by activity that is suppressed during memory search. In
memory search. It is known that the source of N 100m view of the significant spatial covariztion between the
lies in auditory cortex tElberling et al. 1980: Hari et al. amplitudes of N100m and the percent suppression of
1980: Pantev et al. 1988: Yamamoto et al. 1988). Since the MEG exhibited by all subjects in this experiment, it
the magnetic field sensors were were all separated is concluded that auditory cortex contributes to the
from each other by 2 cm. the amplitudes of the NlOm affected spontaneous activity. The failure to find the
component they sensed differed from each other. Fur- same suppression patterns in the EEG recorded at
thermore. the coils were moved to slightly different vertex and occipital electrodes is further proof that the
positions from one block of trials to the next. which suppression is of local cortical areas and not entirely a
also caused a variation in NlO0m amplitude. Based on global effect, such as might occur because of general-

the theory that the neurons in auditory cortex that geie ized arousal. Otherwise the MEG and EEG wxould
rise to N10) are also spontaneously active and con- have yielded similar results. Also. while N100 detected
tribute to the fields wAe obscrvcd, it was, hypothesized at the vertex showed a statistically significant change in
that position-dependent fluctuations in N 100m ampli- amplaude with set size, the direction of the change for
tude %,ould be reflected in the percent suppression one subject was in exact opposition to the direction of
detected on the same trials and at the same positions. change for the other two. Yet the reaction times of all
Percent suppression is defined as the ratio of the mean subjects increased reliably and linearly with size of the
power over a I sec interval 400 msec prior to presenta- memory set, as did the duration of alpha suppression.
tion of the probe and the mean power within a 200 Therefore. changes in N100 are not indicative of mem-
msec interval after the presentation of the probe stimu- ory search per se. but may reflect effects of stimulation
lus. Fhe hpothesis Aas confirmed as the position-dce- and early processing, including attention. Moreover.
pendent changes in N lO0m amplitude \%ere found to Nl00m recorded over the two hemispheres showed
be positirclv correlated with corresponding position- asymmetrical changes in amplitude with set size. i.e..
dependent changes in percent suppression of the spon- the right hemisphere exhibited the changes similar to
tancous MEG. The coefficients of correlation between those detected in N100 with a midline electrode. How-
percent change in alpha and N 100m amplitude are 0.31 ever. there was no relatively marked change in Nl00m
( I = 0).1)002) for GK. ().31) ( P = 0.( )03) for FK. and measured over the left hemisphere, which is consistent
0.20 (P = ).04) for AM. The consistency of this rela- \ith the predominance of the right hemisphere in
tionship and the magnitudes of the correlations indi- attending to and processing musical tones. The fact
cat, that auditorN cortex contributes substantially to that the right hemisphere's auditory cortex is also
the spontancous activitv suppressed during memor differentially affected by different memory set sizes.
search. Nevertheless. this only accounts for a portion even though the effect is different across subjects, is
of the spatial variance in the suppression phenomenon, further evidence that the neural source of Nl00m
so areas of parietal and temporal cortex (other than contributes to the spontaneous activity whose suppres-
auditor% cortex) may alo be involved in memory scan- sion tracks the RT data. Furthermore, it is consistent
ning. rhis too is a topic for further stud,. with the conjecture that N100 reflects early stages of

cognitive processing preliminary to memory search.
which is then revealed by changes in ongoing activity

Discussion originating at least in part in the same cortical areas.
In the Appendix to this paper we review much of

lhe main conclusions are quite clear. The level of the pertinent literature on the ostensive roles of NIO(
MEG actiit, in the alpha band detected over the and P300 in short-term memory. It is concluded that
temporal and adjacent parietal areas of both hemi- N100 is not a direct indicator of memory scanning.
spheres is sharpl, reduced %khen subjects scan short- although it might well reflect neural processes related
term memory for previously heard ,ones. Fields associ- to echoic memory. We also review existing empirical
ated with the magnetic counterpart to Ni)1 (denoted data that are widely interpreted as showing that P300
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latency reflects short-term memory scanning (Gopher well as levels of activity in different regions of the
and Donchin 1980: Bashore 1987: Buch.ald 1987). A cortex did emerge. It was demonstrated in this simula-
closer analsis reveals that. in the context of the Stern- tion that it is possible to identify the location and
here paradigm. P300 latency and amplitude are often depth of a region whose activity is locally incremented
dissociated from reaction time. In view of the basic or decremented relative to a baseline of activity.
assumption that in this task RT reflects processing Therefore, in principle it is possible to make use of
time. it is difficult to establish that P3() latency or cortical maps reflecting differences in levels of sponta-
amplitude are direct indicators of memory scanning. A neous activity as functional images similar to those
more suitable interpretation appears to be that P30O. generated bv PET. In that case the spontaneous activ-
like N 100. reflects other cognitive processes that hap- itv of incoherent sources may wNell serve as a valuable
pen to accompany or precede memory scanning. A quantitative complement to ERPs in understanding
contrar-, conclusion would require an alternative to how the brain's activity is related to cognition.
Stcrnbergs theory - a theory in which reaction time
i,, not closely tied to memory scanning even though
subject accuracy is high. To our knowledge. no such Appendix
alternative theory exists. Rather. existing alternatives
deal \ith the issues of whether parallel processing (as As stated in the body of this paper. the N10((
sAcll as or in lieu of serial processing) and self-terminat- component of the ERP may well represent early stages
ing search las opposed to exhaustive search) can un- of the cognitive processing involved in short-term
derly the observed RT or related behasioral data. memory search, and changes in levels of spontaneous
%hich nonetheless reflects processing time. ac*i'it% that extend much farther in time appear to

It is possible that some ERP components represent accompany the search process itself. Moreover, both
specific aspects of an oxcrall memory scanning process. phenomena arise in at least partly overlapping sets of
lhe timing and amplitudes of these components could neurons. Despite the likelihood of these complemen-
he pertinent to memory, scanning. but still he inconsis- tar' roles, we emphasized the role of spontaneous
tent with a more global measure. such as that prmided activity in short-term memory scanning and did not
b, reaction time. However. no specific hypotheses have dwell extensively on the classic ERP components. In
been offered as to the processes ostensihl signified by this Appendix we review some of the previous work
these components. The finding that a change in the relating the N100 and P300 components to short-term
brain's activit. coaries %ith the more global measure memory. This review was not included in the body of
ot reaction time makes it possible to infer that specific the paper because it would have distracted from the
regions of neocortcx are involed in the ,xerall pro- development of the main ideas and results. Since we
cess. This does not cast any light on the deeper theo- xould be remiss to ignore this work. this Appendix is
rctical issues, but it makes it likely that the involved provided. It will enable the reader to see the present
cortical regions can he identified and studied. paper in a broader context. and provide further justifi-

Finally, in this paper we emphasized an indirect cation for not dealing more explicitly with these com-
approach to the problem of identifying the cortical ponents as indices of short-term memory scanning in
regions affected hx memor, scanning. We relied on the body of the paper.
spatially correlated changes in spontaneous activity and
the amplitude of an ERP component with its source in .\100 and short-term tnemon"
S, knowsn location. W\hile this helped to establish that Picton et al. (1978) and Nditnen (1982, 1986) sug-
auditor\, cortex made a significant contribution, a more gested that N1(0)0 and related components may reflect
precise description of the cortical source is still possi- short-term memory processes. NIOO is thought to be
ble. proxided that the extracranial field is mapped composed of several superimposed components having
completely "rom many positions at one time. origins in different portions of the brain, and possibly

In a recent theoretical study. Kaufman et al. ( 1991b) differing in functional significance (NJiat~nen and Pic-
simulated a convoluted region of cortex populated b% ton 1987). The variations in NI00 associated with selec-
man% dipoles haxing random moments. [he net field tive attention are described as being due to the pro-
pattern the, produced at the surface o)f the spherical ce'sing neatuity (Njitinen 1982) or negativity differ-
head model was computed using different se,,ts of ran- ence ware (Nd) (Hansen and Hillyard 1980) which is
dom dipole moments. [his resulted in an ecer-chang- superimposed on NI10). Nd is characterized as a nega-
ng pattern, and invariant features could not be dis- tive shift in the baseline which may occur prior to N100
erned in it. Ho\,exer. by axeraging field pox,,cr (as xas wAith a latency as short as 50 msec and extend for as

done in this paper) rather than field. invariant features long as about 500 msec. As compared with N 100. Nd is
that depended upon the underlxing cortical geometry a low,-frequency phenomenon. The scalp distribution ot
Wxhich constrains the possible field configurations) as Nd does not coincide precisely with that of N100. e.g..
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its later part is apparently more frontal. Typically, The mismatch negativity (MMN) of Ndiatinen et al.
, hen subjects selectively attend to one "channel" (usu- (1982) is another low-frequency component that partly
ally an auditory stimulus of particular pitch or one u,'erlaps NI01) in time. It occurs in response to deviant
arri ing from a particular spatial direction) the result- stimuli, whether subjects are attending to them or not.
ing NI(1 is of greater amplitude than that obtained Nitanen (1985. 1986) proposed that the MMN is a
\,hen the channel is ignored. The difference between sign of a mismatch between an internal neural model
these txo w~ave forms reveals the presence of Nd. of anticipated events and ongoing sensory inputs. Its
wxhich is widely interpreted as a separable ERP compo- earlier phases may be coincident with echoic store. and
nent Nkhich is temporally superimposed on N 100. to the later phases a sign of the comparison process itself.
create an apparent change in its amplitude. However. Since subjects performing the Sternberg task try to
NlOm. measured at the output ot a high-pass filter (so match recent sensory, events with stored representa-
that there is no residual Nd). also exhibits an effect of tions of prior events, Naitinen's conjecture may be
selective attention similar to that found for Nd (Curtis taken to imply that the time required to complete the
ct al. 1988). In fact. the amplitude of N l00m may xarm search task could be reflected in the MMN.
by as much as a factor of 2. depending upon Nwhether The results described in this paper fail to demon-
or not the subject is paying attention to the acoustic strate any covariation of the MMN or Nd with set size
,timulus. This is significant because it is known that the or with RT. Therefore. whatever the roles of these
cquialent current dipole source of N IO~m is located in phenomena in short-term memory., they are not re-
auditory cortex (Elberling et al. 1Q8): Hart st al. 1980: sealed in the context of the Sternberg task. However.
Pante ct al. Q88: Yamamoto et al. 1088). Further- the amplitudes of N10( and of the right hemisphere's
more. there is strong cN idencec to support the \ ie that N I I)m do change with set size. albeit. inconsistently
nCurons in auditory cortex are also major contributors xxith RT since they change in different directions for
to the electrical N10OO tVaughan and Ritter 107()). different subjects. As we have seen. there is no clear
ilthough other sources may contribute as xxell (Na tit- xsay in wxhich to relate this finding to short-term mem-
nen and Picton 1987). or; per se, although it may well reflect aspects of the

Noting that the increase in amplitude of N "II xith task not dealt with in any existing theory.
interstimulus interval (ISI) may retect a psychological
refractory period. Picton et al. (I 197) suggested that P300 and memor scanning
the rcfractor period ma. he a characteristic of the The full complexity of memory processes suggested
short-term storage sstem Nkhenccr it is actiated by a by the distinctions between short-term and long-term
sensory event. As evidence they shom that %khen the ISI memory'. episodic, semantic and declarative memory.,
hetwkeen similar stimuli is small, the amplitude of N100 and declarative versus procedural memory, is barely if
is also small. However. Nxhen the same stimuli are at all reflected in the ERP literature. Even so. it
sufficiently dissimilar (in pitch) the amplitude of N 100 remains an open question as to how the various com-
is as large as Nxhen the ISI is made txxice as long. ponents of the ERP are related to the many facets of
lence. measures of this ISI effect could Aell allow the such processes. Yet P300 has sometimes been assumed

characterization of this early modalit,-specific store. to be a universal indicator of virtually all cognitive
While this is indeed a plausible hypothesis. alterna- processes. Here we discuss the role of P300 in short-

ti.e possibilities haxe not Net been ruled out. For term memory scanning as revealed in the existing liter-
c\,ample. the state of the subject's expectancy or arousal ature.
lesl ma, also chance \,ith ISI. and this could affect P31) is empirically related to stimulus evaluation
N II)) Also. c,,en if correct, the refractory period maN time. \xhich is considered distinct from the process of
he characteristic of sensory (echoic) store rather than response selection and motor response time (Magliero
of xorking short-term memory - a distinction that is et A. 1984). Thus, P300 latency (evaluation time) may
sometimes made in the literature of cognitie ps~chol- be dissociated from RT in cognitive experiments where
og. In any event, there are as yet no conceptual links response selection varies independently of stimulus
to connect the refractoriness identified b, Picton and evaluation or perceptual processes (Isreal et al. 1981).
his colleagues to the process of searching short-term More generally, P300 is presumably related to the
memory. maintenance of the subject's internal model of the

Nliitlinen ( 182) suggested that the later occurring context of the environment (Donchin and Coles 1988)
portion ot Nd is related to the rehearsing of features of and may even occur in the absence of an expected
the stimulus to ,%hich attention is being paid. He stimulus.
,uggests that this rehearsal goes on in short-term mem- The rationale for experiments in which P300 is
,,r\..-\gain, besond this conjecture no hpotheses are measured in the context of the Sternberg paradigm
ottcrcd that connect this ostensible rehearsal to the stems from the fact that P300 has been related to
operation of scanning short-term memory, stimulus evaluation time (Kutas et al. 1977), and the
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updating of memory (Donchin 1975, 1981). In oddball 35 msec/item for the young subjects, and 31 msec/item
experiments P300 is elicited when the event is classi- for the older subjects, although the RTs of the older
fied by the subject as belonging to the category of rare subjects were considerably longer than those of the
events (McCarthy and Donchin 1981, Magliero et al. young subjects. The slopes of the functions relating
1984). This classification cannot be made before the P300 latency to set size were 18 msec/item for the
stimulus is fully evaluated. If (and only if) RT signifies young subjects and 22 msec/item for the older sub-
the completion of an evaluation of a stimulus, then jects. Although the average P300 latency was longer for
P300 latency should covary with RT. the old subjects than for the young (the difference

The foregoing makes P300 an ideal candidate for being about 60 msec). it did not reflect the large
investigation as an indicator of memory search time. difference between the average RTs. which was about
Assuming that high levels of accuracy are maintained. 358 msec.
the latency of P300 should vary with the time required Adams and Collins (1978) used visually presented
to determine if a probe had or had not been a member digits in a Sternberg task where the set sizes ranged
of the memory set. This hypothesis would be confirmed from I through 11 items. We disregard set sizes greater
if P300 is a truly general indicator of all cognitive than 7 in this review, because the larger numbers of
processes. However, if it should turn out that P300 items lie outside the usual range of short-term mem-
represents the time to complete only some kinds of ory, and the results are atypical. Over the range of
cognitive processes. then it might or might not reflect from 1 to 7 items, P300 latency increased with set size.
those involved in searching short-term memory. However, as in the Marsh experiment, the rate of

There are some a priori reasons why P300 may not increase was only 22 msec/item, a much faster rate
be an indicator of short-term memory scanning. For than is indicated by Adams and Collins's RT data.
example. if its dominant neural generators sho)uld lie in which indicated an average scan rate of 38 msec/item.
the hippocampal formation (cf.. Okada et al. 1983: Adams and Collins sought to account for this discrep-
Harrison and Buchwald 1987), then it is possible that it ancy by adding the slopes of the regression functions
could be related to the transfer of intrmation from relating both a 250 msec positivity (which we labeled
short-term to long-term memory, but not to the scan- "'P300") and a 350 --- c positivity (which gave results
ning of short-term memory. This follows from the fact similar to "P30C / to set size, but this does not appear
that bilateral damage to medial temporal cortex results to bo L iegitimate way in which to derive a net
in anterograde amnesia, which prevents patients from "Latency." Adams and Collins found no correlated
storing information in long-term memory. but it need change in P300 amplitude with set size. In a similar
not lead to deficits in short-term memor (cf.. Squire visual digit experiment Ford et al. (1979) found that
1987). So it is not automatically given that P300 must while set size I was associated with the shortest ]a-
unambiguously reflect short-term memory scanning. tency. set sizes 2 and 3 had about the same latency,
Even so. several reviewers have concluded that such a while set size 4 had the longest latency. Similar results
relationship has been demonstrated iGopher and were obtained in younger and older subjects, with the
Donchin 1986: Bashore 1987: Buchwald 1987). latter showing an overall increase in latency. Interest-

Using acoustical stimuli. Gaillard and Lawson (1984) ingly. Pfefferbaum (1980) obtained qualitatively similar
found no relationship between P300 latenc and set results over the same set sizes for young subjects, but,
size. but its amplitude did decrease with set size. Also, for older subjects the latency of P300 increased for set
RT increased significantly with set size. By contrast, sizes I and 2. and then decreased for set sizes 3 and 4.
Gomer et al. (1976). using visually displayed alphanu- Despite an overall increase in P300 latency, Ford et
merics. did find an increase in P300 latency with set al.'s older subject's data reflected a scan rate of about
size. However. P300 latency increased with set size at 29 msec/item. However, the scan rate reflected in
the extraordinarily fast rate of 6 msec/item, while tor their RT data was 55 msec/item. For younger subjects
RT the scan rate was only 14 msec/item, which alone the scan rate given by RT was 35 msec/item, and the
is far short of the highest rate of 38 msec,/item found rate given by P300 about 27 msec/item. None of these
in this type of task (Sternberg 1966). The at~pical RTs P300 results appear to be well correlated with RT. In
make it very difficult to evaluate this experiment. How- one interpretation the scan rate given by P300 reflects
ever. Marsh (1975) did find a substantial increase in true cognitive processing, and the difference in the
P3(H) latency with set size in an experiment comparing young and old RT data reflects differences in response
oldei and .ounger subjects. These results are quite selection. However, response complexity did not in-
,imilar to those obtained in many of the subsequent crease with set size, so the effect of aging should have
studies reviewed below. Marsh used 3 set sizes com- been the addition of a constant to RT, which would
posed of 1. 3. or 5 items and the RTs were quite t pical only affect the Y-intercept of the regression function
of those reported in the psychological literature. That and not its slope. Ford et al. (1981) conducted an
is. the scan rates reflected in the RT data were about experiment in which the quality of the stimulus was
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varied along with set size. Degrading the stimulus Kramer et al. (1986) observed considerable variabil-
affected the intercept for both the RT and P300 func- ity in their P300 data which they assumed was due to
tions, and the slope of the former was about double .. response jitter." This jitter, which presumably caused
that of the latter. The data are inconsistent with any P300 to shift in latency from trial-to-trial, made it
straightforward relation between P300 and memory difficult to evaluate the relation between set size and
search time as they suggest that degrading the stimulus amplitude. In consequence. Kramer et al. employed a
affects processes both prior to and after P300. latency idjustment procedure to obtain less variability

Pratt et al. (1989a.bc) had younger and older sub- among the single trial P300s. Averaging amplitudes of
jects scan short-term memory for items composed of latency-corrected single-trial measures of P300 both
visually presented digits, and also acoustically pre- within and across subjects revealed a lower amplitude
sented digits, and musical tones. After averaging over of P300 for set size 4 than for set size 1, where P300 0
subjects. Pratt et al. (1989a) identified an early occur- was detected at Pz (not Cz or Fz as in Pratt et al.) and
ring P300 (referred to as P3a) which was strongest with an average peak latency of about 500 msec. This
frontally (at Fz and Cz) and o later occurring P300 late P300 exhibited behavior similar to the P3a of Pratt
(P3b) which was strongest at Pz. P3a (with a latency of et al., despite the difference in scalp location.
about 350-400 msec) diminished in amplitude with set On average, the P300 latency, determined after jit-
size, but did not change in latency. P3b (400-700 msec) ter correction. was longer for set size 4 than for set size
increased in latency with set size. However. in the case 1. This latency difference diminished when the task
of the visual and auditory digits, the latency increase was deliberately altered so that the subject's reactions
with set size was at about half the rate of the increase would be more nearly automatic. This mirrored the
in RT. More importantly, while RT increased with set reduction in difference between the RTs associated
size for musical tones. there was almost no change in with the two set sizes.
latency for P3b. Moreover, as in the work of Pfeffer- With only two set sizes it is not possible to deter-
baum and of Ford et al., in all conditions. there was a mine if the relation between P300 latency and set size
non-linear relation between latency and st size. Thus. is similar to the linear relation between RT and set size
the latency of P3b for set sizes 3 and 5 dO not differ found by Sternberg. Therefore, it is particularly inter-
significantly from each other, although both differed esting that when they used 3 set sizes in a related
significantly from the latency associated with a set size experiment, Kramer and Strayer (1988) also found a
of I ,igit. The failure to show a change in latency for non-linear relationship between P300 latency and set
musical tones despite an increase in RT with set size size, the latency cf P300 for set size 1 was shorter than
on the same trials is clearly at odds with the classic RT for set sizes 3 and 4, which had the same latencies.
results. So for that matter is the non-linearity in the Despite this, the RTs increased monotonically with the
variation in latency with set size. However. in some 3 set sizes of this experiment.
cases Pratt et al. accepted data with error rates as high Strayer and Kramer (1990) examined the relation-
as 20%, which is far greater than that accepted by ship between P300 amplitude and RT, but ignored the
Sternberg (1969). and this raises questions about latency dimension. They found that P300 amplitude
whether cognitive processing time was truly repre- recorded at Pz, Cz and Fz varied with the degree of
sented by RT. attention subjects devoted to the task relative to a

Pratt et al. (1989b) report that the RIs of their different but concurrent task. This suggests that P300
older subjects were generally longer than for the amplitude may reflect the level of attention related to
.ounger, but for both groups. RT was shorter for a set scanning different memory sets rather than the scan-
of I item than when the set size was 3 or 5 items. ning of memory per se. Clearly, controls for attentional
However, except for the visually presented digits. the demands due, perhaps, to rehearsal of memory sets of
latency of P3b was not delayed in the older subjects different sizes are needed.
relative to the younger. Again, although RT results Several other investigations of P300 and memory
suggest a slowing of the search process in older sub- scanning are described in the literature. Some of these
jects. this is not borne out in the latency results. P300 reported only on the results of using two set sizes,
latency related to acoustically presented digits in- which is not sufficient to determine whether or not the
creased with set size at the same rates for both older resulting regression functions are linear. These are not
and younger subjects. However, the set size effect for discussed here as they would not be relevant to the
P300 did not occur at all for older subjects for either matter at hand. Other studies, particularly those by
visually presented digits or musical tones. even though Brookhuis and colleagues, are more elaborate than
their RTs indicated an increase in time to scan mem- those based strictly on the Sternberg paradigm.
or, as a function of set size. Therefore. RT and P300 Brookhuis et al. (1981, 1983) combined a visual
are largely dissociated from each other in the work of search task and a memory scanning task to investigate
Pratt et al. several interesting hypotheses. Memory sets consisted
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of 1-4 consortants displayed on a screen. Subsequently different age groups, nor can we explain the widely

2, 3. or 4 consonants were displayed on the screen observed non-linearity of the relation between set size

with tion-consonant positions filled by a dot mask. and P300. The work of Brookhuis et al. might ulti-

Subjects had to search the visual display of consonants mately shed some light on this issue, since they discuss
to find stimuli and then had to decide if the stimuli had alternative theories, but there is as yet no agreement as
been members of the set. As many as 16 possible to the underlying processes that may be suitable for
stimuli could be presented. 4 in the memory set and 4 ERP studies. We leave the possibility open that P3(0) is
in the display. Brookhuis et al. (1981) found that the not a ubiquitous measure, since it may not reflect all
slopes of the RT regression functions differed for old cognitive processes.
and new items. with the former being scanned at about
30 msec/item. and the latter at the rate of about 60 We thank Murray Glanzer. Larry Maloney. and Misha Pavel for

msec/item. This is consistent with self-terminating their help and Arthur Kramer and Emanuel Donchin for valuable

rather than exhaustive search (Schneider and Schifrin comments on an earlier version of the discussion of P300.

1977). However, this difference failed to appear in the This work was supported in part by AFOSR Grant Nos. AFOSR-

corresponding P300 data. where the scan rate was 90-0221 and F49620-88-K-u004 (L. Kaufman. Principal Investigator).

about 16 msec/item for both old and new items. This
implies that RT reflects one kind of search, and P300
another (exhaustive). Furthermore. the absolute num- References
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Abstract

This research presumed that changes in levels of the brain's spontaneous ac-

tivity would occur in different areas, depending on the nature of the task performed

by the subject. Thus, one specific hypothesis was that spontaneous activity (in the

alpha band of 8-12 Hz) would exhibit a period of suppression over visual cortex com-

mensurate with the time required to form mental images of objects represented by

words. Alternatively, performing a verbal task in response to the same words (finding

rhymes) would not result in the same pattern of suppression. The latter would pro-

duced suppression over the fronto-temporal (speech) areas. Since the sources of the

brain's magnetic field close to their sensor are the predominant phenomena detected

in magnetoencephalography (MEG), the use of this method avoided contamination

of results by, changes in activity of sources distant from electrodes used in electroen-

cephalography. When subjects formed mental images the activity exhibited a pro-

longed suppression orver the occipital area, and a shorter suppression with delayed 0

onset over the fronto-temporal areas. However, while performing the rhyming task,

suppression was longer over the fronto-temporal region than over the occipital area.

Here too the onset of the suppression measured over the fronto-temporal areas was 0

about 100 msec later than it was over the occipital area. This implies that alpha is

not a global phenomenon, but differs in different parts of the brain. Thus, it may be

taken as a sign of engagement of these different parts of the brain in specific cognitive 0

tasks, just as blood flow serves as a similar index of activation in PET studies.
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Recent positron emission tomography (PET) experiments provide evidence for

different distributions in blood flow within the cortex of the human brain when pas-

sively viewing words, as opposed to performing a semantic task with those words

[Petersen et al., 1989]. It is plausible to assume that the changes in distribution of

blood flow are accompanied by changes in levels of neural activity of these same

regions. We have carried out magnetic source imagery studies of a similar prob-

lem by directly monitoring changes in the electrical activity of cortex when words

are employed in different mental tasks. More specifically, we tested whether there

are differential regional changes in electrical activity, as reflected in the magnetoen-

cephalogram (MEG), that accompany performance of different mental tasks. Our

procedure requires that subjects process single words in two different tasks, one a

mental imagery task and the other a verbal (rhyming) task. The tasks are quite

different from each other so that the differences in the accompanying distributions

of cortical activity would be relatively easy to detect. The tasks have, moreover, an

additional value in that they shed light on an important issue concerning the brain

processes underlying mental imagery.

This issue concerns the role of the visual system in mental imagery and has

been the subject of considerable controversy ever since Shepard and Metzler [19711

published their paper on mental rotation. The controversy is amply discussed by

Finke and Shepard, [1986] Pylyshyn [1973] and Kosslyn [1983] The question is whether

mental imagery is based on neural representations of visual objects, or on a more

abstract process, involving propositions about visual objects. This issue may be

resolved by a demonstration that forming or rotating mental images involves the area

of the brain engaged in vision. This question motivated experiments by Farah et al.

[1988] who found that event related potentials (ERPs) subsequent to presentations

of letter stimuli differ, depending on whether or not the subjects had formed mental
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images of letters prior to their presentation. The effects were stronger when detected

at occipital and parietal electrodes but the actual locations of the neuronal activity

were not established. Nevertheless, this seems to implicate visual areas of the brain

in forming mental images, even when there are no concurrently present visual stimuli.

The preceding work indicates the possible involvement of the visual cortex in

mental imagery. A number of questions, however, remain to be answered. The

answers could change our interpretation of the preceding work. It is possible, for

example, that visual cortex and other visual areas may be active in propositional

thinking. Therefore, visual cortex could be active when subjects engage in non-

visual problem solving tasks initiated by the presentation of visual stimuli. It is also

possible that mental imagery may be accompanied by changes in activity of non-

visual as well as visual portions of the brain. Neither of these two possiblities have

been fully examined. Therefore, a complete understanding of the neural substrate

of mental imagery first requires an understanding of how activity is allocated among

several different cortical regions during mental imagery and during performance of 0

non-visual tasks that are equal in difficulty and in attentional demands. Clearly,

failure to demonstrate any involvement of the visual areas would rule out its part in

the cogniti, e process. Alternatively, demonstration of involvement of areas normally 0

not involved in percriving objects would illustrate the probable complexity of the

underlying process.

Using the NIEG, Iaufman. Schwartz, Salustri, and Williamson [1990] found 0

that the spontaneous activity of occipital cortex within the 8-12 Hz band is modulated

when subjects search short-term memory for previously seen visual forms. Moreover,

the depth of modulation (suppression) was greater along the midline indicating that

mental imagery involves the visual cortex. In comparison, when subjects scan mem-

ory for musical tones Kaufman. Curtis, Wang, and Williamson [1992] observed an
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analogous suppression that probably originated in temporal areas, particularly of the

right hemisphere. Their data suggest that the auditory cortex contributes signifi-

cantly to the spontaneous activity modulated by auditory memory scanning. The

duration of the suppression of spontaneous brain activity is strongly correlated with

the time subjects needed to decide if a tone was one of a set of previously heard tones.

Similarly consistent results were not obtained with the simultaneously measured EEG

using midline vertex and occipital electrodes. This rules out global alpha blockage,

conventionally attributed to a change in generalized arousal, as the cause of the sup-

pression. Furthermore, simultaneous measures of N100 failed to reveal differential

effects of attention. The amplitude of NIO0 did not vary systematically with size of

the memory set or with reaction time.

In summary, it now seems clear that the changes in level of spontaneous brain

activity originating in visual areas occur during search of visual memory. It also seems

clear that search of auditory memory affects other areas.

In this paper we report an experiment in which imaging and verbal tasks initi-

ated by the same visual stimuli are performed by the same subjects. We will demon-

strate the differential distribution of brain activity during performance of these tasks.

That is. different cortical regions are affected by each different type of task. The dif-

ferential distribution of activation will be shown to be related to a logically consistent

picture of brain function during the tasks.

The effects of memory scanning on brain activity seems to be most pronounced

within a spectral band of about 8-12 Hz [Kaufman et al., 1990]. This is the char-

acteristic frequency band of the alpha rhythm. Presumably, this is also the case for

changes in brain activity accompanying mental imagery and similar cognitive tasks.

Earlier researchers have reported evidence that changes in level of alpha activity

accompany many different cognitive processes [Golla et al., 1943, Slatter, 1960]. In
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the EEG, the occiptal alpha rhythm is strongest when recorded from alert healthy

adults at rest, with eyes closed. If subjects open their eyes and attend to visual

objects the alpha spindles are inhibited (blocked). Generalized arousal is also pre-

sumed to be a cause of alpha blockage. The alpha activity is especially promi-

nent in the occipital region, and the visual cortex is apparently a major contributor

[Chapman et al., 1984, Vvedensky et al., 1985, Williamson et al., 1989]. Other brain

areas are characterized by still other rhythms. For example, the mu rhythm (7-10 Hz)

appears to be characteristic of the motor cortex. It too is attenuated when subjects

engage in performing motor tasks [Pfurtscheller and Aranibar, 1977], just as alpha

is attenuated by visual tasks. It is also widely reported that when alpha activity is

blocked it is replaced by beta activity which occupies the 16-24 Hz band of the EEG.

This is taken to be a sign o" activation . However, Kaufman et al. [1990] did not

detect any increase v % .i the beta bandwidth during suppression of alpha. More-

over, they found niat beta band exhibits a suppression that coincides in time with

the reductio,, observed in the alpha band.

In the present study we investigate the spatio-temporal pattern of ongoing ac-

tivity in alpha (S-12Hiz) and. as a subsidiary matter, the beta (16-24Hz) bandwidths

when subjects engaged in cognitive tasks. The tasks, mental imagery and rhyming,

were equated for difficulty to minimize the differential effect of attentiveness. The

physical stimuli, to which the subject responded, were essentially equivalent.
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Method
* Subjects

Five paid subjects, participated in the experiment, two young female and three

young male adults, all right handed and with normal vision.

Tasks

* Three different tasks were used. In all three, items were presented sequentially,

one at a time, on a screen. Items were drawn from three different lists. These were the

imagery, rhyming , and nonsense (control) lists. Each list was composed of 24 words.

Those in the imagery list referred to objects that were easily imaged, e.g., "pen".

When presented with these words the subjects had been asked to form mental images

of the objects they represented (imaging condition). The rhyming list was composed

of 12 easily imaged words and 12 abstract words, i.e., words that did not refer to

objects that were easily imaged objects, e.g., "law". These two types were included

to check whether they induced different response pattern in the rhyming condition.

(Since no differences were found between the two types this characteristic of the list

will not be considered further.) Subjects viewed these words with the instruction to

find a word that rhymed with the one they had just seen (rhyming condition). The

nonsense (control) list consisted of meaningless sequences of letters equal in number

to the letters in the words on the other lists. This condition was designed to examine

the effect of the visual stimuli themselves, since other than detection, no mental task

was required while subjects viewed the nonsense list.

The subjects were instructed to press a button as soon as they had formed a

mental image (in the imaging condition), found the rhyme (in the rhyming condition),

or detected the nonsense word (in the control condition). Subjects were instructed,
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however, to continue to hold the images in the imagery task, or to search for other

rhymes in the rhyming task until the next word was shown on the screen. This was

done'to keep the subject from engaging in other tasks e.g., forming an image after

finding a rhyme, or finding a rhyme after forming an image.

When the neuromagnetic field over the lateral areas of the scalp was measured,

the subject was instructed to respond with the ipsilateral hand in order for the sensors

not to detect signals associated with motor activity.

Procedure

The subjects were tested in a magnetically shielded room. A neuromagnetome-

ter probe conaining five sensors was placed above the appropriate areas of the head.

The subject knelt on a stool with cushioned head and arm rests and looked down into

a mirror at the reflected images of the presented words. The word stimuli were gener-

ated by an Amiga 1000 computer and projected onto a screen inside the magnetically

shielded room. The virtual image of the screen, viewed by the subjects in the mirror,

was at an optical distance of 2.0 meter from the eyes. Looking downwards made it

possible to measure the magnetic fields over the posterior portion of the scalp. To

compensate for head position changes, e.g., when the probe was placed over the sides

of the scalp, the mirror was tilted to keep the locations of the stimuli approximately

constant in the visual field. A fixation point was maintained in the middle of the

of the screen and the subject was instructed to maintain fixation at all times. Each

word was presented for 200 msec at a position centered on a point just beneath the

fixation point. The interstimulus interval (ISI) was 7 sec.
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Magnetic Recording

MEG recordings were made with a SQUID-based Neuromagnetometer (Bio-

magnetic Technologies, Inc.) containing five sensors, which simultaneously registered

the component of the field perpendicular to the scalp. The probe was placed over the

occipital, right temporai or left temporal areas in different sessions while the subject

carried out imagery, rhyming and control tasks. The superconducting detection coil

of each sensor is 1.5 cm in diameter and wound in the configuration of a second order

0 gradiometer with a 4 cm baseline. The detection coils, superconducting quantum

interference devices (SQUIDs), and other superconducting electronics were immersed

in liquid helium, contained in a cryogenic vessel (dewar). The bottom of the tail

section of the dewar had a 9 cm radius of curvature which made it possible to keep

all of the detection coils approximately normal to the surface of the head. The five

detection coils were arranged with one in the center and the other four around it in

a circular pattern of 2 cm radius. Thus, they simultaneously detected the field at

five different places spaced 2 cm apart. A Probe Position Indicator system (PPI)

determined the position and orientation of each of these detecting coils with respect

to the subject's head with a precision of 2 mm [Yamamoto et al., 1988].

The MEG was measured for 6 seconds for each stimulus, beginning 2 seconds

before the stimulus appeared arid continuing 4 seconds afterwards. This was followed

by one more second with no recording to provide a total interstimulus interval of

7 seconds. The outputs of each of the five SQUID channels were bandpass filtered

(0.1-50 Hz) and stored for subsequent analysis. The computer also stored reaction

times, based on by the time of button press. Each 6 sec epoch was digitally bandpass

filtered from 8-12 Hz and also from 16-24 Hz before computing the average response

and the variance about the average within each of these bands. Each average response
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was based on 24 epochs, where each epoch was belonged to specific word list. The

variance represents brain activity that is not coherently related to the presentation

of the stimuli and is equal to the mean power (mean square field) of spontaneous

activity within the bandwidth of the filtered MEG. Thus we use the term alpha

power to describe the power within the 8-12 Hz band of the MEG recorded in each

of the five channels. Similarly, the term beta power is used to designate the power in

the 16-24 Hz MEG band.

For each subject, the five channel neuromagnetometer was placed at several
0

positions over the occipital, parietal, frontal and temporal areas. For purposes of

description, it is convenient to divide the scalp into three regions. Looking at the

head from above, consider a circle in the transverse plane with the nasion arbitrarily

located at 0 deg. Then, in the counterclockwise direction, the left fronto-temporal

region (LFT) is designated as the area included the angular range between 40-130

deg, the occipital-parietal area (OCP) within the 130 - 220 deg range, and the right

fronto-temporal region (RFT) within the 220 - 300 deg range. These regions and the

sites used to make recordings within them are shown schematically in Figure 1. All

three experimental conditions were run at each location of the neuromagnetometer, so

that five simultaneous measures of brain activity were made at five different positions

of the probe within an area. Several replicated measurements were made within

each area, with the five sensors at somewhat different positions. The averaging and

variance computations were done separately for each sensor at each location.

Two subjects withdrew from the experiment before all measures were completed.

Therefore, full sets of data are available for only three subjects. For one subject, JB,

measurements were made only from the OCP area. The other incomplete subject,

LS, gave measures from the OCP and LFT areas.
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Figure 1 about here

Data Analysis

The duration and onset of alpha suppression were measured for each sensor

location in each test condition. The criterion for onset and offset of suppression was

based on the average level of power within the entire recording epoch. The point in

time at which alpha power prior to the presentation of the stimulus descended to the

level of this average is designated as the "onset" time of suppression. The point in

time at which the alpha power (and beta) rose to the level of the average is designated

as the "offset" time. The duration of the suppression (suppression period=SP) is the

offset time minus onset time. (An example of the definition of suppression period in

this fashion is given in Figure 3.)

The RTs for each set of 24 epochs were averaged for each condition and averaged

again over all locations. These average RTs over each condition enable us to determine

whether the tasks themselves require different amounts of time for their performance.

Results

Response Times

The mean RTs of the 5 subjects for each condition are shown in Figure 2. It is

obvious that the mean RTs for the control condition are the shortest for all subjects.

This is expected since subjects were simply asked to press the button as soon as

they saw the nonsense word appear on the screen. However, when a mental task was

required the mean RTs showed a marked increase. This is shown for both imaging

11



and rhyming. For 3 out of 5 subjects, the mean RTs are essentially the same for the

two experimental conditions. This suggests that the two tasks are equivalent in terms

of the amount of time needed to complete them and, therefore, the amount of effort

they required. The other two subjects display a different pattern. Subject LS takes

a considerably longer time to form an image than to find rhymes, while subject STF

shows the opposite effect. Nevertheless, a repeated measure ANOVA shows that the

RT of the two tasks does not differ significantly (at p=0.05 level). Moreover, the RT

for the control task is significantly different from each of the other two tasks for all

subjects. 0

Figure 2 about here

Alpha Suppression

Figure 3 shows examples of alpha suppression as picked up by all five record-

ing channels simultaneously located over the OCP area during each of the tasks for

subject NIP. The records in all three panels were made during a single session. Alpha

suppression begins within the first 100 msec of the word's presentation. Its duration

depends on the task that the subject is performing. Imaging produces longer sup-

pression then rhyming (2.1 vs 1.4 seconds), and the latter appears to be no longer

than the suppression duration accompanying the control task (1.3 seconds). Task dif-

ficulty was equal in the two experimental conditions as revealed by RT, therefore task

difficulty could not be responsible for this difference in suppression duration. Fur-

thermore, since the RTs for the control task were much shorter than for the rhyming

task, indicating a difference in difficulty, the similarity in the SP occurring during

these two tasks is also inconsistent with the idea that SP is related to generalized
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effort or arousal.

Figure 3 about here

Figure 4 illustrates how the SP varies over the LFT area during each of the

tasks, again for subject MP. Here the onset of suppression starts about 200 msec

after the word's presentation. The SPs for each task differ from those measured over

the OCP area. For imaging, SP is shorter than it was in the OCP area (only 1.2

seconds). However, SP is much greater for the rhyming condition (1.7 seconds), while

that of the control condition is still short (1.1 seconds). These sample responses are

typical, and were found for the other subjects as well.

Figure 4 about here

Figure 5 shows the mean onset time of the suppression. It is clear that the onset

of the suppression is later when recorded on either side of the head than it is over

the posterior portion. This difference is statistically significant for all subjects except

STF. The averaged difference between the mean onset time over the occipital area

and the sides of the head is about 100 msec. This reflects the amount of time needed

for signals to be transfered from one area of the brain to another.

Figure 5 about here
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Histograms describing how SP varies for each subject at a specific location for

each condition are shown in Figure 6a, 6b and 6c. In Figure 6a we see that for the

imaging condition SP measured over the OCP region is longer for three out of four

subjects than in the temporal regions (LFT and RFT).

Figure 6b shows that SP for rhyming is shorter over the OCP region than over

the temporal regions for all four subjects. For the three subjects measured over both

LFT and RFT, all show a longer SP during rhyming for the left hemisphere than for

the right hemisphere.

We started with the hypothesis that SP would be very short for the control

condition over all regions of the scalp where it was detectable. The results, shown

in Figure 6c, indicate that overall SP is shorter at every location compared with the

other two tasks. It should be noted, however, that SP for the control condition over

the OCP region is shorter than over both fronto-temporal areas. It is noteworthy

that SP for the control condition is as long over the right temporal region as it is

over the left, whiIe SP for rhyming is asymmetrical for 2 out of 3 subjects (as noted

above).

Figure 6 about here

Figures 7a and 7b show the same data as Figures 6a, b and c but compare

the tasks at a given location. From Figure 7a it is clear that, over the OCP, SP for

the imaging task is longer than for either rhyming and control tasks. While three

subjects show an equal SP for both rhyming and control task, subjects BOR and JB

show a larger SP for the rhyming task than for the control task.
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The pattern of SP is different over the LFT as is shown at Figure 7b. Here three

0 out of four subjects show a longer SP for the rhyming task. Both the imaging and

the control tasks show a shorter and a similar SP for those subjects. Subject BOR is

somewhat different. That subject shows a longer SP for the imaging task than for the

rhyming task, and shortest for the control condition. Although this pattern appears

for this subject over the OCP area as well, the difference in the SP between the three

conditions is much smaller over the LFT region.

Figure 7 about here

The t-test was used to determine the significance of the differences in SP. We

carried out two types of tests. We compared SP for one task at various locations

(Table 1), and we compared tasks at the same location (Table 2). Measurements for

the right hemisphere were not included in the analysis since the sample of data points

was too small, and we had them for only three subjects.

Although the analysis of variance is generally used for making multiple com-

parisons. the lack of an equal number of measurements for the various conditions,

required the use of multiple t-tests instead. This introduced the risk of an increased

probability of a type errors. To offset the risk we required a higher level of sig-

nificance, using the Bonferroni correction iii which the conventional a type error is

divided by the number of the comparisons. Thus, in this case 0.05 was divided by

17 given us a 0.003 level of significance. That level served as our criterion for a sta-

tistically significant difference between mean SPs. Comparing the SP of the imaging

task over the OCP and LFT areas reveals a significant statistical difference for two

out of four subjects. The SP of the rhyming tasks over the LFT was significantly
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longer than over the OCP region for three out of four subjects. All subjects show a

significant statistical difference when the imaging task is compared to the rhyming

task over the OCP area, while no subject shows such a significant difference over

the LFT area. The conservative approach we adopted (by the Bonferroni correction)

required a large difference between the SPs of the two tasks. Therefore, although

the rhyming task appears to show a longer suppression over the LFT area, for most

subjects, it is not that much larger than the suppression measured for the imaging

task at that location.

Table 1 and 2 are about here

Beta Suppression

As noted earlier there is a question raised in the litrature as to whether beta

(16-24 Hz) replaces alpha when alpha is blocked. We checked this hypothesis by

examining the pattern of beta power during the performance of the tasks. As indicated

in the method section, power in the 16-24 Hz band was examined in the same way

as was that of the 8-12 Hz band. However, many of the measurements showed no

suppression. In general, the power level of beta is much smaller than that of alpha,

aud where suppression seemed present it was of shorter duration. Figures 8a, 8b,

and Sc show the histograms of the SP of beta power measured at every location for 0

each subject for each condition. The SP of beta power does not show the systematic

pattern found in the SP of the alpha power. For example, the SP for alpha in the

imaging condition over OCP (Figure 7a) is longer than SP at the other locations, 9

for all subjects. However, the SP for beta power in the same locations for the same

task is inconsistent. This is true for the other conditions as well. Furthermore, the
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variations within subjects (indicated by the error bar) are high.

Figure 8 about here

We were unable to detect facilitation in the beta bandwidth during suppression

of alpha. Sometimes beta exhibited a suppression where its onset coincided with that

of alpha. Figure 9 shows the onset time of the beta suppression. On average, beta

suppression starts about 100 msec after stimulus presentation over the OCP area,

and at about 200 msec over the LFT and RFT areas.

Figure 9 about here

Discussion

In this study, we asked the subjects to perform two cognitive tasks. The tasks

were designed so that they took approximately the same time, assuming that the same

level of attention would be used in each one. Thus any difference of alpha power or

spontaneous activity must be explained by task-related differences in brain activity.

The main findings of this study are: 1) SP of alpha varies depending upon the task

performed and the area of the brain recorded. The imaging task shows a long SP over

OCP, while the rhyming task shows a long SP over the LFT area. 2) Onset of the

suppression shows delay over fronto-temporal regions compared with parieto-occipital

area.
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Our findings are not conclusive evidence for either of the two main theories

of mental imagery. Both visual cortex and clearly non-visual fronto-temporal areas

reveal activity that is correlated with the imaging process. In fact, the results are

consistent with the view that the two approaches complement each other. Both have

elements that must be considered in any theory designed to account for the data of

mental imagery experiments.

Alpha power is suppressed over the OCP region for all tasks. It is however

significantly longer for the imaging task than for rhyming and control tasks. The

shorter duration of suppression for the latter tasks, rhyming and control, may be due

to the fact that the suppression here is due primarily to processing of the sensory-

perceptual properties of the words and has little or nothing to do with processing of

their semantic properties. This conclusion is supported by the fact that the mean RT

for imaging and rhyming tasks are about the same for most subjects. Thus, although

subjects continue to seek rhymes, the occipital alpha activity returns to its base level.

Furthermore the suppression of occipital alpha power for the control condition, which

only requires the subject to detect a visual stimulus, is about the same as for the

rhyming condition. In contrast, the duration of the alpha suppression over the LFT

and RFT areas shows different temporal patterns than the one over the OCP area.

Over the LFT area the duration of suppression for the imaging task is significantly

shorter for 3 out of 4 subjects than it is over the occipital region, while for the rhyming

task SP for all four subjects is significantly longer. This evidence is consistent with

the hypothesis that alpha frequencies are generated by cortical sources in different

regions and these sources are affected in different ways, depending on the mental

activity subjects perform.

There are strong individual differences in the durations of alpha suppression for

all conditions. However, for the imaging condition this variability is most pronounced
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when the probe is located in the OCP area. Under the same conditions, the same

subjects show less variability with the probe in the LFT area. Just the reverse is

true for the rhyming condition, where individual differences are strongest in the LFT

area, and less strong in the OCP area.

It is clear from these results that the visual areas of the brain are engaged

in mental imagery. However, it is equally true that non-visual areas also become

involved in such tasks. Therefore, performing the imaging task involves regions of the

cortex that are not normally engaged in visual sensory-perception. More specifically,
the task appears to involve language-related centers as well.

The duration of suppression accompanying the control stimuli is longer over

the fronto-temporal regions than over the occipital region. The longer suppression

duration for these same nonsense words recorded over the left fronto-temporal area

may be related to the fact that the language centers were involved in some degree in

the processing of the nonsense words. After the experiments the subjects reported

that, contrary to instructions, they tended to sound out the nonsense words or to

identifv them with orthographically similar meaningful words.

It is obvious that mental imagery tasks are not devoid of verbal content. In fact,

subjects also reported that they manipulated verbal materials while performing the

imaging task. They reported mentally imaging the word stimulus itself. However, no

subjects reported having mental images when they performed the rhyming task.

For all subjects the suppression in the left hemisphere during performance of

the rhyming task was significantly longer in duration than in the occipital area. This

is consistent with the fact that all subjects were right handed and, presumably, their

speech centers were located in the left hemisphere. Similarly, for three of four subjects

the duration of suppression was longer for the rhyming task than for the control task

over the left hemisphere. The picture is less clear for the right hemisphere, where
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only one subject showed a similar difference between rhyming and the control task.

However, we have insufficient data to draw any conclusions on the role of the right

hemisphere.

The onset time for suppression is similar for all tasks but it differs between

the occipital and fronto-temporal areas of the brain, with marked variability across

subjects for the fronto-temporal area. Over the occipital area the suppression start s at

about 130 msec while at the sides of the head it starts at about 200 msec after stimulus

presentation. This supports the idea that it takes about 70 msec for information

to be transfered from one region of cortex to another [Klemic et al., 1989]. Here,

as expected, the visually presented stimulus first produces activity in the occipital

cortex, and then information is transferred to other areas for further processing. Since

this processing entails language, the left fronto-temporal is likely to become involved.

Goncharova and Barlow [1990] observed that when subjects moved from a state

of relaxation to one of arousal, the EEG power in the alpha and beta bands was

reduced. Similar findings were reported by Kaufman et al. [19901 in the MEG in a

memory search task. The present results are consistent with both sets of findings.

\W"hen alpha band activity is suppressed, activity in the beta band may either be

suppressed as well or show no change at all in average level. Since the MEG is a

true unipolar mode of recording and unaffected by volume currents flowing in the

scalp, it must be insensitive to sources far from the pickup coils of the neuromag-

netometer. Therefore. there is no compensation of local changes in level of alpha

detected by the neuromagnetometer by changes in levels of beta. Also, Kaufman et

al. [1990] found that the distribution of MEG alpha band activity over the scalp is

largely uncorrelated with the spatial distribution of level of beta band activity. This

implies an at least partly independent set of alpha and beta generators in the cortex.

Although the alpha and beta suppression encountered over the occipital area had a
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common onset time (no doubt due to the concurrent effect of the visual stimulus on

the two generator systems), their subsequent time courses were largely uncorrelated

with each other. This too is consistent with the hypothesis that different generator

systems are involved. The precise functional significance of these systems is a subject

for future study. Whether further narrow-band divisions of the MEG or EEG activity

in low-band and high-band alpha, as suggested by Pfurtscheller ([1988], will reveal

further significant functional differences is, in our view, to be doubted. This doubt

is reinforced by the well-know fact of wide individual differences in central alpha fre-

quencies and in alpha bandwidth. Therefore, the last word on whether functionally

different and independent frequency generators exist in the nervous system has yet

to be uttered. In any event, the possibility of such generators is a suitable subject

for further research.

0

0
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Figure 1: A schematic picture of the areas of the scalp within which the magnetic
field was measured.

Figure 2: Mean RT for the imaging, rhyming and control tasks for each subject. The
mean RT is averaged for each task over all sessions.

Figure 3: Alpha power recordings over the OCP region while subject MP engaged in
the imaging task (top panel), the rhyming task (middle pannel), and in the control
condition (bottom pannel). SP line represents the suppression period which is about
the same for the rhyming and control conditions, but it is longer for the imaging
condition. The vertical line below it, extending across the entire figure is the mean
of power for the entire epoch. Its intersection with the power curve defines onset and
offset.

Figure 4: Alpha power recordings over the LFT region while subject MP engaged in
the imaging task (top panel), the rhyming task (middle pannel), and in the control
condition (bottom pannel). The SP line represents the suppression period which is
short for the imaging and control conditions but long for the rhyming task.

0 Figure 5: The onset time of alpha suppression for each subject at OCP, LFT (left side)
and RFT (right side) locations. There is a delay in the onset time of the suppression
at both LFT and RFT.

Figure 6: The SP of alpha power for each subjects for the three probe location. Panel
(a) shows the data for the imaging condition, panel (b) for the rhyming task and (c)
for the control.

Figure 7: The SP of alpha power for each subject for all conditions. Panel (a) show
the data for OCP area and panel (b) shows it for the LFT region.

Figure 8: The SP of beta power for each subjects at different probe location. Panel
(a) shows the data for the imaging condition, panel (b) for the rhyming task and (c)
for the control.

Figure 9: The onset time of beta suppression for each subject at OCP, LFT and RFT
locations. There is a delay in the onset time of the suppression at both LFT and
RFT.
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Table 1: The p-values for a significant difference obtained by comparing the mean
SP obtained at the two probe locations OCP and LFT for the imaging and for the
rhyming tasks.

Conditions Imaging Rhyming
Subject

LS p<.0005 p<.0005
STF P<O.Ol p<O.OOO5
MP P<O.O5 p<O.OOO5

BOR p<O.OOO5 p>O.l
JB -

Table 2: The p-values ofor a significant difference btained by comparing the mean SP
of the imaging and rhyming tasks in the OCP and LFT areas.

Conditions OCP LFT
Subject

LS p<O.OOO5 p>O.1
STF p<0.0005 p<0.025

MNIP p<.0005 p<0.005
BOR p<.0005 p<0.05

JB P<O.OOO5
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Advantages and Limitations of Magnetic Source
Imaging

* Samuel J. Williamson, Zhong-Lin Lu, Daniel Karron, and Lloyd Kaufman

Summary: The term "magnetic source image" (MSI) describes the distribution of neuronal activity in the brain that can be deduced from measurements
of the field pattern it produces across the scalp. The signals which provide the basis for an MSI are obtained from the magnetoencephalogram (MEG)
which is conventionally recorded with superconducting detectors. Advances in MSI techniques during the past decade have revealed numerous
aspects of the functional organization of human sensory systems that were previously unknown. In addition, studies of spontaneous signals, such
as those in the alpha bandwidth, have identified specific cortical areas that support rhythmic activity. Extensions of this approach to cognitive research
are able to determine the active cortical areas where spontaneous activity is suppressed when a person is engaged in a task such as mental imagery
and auditory memory recall. Because only the component of the intracellular current tangential to the overlying skull contributes to the extracranial
field, a confined source - modeled as a current dipole - has a characteristic field pattern that simplifies the pattern recognition problem of identifying
the underlying sources. This advantage is illustrated by the identification of simultaneously active sources in auditory primary and association cortex.
Their separate localization makes it possible to characterize their functional differences. Because the source strength in an MSI may be inferred without
knowledge of the electrical conductivities of intervening tissue, it is also possible to estimate the extent of cortical envolvement. From the tangential
source strength in an MSI, it is possible in most cases to determine the total source strength by taking account of the orientation of the cortical surface.
This provides an objective, quantitative measure of the strength of neuronal activity. At present, the major limitation in more extensive use of MSI is
the cost of instrumentation. While it requires no contact with the head, and measurements can commence within a few minutes of the arrival of the
subject or patient, the present cost of a large array of sensors is two to three million dollars.

Key words: MSI (magnetic source image); MRI (magnetic resonance image); Current dipole; Neuronal activation; Habituation; Spontaneous cortical
activity.

Introduction tivity. Indeed, the term "magnetic source image" (MSI)

Measurements of voltages across the scalp (EEG) and has come to be associated with magnetic analysis. The
masreticmies onevla gesacros the scalp () e cword "emphasize" is used advisedly, since there are

plmgntary feass ne the unerlp n nMEG) rone cm- many notable exceptions to this generalization. In partplementary measures of the underlying neuronal ac- the difference in emphasis comes from the EEG having
tivity. The most pronounced difference between the two been exploited earlier, and because of that there are more

approaches in our view does not come from the informa- b e

tion that is available in the signals but rather from the widespread clinical applications. This fosters a more

different emphasis traditionally placed on how data are phenomenological approach for purposes of facilitating
diffe .eOn the whole, EEG studies emphasize the classification schemes to identify abnormal functions.
arnec Locating a neuronal source magnetically is easier than

pattern of electric potential across the scalp, whereas electrically, because to good approximation a simpler
MEG studies emphasize the underlying neuronal ac- model can be used for the head. A sphere will suffice, in

many cases, fit to the curvature of the inner surface of the

Neuromagnetism Laboratory, Departments of Physics and Psychol- skull in the region over the source (Har and Ilmoniemi

ogy and Center for Neural Science, New York University, New York, 1986). The conductivity of intervening tissue has no
NY, U.S.A. effect on the field pattern (Grynszpan and Geselowitz

Accepted for publication: September 16, 1991. 1973), and thus need not be taken into account when
This research was supported by grant AFOSR-90-0221 from the Air deducing the location and strength of the source (Wil-

Force Office of Scientific Research and by equipment support from
Silicon Graphics, Incorporated. We thank Dr. N. Chase for access to the liamson and Kaufman 1987). By contrast, the values of
MRI facilities at the NYU Medical Center and J. Stephenson for helping conductivity enter directly in determining the pattern of
with MR recordings. electric potential across the scalp. Lack of these data for

Correspondence and reprint requests should be addressed to Prof. individual subjects may well be one reason why the EEG
Samuel J. Williamson, Department of Physics, 4 Washington Place, New
York Univeisity, New Yoik, NY 10003 U.S.A. literature is practically devoid of values specifying

Copyright © 1991 Human Sciences Press, Inc. neuronal source strengths, for instance as given by the
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direction of the measured field component when fitting
1I ll I I I a source model to the data. Failure to carry out both of

- - these procedures is likely to yield much poorer results
0 (Cohen et al. 1990).

3

W Locating Sources Accurately
z 2 The first neuromagnetic study to locate a neuronal
in source was carried out by Brenner et al. (1978) on the
a cortical response to stimulation of a finger. The proce-

>0 dure subsequently revealed that response components
-"I "with latencies as long as 150 msec originate in somatosen-

-J 0 CP-- S. o C sory cortex (Kaufman et al. 1981), a feature which had not
previously been established in EEG studies. Moreover,
the field pattern across the scalp in response to stimula-

100 200 500 1000 2000 5000 tion of various fingers revealed aspects of the somatosen-
FREQUENCY (Hz) sory humunculus (Okada et al. 1984). Detailed

measurements also established separate somatosensory
Figure 1. Cumulative distance in 3-D space from the site and motor contributions in a task involving voluntary
of one response to the next for steady-state stimuli at the movement of a finger (Okada et al. 1982). Similar
indicated tone frequencies. Only the relative slopes neuromagnetic techniques applied to auditory evoked
should be compared, because the origins of the best-fit- responses have identified a feature not previously known
ting lines were shifted to a common value of zero for 20 e dntified anfeature ot pusly own
Hz. Stimuli were tones with amplitudes modulated at 33 about the functional organization of human cortex: the
Hz, and the field patterns for the 33 Hz responses were tonotopic organization of the primary auditory cortex
mapped to obtain the locations for individual sources. All (Romani et al. 1982; Pantev et al. 1988). Indeed, the
points lie within 1 mm of the best line. The star indicates precision - as distinguished from accuracy - for deter-
the relative location of the response to amplitude-modu- mining the relative positions of the cortical responses
lated noise whose power spectrum peaks at 900 Hz (From may be estimated from the scatter of deduced locations
Romani et al. 1982b). about the best-fitting line that describes the tonotopic

progression. All of the locations for two subjects lie
within 1 mm of a logarithmic function for the tonotopic

current dipole moment of a patch of active cerebral cor- sequence for the steady-state response (Romani et al.
tex. On the other hand, moments are often quoted in the 1982b), as illustrated in figure 1. High accuracy has also
MSI literature. The value of the moment provides an been obtained for the tonotopic organization sub-
objective measure of the strength of neuronal activity. In sequently observed for the N100m transient response
addition, for long-latency components of the event re- (I loke 1988) (the 'm' identifies this component as being
lated field (ERF), it can be interpreted to provide an observed magnetically). In sum, the central motivation
estimate for the spatial extent of the corresponding corti- for MSI research has been the technique's ability to
cal activity (ILii and Williamson 1991). elucidate brain functions by localizing neuronal activity

For these reasons, there is growing interest in exploit- with high precision and relatively high accuracy (Hari
ing MSIs to obtain information about the functional or- and Lounasmaa 1989).
ganization of the brain. Systematic measurements have In less rigorous conditions, the reproducibility in
been carried out where a current dipole source is placed determining the locations of the P50m, N100m, and
at a known location inside a spherical or realistic repre- P200m transient components of the auditory evoked
sentation of the skull, with a homogeneous conducting response to a tone burst has been assessed for individual
medium inside. These have achieved a consistent ac- subjects. Positions over the right hemisphere were
curacy of better than 3 mm in locating the dipole when reproduced to within 3 - 10 mm acr6ss sessions on dif-
repeated sets of measurements are compared ferent days in each of 12 subjects (Baumann et al. 1990).
(Yamamoto et al. 1988). Such accuracy can be achieved From a wide variety of results obtained with careful
only if the field pattern is properly sampled, with mea- studies, we conclude that with a favorable geometry
surements taken on all sides of areas where the inward (sources at positions where the skull is well-modeled by
or outward directed field is strongest (the "field ex- a sphere), reasonably strong and confined neuronal ac-
trema"). Also, it is important to determine the 3-I) posi- tivity, and intelligent care, it is possible to achieve an
tion and orientation of the sensor, to take account of the accuracv of 3 mm in locating that activity. More general-
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to emerge from the head at the nasion. The z-axis is
oriented perpendicular to both the x-axis and the line
between periauricular points, and passes through the

Z origin to emerge near the vertex. It need not pass through
the vertex, and if one ear is lower on the head than the
other it generally will not lie parallel to the longitudinal
fissure. The y-axis is perpendicular to both the x- and
z-axes and passes through the origin to emerge from the
left hemisphere. Generally it will pass near, but not

10 through, the periauricular landmarks. The PPN System
defined this way is a right-handed coordinate system.

RPA 1To specify measurement positions, as well as the cor-
responding sensor orientations, this coordinate system
can be established for a given subject by using an ap-

N/ LA/ propriate 3-D digitizer, such as the Polhemus 3-Space
P (Polhemus Navigation Corporation), to characterize the

NASION y relative positions of cardinal landmarks. During mea-
surements, the same system can be employed to register
field measurement positions and sensor orientations
with respect to the PPN System (Yamamoto et al. 1988).
Alternatively, this can be achieved by using the sensors

* !themselves to locate reference coils placed at known
locations on the skin (Ern6 et al. 1987).

Similarly, MRI recordings must contain accurate infor-
mation about th, cardinal landmarks. One traditional
method is to place a marker, such as a vitamin-E pill, on
the skin at each cardinal landmark for recordings. We

Figure 2. PPN head-based coordinate system for specify- have developed a method that achieves registration with
ing positions within the head or near the scalp of a subject. higher accuracy, and we believe is easier to use and more

convenient (Karron et al. 1991). Three "pointers" are held
by a Velcro head-band worn by the subject so that each

ly, it would be reasonable in somewhat less favorable is directed toward a cardinal landmark, as illustrated in
cases to expect an accuracy of better than 1 cm for activity figure 3. The pointer itself consists of 4 thin tubes (called
in cortical sensory areas. "spokes") filled with vitamin E that are machined so that

they cant inward toward a common point in space. That
Relating Structure and Function point coincides with the resting spot when the pointer is

Determining the locations of neuronal activity in space placed against the skin at one of the cardinal landmarks.

is of little value unless the anatomical substrate can be When an MRI is recorded, several additional slices

identified accurately. It is increasingly common to relate most be registered outside the head to cover the regions

deduced positions to features of a magnetic resonance of the pointers. An MR slice that intersects the spokes

image (MRI) for this purpose. The challenge then is to registers one spot for each of them, as shown in figure 4.

establish a common coordinate system for specifying When the MRI is displayed on a computer monitor, the

MRI pixels and MSI sources. We have chosen the three operator moves a cursor to each spot in turn and a

reference points of the 10-20 system as the "cardinal program computes the MRI coordinates for the exact
center of the spot. The location is therefore determinedlandmarks" for defining an appropriate system (Wil- with greater accuracy (better than 0.3 mm) than the size

liamson and Kaufman 1989). These are the left and right of an image pixel (0.8 mm). This procedure of pointing

periauricular points and nasion. For convenience, we o ea g p ix el for ech pr ce of p o ws

call this coordinate system the "PPN head-based sys-

tem". As a short-hand, we refer to coordinates in this them. Then the programed computer computes the best-

system as "PPN coordinates". The coordinate axes of the fitting line for each set of spots belonging to a given

PPN system are defined in the following way (figure 2). spoke, and it determines where the spokes intercept.
The origin is the mid-point between left and right More specifically, it computes the point in space that lies

eoriin ois. thei-oit baset l heft a right closest to all the spokes of a given pointer. We find the
periauricular points. The x-axis passes through the origin location where the pointer touches the skin i- thereby
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Figure 4. Sagittal MRI scans of r -)ointer held against the
right perlauricular point of a subject. (Left panel) Scan
closest to the scalp, showing the ear, four spols depicting
the four spokes of the pointer, and red dots indicating the
pixels closest to the center of each spot. (Right panel)
Scan closest to the outer ends of the four spokes. These
images were photographed from a Silicon Graphics 85GT
computer monitor.

establishted with an accuracy of better than 0.4 mm. In
Figure 3. A plexiglas pointer is held against the right practice, the accuracy of determining each cardinal
periauricular landmark of a subject for an MRI scan. The landmark is therefore limited by how accurately the
arrangement of the supporting rod where it is held at the pointer can be positioned on the skin for the MRI record-
upper end to a plexiglas cube permits adjustments of ing.
position and angle. The cube has a piece of Velcro glued Tbis analysis establishes the positions of the three
to its base so that it can be attached to the subject's
Velcro headband in any direction. The yellow spokes of cardinal landmarks with respect to the MR coordinate
the pointer can be seen directed inward to the system. 'Therefore, the location of each pixel of the MR
periauricular landmark on the scalp. image can be expressed in the same PPN system as the

;eliromagnetic measurements (figure 5). By this means,
neuronil function can be related to anatomical structure. 0

Spherical Model for the Head

To interpret the field pattern measured across the
scalp, the actual shape of the head must be taken into
account. The spherical model has provided a convenient
simplification for modeling the pertinent region of the
head when interpreting neuromagnetic data (Grynszpan
and G;eselowitz 1973; CTuffin and Cohen 1977). 1 lari and
llmoniemi (1986) provide evidence through a model cal-
cIllation that the sphere is best when fit to the region of
the head overlying the source, where the volume currents
are strongest. Because the curvature of the skull differs

Figure 5 Computer representation of three pointers show- from one location to another, the spherical model will

ing the spokes directed toward cardinal landmarks (yel- have a different site than the subject's head. 'Ibis is

iow) The green axes define the cartesian coordinate illistratt'd in figure , for a fit to the region over the
system in which MRI pixels are specified. The blue axes parieto-occipital sulcus. A computer cursor was
define the PPN head-based system, which is defined with employed to record the representative locations on the
respect to the cardinal landmarks inner silrtace of the skull on appropriate MR slices, and
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Multiple Neuronal Sources in Temporal
Cortex

As the quality of MEG measurements improves, inter-
est can be extended to situations where several close-
lying sources contribute to the field pattern at any given
moment. Weinberg et al. have discussed one example in
which several dipoles were placed within a model skull
and were activated in various combinations (Weinberg
et al. 1985). An ambiguity arises when it is not clear
which field extrema are associated with a given source.
One method for dealing with the multiple dipole case has
been developed by Scherg (1990) for EEG data, when
sources are activated in succession. We shall illustrate
another method that has proved effective where the in-
dividual sources can be separated by exploiting their
functional differences.

We shall illustrate the resolution provided by MSI

Figure 6. Spherical model (orange) best fitting the parietal with a difficult challenge that had not previously been

Sgion of the inner surface of the skull, shown in relation to met with EEG techniques: resolving the sources in tem-

a sagittal MRI cross section of the head. PPN axes are poral lobe that contribute to the 100-ms component of the
depicted in blue. auditory evoked response. Niitiinen and Picton (1987)

suggest that as many as 6 different neuronal sources may
contribute in some measure to the event related potential
(ERP) detected 100 ms following onset of a tone burst.

the computer subsequently computed the location of the Evidence for a source of N100 in the supratemporal plane
center of the sphere whose surface most closely agrees was obtained by Vaughan and Ritter (1970), who ob-
with the locus of points. served a polarity reversal in the EEG over that location

Several groups are presently developing realistic con- when the nose was used as reference. Definitive iden-

ductivity models for the head that can be used with finite tification of the actual locations was provided by

element methods to compute the extracranial field and neuromgn e actu al loaioet a s provd e by

scalp potential for a model source within. Himlinen neuromagnetic studies by Har et al. (1980) and Bak et al.

and Sarvas (1989) used a numerical approach to deter- (1981). Contributions from an additional source in the

mine the importance of including the currents within the temporal lobe were inferred by Wolpaw and Penry (1975)
mind he mportawhen deducing an MSI within a realis- who reported statistically significant differences in the
skull and dermis he edu m within a reas EEG waveform within the interval of 100 to 200-ms from

assumed uniform in conductivity, and the skull itself was an electrode over the vertex compared with another over

assumed of uniform thickness. They concluded that con- temporal scalp positions T3 and T4. The difference wasassued f uifom thcknss.The conludd tat on- called a "T" complex, consisting of a positive peak at

tributions to the field from the weak currents in the skull a 151 mecn ng otive peak at
and dermis can be neglected for many purposes. about 105-110 msec and negative peak at 150-160 msec.

and erms cn benegectd fr may prpoes. More recent studies of scalp potentials also have been
Moreover, current patterns produced by departure from Moerret studies of a po te al en

sphericity of the inner surface of the skull contribute interpreted as indicating the presence of a lateral tem-

fields that are generally weak except for sources that are poral source (Vaughan et al. 1980; Wood 1982). The fact
fieepe than are cm.eneraidyerable impme n i sourc ae that several neuronal sources contribute differently to the
deeper than 4 cm. Considerable improvement in source ERP and ERF measured near the scalp was made clear by
localization can be achieved by employing numerical Hari et al. (1982) who found that the amplitudes of the
models to account for actual volume current patterns 100 msec electric and magnetic responses did not increase
(Rose et al. 1989). The effect of using spheres determined in the same way with increasing interstimulus interval

by different criteria to model the head when locating a (ISI). The two would be proportional if they originated

source in the temporal area has been assessed by form the same source of fixed geometry.

Liitkenh6ner et al. (1990). The most important contribu- In studies of neuromagnetic responses to toe bursts

tions from non-sphericity are in frontal areas, and they appl ie s of a c o a neti mure sones SI), Lii et

can be appreciable for sources lying more than 2 cm applied witha constant interstimulus interval (,i

below the skull. Nevertheless, localization accuracies of al. (submitted) observed that when the ISI is lengthened

better than 1 cm can be achieved with numerical model- a second source can be detected with a latency 10 ms

ing to take into account the actual shape of the skull. shorter than that of the N100m component. In other
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Figure 7. Sagittal view depicting the isofield contours over the left hemisphere for a subject responding to tone bursts
presented at a fixed ISI of 1.2 sec and 6 sec.

words, the field map over the temporal and parietal areas determined by the curvature of the inner portion of the
indicates the presence of the classic N100m response for skull, extending over a radius of 5 cm about the point
an ISI of 1.2 sec (figure 7a), but for an ISI of 6 sec the lying about midway between the estimated source posi-
pattern reveals the presence of a second source as well tions. Table I lists the parameters of the dipole that best
(figure 7b). For convenience, we shall refer to this new account for the N100m pattern at short ISI, for each of 2
component as the latent component and denote it by subjects. When a second dipole is added to account for
L100m. This terminology comes from the dictionary the pattern at long 1SI, the position and orientation of this
definition of latent as "not apparent but capable of being N100m dipole were first fixed and then a 6-parameter fit
expressed". was employed to determine its new strength and the 5

The striking differences between the two patterns can parameters of the L100m dipole. The result for sources
be seen in the appearance for long ISI of a region of strong in the left hemisphere of one subject is shown in table 1.
negative field over the area of the ear, and a strengthen- In a second fitting procedure, we used these dipole
ing and shift to the lower right of the upper right positive parameters as the best initial estimate and carried out a
extremum, so that it is much stonger than any portion of 2-dipole fit, allowing all 10 parameters to vary. The
the negative extrema at the left. A reasonable hypothesis best-fitting positions for the first and second procedures
is that neuronal activity appears which produces a posi- varied by less than 4 mm.
tive field extremum at the upper right nearly coinciding
with the existing positive extremum of N100m. Its nega- Ambiguities in Identifying Sources
tive extremum lies over the region of the ear, to the lower As mentioned earlier, there is an inherent ambiguity
right of the negative extremum of N100m. in assigning field extrema to individual sources in a

A local sphere model was employed to determine the 2-dipole model. A positive extremum can be associated
locations of the two neuronal sources. Its center was

Table 1. Best-fitting parameters for the dipoles that best account for the field pattern at both short and long ISI for the
subject characterized in figure 7b. Parameters at short ISI condition for the subject as characterized in figure 7a ond for
another subject are also shown,

Condition Subject Component x (cm) y (cm) z (cm) , (degree) Q (n'm)

ZL(Left) N100m -0.9 6.3 6.2 -140 3.3

SW (Left) N100m 0.8 4.3 5.4 -134 11.4

L N100m 12 5.2 5.9 -122 11.4LongISI 1 SW (Left)
1 L100n -1.9 6.7 4.2 -94 2.3
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Table 2. Successive sets of parameters describing two dipoles in the left hemisphere that are being adjusted to achieve
a best fit to the isofield contours of figure 7b for ISI = 6 sec. Orientations of the two dipoles are illustrated schematically at
the right by arrows. Between steps 24 and 25 the orientations of the dipoles are switched as are two of the three position
coordinates. However, they are switched back to the original assignments between steps 26 and 27. Each step comprises
6 computer iterations.

Step No. Dipole Qx (nA.m) Qz (nA'm) X (m) Y (mm) Z (tm) Dipole 1 Dipole 2

24 1 -2.5 -8.2 -4.8 -72.3 58.4

24 2 -10.0 -2.3 10.2 -56.0 45.8

25 1 -2.7 -2.2 -5.5 -77.0 62.7_

2 -2.7 -10.8 41 -70.4 41.7

26 1 -3.6 -5.0 -3.7 -73.8 61.5

2 -3.9 -7.6 1.3 -65.0 40.1

1 -3.3 -6.8 -2.6 -71.9 60.627
2 -6.9 -5.4 3.7 -60.0 40.9

a priori with either of the negative extrema. To inves- deduced N100m and L100m dipoles in the left hemi-
tigate how the program dealt with this, we followed the sphere with respect to a sagittal MRI recorded near the
evolution of the fitting sequence and found instances average depth of the L100m and N100m sources. The
when an attempt to switch associations was made. Table N100m source lies 5 mm from the sulcus depicted in this
2 provides one such example. However, for a variety of superficial MRI slice. At a greater depth beneath the
starting conditions in which the N100m dipole is close to scalp (e.g., at y = -5 cm) the sulcus comes closer to the
that providing the best fit to the data of figure 7a the position of the dipole. Moreover the dipcle is oriented
minimization procedure based on chi-square as the cost perpendicular to the average direction of the nearby
function yielded similar final values for the parameters. sulcus. This can be understood if the neuromagnetic
This demonstrates that the fitting procedure is robust. field is produced by intracellular currents within

Figure 8 shows the locations and orientations of the pyramidal cells of the cortical layer forming the floor of

Figure 8. Locations and orientations of dipoles in the left hemisphere accounting for the field patterns in figure 7 (left
panel; subject SW), as well for the field pattern of another subject (right panel; subject ZL) are shown as red arrows, where
the tip of the stem of each arrow is placed at the respective source. Orange ovals depict the 95% confidence region for
each location. Tic marks along the PPN x and z axes are spaced at 1 cm intervals.
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the cortical surface. Therefore, it is only necessary to
define the local normal to the cortical surface to infer the
direction of the total dipole moment. Figure 9 illustrates

Cortex at how the observed tangential component Qt is projected
-onto the direction normal to the surface to predict the

total dipole moment Q. This kind of analysis has been
applied to obtain the total current dipole moments for
steady-state responses to amplitude modulated tone of

To Center Or various frequencies (Romani et al. 1982). While the tan-

of Head gential component Qt varies considerably with tone fre-
Locus of quency, the total moment Q is nearly independent of

Activity frequency, suggesting that the same number of neurons
respond regardless of frequency.

Figure 9. Projection of the tangential component Qt of a Once the total dipole moment is obtained, it is possible
current dipole onto the line that is perpendicular to the to take a further step and deduce the areal extent of cortex
cortical surface to predict the total current dipole mo- that responds to the stimulus. An analysis of current
ment Q. source-density measurements for long-latency responses

in cat and monkey has shown that the current dipole
moment at the moment of peak activity is about 50 pA-m,

the lateral sulcus, in primary auditory cortex (Hari et al. to within an uncertainty of about a factor of 2, for each
1980; Bak et al. 1981). By contrast the L100m source is mm 2 of cortical surface area (Lii and Williamson 1991).
found to lie within the supratemporal sulcus, in the Therefore, the total active cortical area can be estimated
region of the auditory association cortex (Pandya and as Q/ (50 x 10-12) mm 2.
Seltzer 1982), and it is oriented nearly perpendicular to
the sulcus at its position. Spontaneous Rhythms of Cerebral Cortex

Lii et al. (submitted) have also observed a second
component with approximately 200 ms latency, for tone Because neuromagnetic fields are comparatively well
burst stimuli presented at a long ISI, whose source is confined near their sources, it is possible to investigate
located in this same region of the lateral temporal area, aspects of spontaneous cortical activity that have not yet
but this will not be discussed here. been studied with EEG measurements. A series of cog-

nitive studies we have carried out is motivated by the
Total Source Strength research of Pfurtscheller et al. (1977, 1988, 1988b) who

found that EEG power in the alpha band between 8 and
When the pertinent region of the head is well-repre- 13 Hz suffers a -harp reduction ("event related

sented by a sphere, only the component of a current desynchronization") subsequent to visual stimulation as
dipole source that is tangential to the sphere contributes well as during the performence of voluntary acts. Their
to the external field (Grynszpan and Geselowitz 1973). In method is similar to one devised by Kaufman and Price
this sense, what neuromagnetic measurements will not (1967) to study modulation of high-frequency EEG by
"see" is a precisely radial source. This class of sources is visual stimulation, and by Kaufman and Locker (1970) to
a small proportion of the total. Some two-thirds of study effects of attention on visual modulation of alpha
cerebral cortex is located within fissures and sulci, where activity.
the perpendicular to the cortical surface has an appreci- We have carried out similar studies with MEG mea-
able component lying tangential to the overlying scalp. surements over various areas of the scalp and find that
Thus the majority of the cerebral cortex, as well as sub- magnetic alpha rhythm during cognitive tasks is sharply
cortical regions, will be accessible for magnetic study. suppressed ovr the areas of cerebral cortex that may be

While only the tangential component Qt of a dipole expected to participate. For instance, field maps over the
will be directly recorded magnetically, it is nevertheless occipital and parietal areas provide evidence that visual
possible to infer the total current dipole moment Q from cortex plays a role in visual imagery (Kaufman et al.
knowledge of its tangential component Qt. Anatomical 1990). The strongest source of alpha rhythm is the
information provides the necessary connection. In parieto-occipital sulcus, where sources ("alphons") of
cerebral cortex, pyramidal cells are the dominant individual alpha spindles have been localized (William-
neuronal populations having a preferred orientation for son and Kaufman 1989b). Nevertheless, there is a greater
the axes of their dendritic trees. The corresponding in- percentage of power suppression near the midline of the
tracellular currents have a net direction perpendicular to occipital area during mental imagery, which is the key

40
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Figure 10. Variance in field power within the alpha bandwidth averaged over 36 trials when an imageable or nonimage-
able word is shown on a diplay for 200 msec beginning at the time origin. Data were low-pass filtered to smooth over
individual alpha oscillation5. Five traces are provided by simultaneous measurements with a probe consisting of four
sensors evenly spaced on a -ircle of 2-cm radius centered on the fifth sensor. The probe was positioned over the occipital
scalp (upper panels) or an 4rior temporal area (lower panels). The left panels show suppression when the subject seeks
an image for the object the t an imageable word represents, with suppression beginning earlier and enduring longer over
the occipital area than ten poral. The right panels show the measurements at the same respective locations when the
subject seeks a word that rhymes with a non-imageable word displayed. Occipital suppression again begins earlier but
is relieved much sooner th - for the temporal area.

evidenc ,- that indicates the .iarticipation of visual cortex. suppression begins over the temporal area and is sus-
Computer simulations of .'hythmic activity in cortical tained for more than 500 ms as the subject seeks a rhyme.
folds, as comprise primary visual cortex, reveal that the The interplay between the two areas is quite apparent.
average power pattern acros the scalp is characeristic of As a final example of advantages gained by measuring
anatomical features of the cortical geometry (Kaufman et the neuromagentic field, we cite a recent study that is the
al. 1991b). first full use of the Sternberg paradigm to study the

Moreover, suppression of spontaneous alpha rhythms relation between short-term memory scanning and the
in the occipital and parietal areas is found to be specific spontaneous activity of the brain. The results support the
to the task (Kaufman et al. 1989). Figure 10 shows that hypothesis that increases in reaction time with memory
when a subject seeks a rhyme for a word displayed on a set size are reflected in the duration of local changes in
screen, suppression over the visual area begins immedi- the level of spontaneous activity of cerebral cortex. In
ately and is sustained for more than 500 ms. This reflects this study the subject was presented by earphones a
processing of the visual information in the occipital series of 1, 3 or 5 tones as a memory set. After a few
region. By comparison, after a delay of about 100 ms seconds a probe tone was presented and the subject
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Figure 11. Duration of suppression of alpha rhythm over the left temporal area (L) and right temporal area (R) for each
of 3 subjects after hearing a probe tone. The subject is instructed to determine whether it matches a tone previously
heard as part of a memory set. Left hemisphere suppression duration is significantly correlated with memory set size for
all 3 subjects' right hemisphere data, but for only one subject (FK) in the case of the left hemisphere.

pressed one reaction tHme button if it was judged to be a ly, this limitation is being overcome by the advent of
member of the memory set and another if it was not. commercial systems that provide arrays of 37 or more
Figure 11 shows that suppression time increases with the sensors so that the entire field pattern from a given source
number of tones in the memcry set (Kaufman et al. 1991), can be obtained at one positioning. It is reasonable to
as is true for the reaction time in the classic Sternberg expect that systems with more than 128 sensors will
studies (1966). This is conventiinally interpreted as become available in the next decade to provide simul-
reflecting the serial processing of all 'ones in the memory taneous measurements with proper sampling over near-
set, regardless of whether the probe occurs early in the ly the entire head. The virtue of MEG recording being
series. Thus the duration of suppression provides a contactless means that the procedure of obtaining data
meaningful gauge of the time when a person is accessing can be efficient. Within five minutes or so of a subject's
memory. arrival the measurements can begin. Counterbalancing

These studies relating suppression duration to the obvious advantage in efficiency and effectiveness of
memory set size also revealed a strong correlation be- large sensor arrays is the likelyhood that MSI systems
tween the spatial pattern of suppression and the spatial will be expensive, just as for complementary imaging
distribution of N100m strength in response to presenta- systems, such as positron emission tomography (PET),
tion of the individual tones. This provides strong that provide other measures of local brain function.
evidence that the alpha rhythm we observe originates in MEG has a major advantage over the EEG in the fact
auditory cortex. that it provides a measurement of the field at one location

in space. There is no need for a "reference". The EEG is
Overview based on the measurement of a voltage, which necessari-

ly entails a differential measurement of the potential at
Where MSI techniques have suffered in the past, is the two separated locations. Eliminating the effect of the

need to carry out sequential measurements because of the reference can be done with the EEG, but it means com-
lack of a sufficient number of sensors to cover the entire puting the differences between two voltages, conven-
scalp at one time. Determining a field pattern requires a tionally carried out by computing an approximation to
minimum of 30 or so measurements, and often 50 or more the Laplacian for the data recorded across the scalp. Thus
need to be obtained for accurate results. These methods the reference is eliminated, but signals from different
are not cost effective for a clinical setting. Moreover, such sources may be superimposed. Moreover, signals in the
long measurement sessions may well lead to variability area of the scalp at the boundary of the electrode array
in responses as the state of the subject varies. Fortunate- cannot be characterized by this means, so that complete
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coverage is sacrificed. The closeness in spacing of Grynszpan, F. and Geselowitz, D.B. Model studies of the mag-
electrodes in an array determines the accuracy with netocardiogram. Biophys. J., 1973, 13: 911-925.

which the Laplacian can be approximated, and cor- Hmiialinen, M.S. and Sarvas, J. Realistic conductivity

respondingly the extent to which signals of different geometry model of the human head for interpretation of
neuronal sources may be distinguished. The trade-off is neuromagnetic data. IEEE Trans. Biomed. Eng., 1989, 36:

165-171.
that signal strength diminishes as electrodes are brought Hari, R., Kaila, K., Katila, T., Tuomisto, T. and Varpula, T.
closer together. Certainly, EEG equipment is much less Interstimulus interval dependence of the auditory vertex
expensive than MEG systems, but considerable time is response and its magnetic counterpart: Implications for their
required to prepare the subject before, and to clean up neural generation. Electroenceph. Clin. Neurophysiol.,
after a study. These lengthy procedures are simply not 1982, 54: 561-569.
needed for MEG recordings. Hari, R., Aittoniemi, K., Jirvinen, M.-L., Katila, T. and Varpula,

We have not discussed another advantage of MEG T. Auditory evoked transient and sustained magnetic fields

measurements: the bandwidth extends downward to dc. of the human brain: Localizaton of neural generators. Exp.
Brain Res., 1980, 40:237-240.

By moving a subject toward a sensor, the change in dc Hari, R. and Ilmoniemi, R.J. Cerebral magnetic fields. CRC
output indicates the dc field at the final position. Once Critical Rev. in Biomed. Eng., 1986, 14: 93-126.
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Magnetic Source Images Determined by a Lead-Field
* Analysis: The Unique Minimum-Norm

Least-Squares Estimation
Jia-Zhu Wang. Samuel J. Williamson, Member, IEEE, and Lloyd Kaufman

Abstract-The minimum norm least-squares approach based A general approach to deduce information about a
on lead field theory provides a unique inverse solution for a source current distribution from magnetic data is based on
magnetic source image that is the best estimate in the least- a Fourier analysis and was applied to a geometry in which
squares sense. This has been applied to determine the source the current image is confined to a plane [71-1101. Spatial
current distribution when the primary current is confined to a
surface or set of surfaces. In model simulations of cortical ac- filtering, models were also developed for two-dimensional
tivity of the human brain, the magnetic field pattern across the current distributions [I 1l]-[ 13]. A general approach to the
scalp is interpreted with prior knowledge of anatomy to yield a 3-D problem was introduced by exploiting lead-field anal-
unique magnetic source image across a portion of cerebral cor- ysis in a linear estimation (141, [151 based on the mini-
tex, without resort to an explicit source model, mum norm current distribution [161-118] as implemented

for planar geometries [19]-[21]. The lead field specifies
the pattern of sensitivity of a detection coil. and it de-
pends on the coil's geometry and orientation with respect

A magnetic source image (MSI) specifies the distribu- to the conducting body. For axial symmetry, as when the
tion of electric current within a conducting body that axis of a circular coil is directed perpendicular to the sur-

can be deduced from measurements of the magnetic field face of a sphere, the lead field pattern L(r') is identical
pattern outside its surface. Determining such images is a with the vector potential that would be produced if a cur-
central focus of biomagnetic research [I]. There is no rent were passed through the coil (6]. In this case, the
unique solution to the inverse problem from measure- magnetic flux produced in the coil by a current dipole
ments of the field pattern everywhere outside the body, or Q(F') is the scalar product L(') • Q(').
for that matter, from measurements of the electric poten- It is well known that a current dipole's component lying
tial across the surface, or from a combination of both !21. normal to the surface of a semi-infinite space or sphere of
Traditionally, solutions have been achieved by introduc- uniform conductivity makes no contribution to the mag-
ing explicit source models such as a current dipole [3], netic field outside the surface. The reason is that the
[41 or distribution of a small number of dipoles [5] and boundaries of the conducting medium disturb the pattern
determining the values of their parameters to best account of the dipole's volume current in such a way that the nor-
for the measured field pattern. When a single dipole is mal component of the volume current and dipole fields
located within a conducting body of planar or spherical cancel exactly. For this reason, linear models have a sin-
symmetry. information about the two field extrema, where gular feature that adds a family of solutions from the ho-
the field normal to the surface is strongest, is sufficient to mogeneous equations as the nonunique aspect of the in-
determine its parameter [6]. While field patterns about the verse solution. The minimum norm condition eliminates
human scalp, such as those produced by neuronal activity the ambiguity in favor of the solution whose mean square
responding to a sound, often can be accounted for by one strength integrated over all space has a minimum value.
or more current dipole sources, the inherent ambiguity of In practice. minimum norm estimates are generally un-
the inverse solutions introduces uncertainty about the va- stable with respect to modeling errors and measurement
lidity of multidipole models. This paper provides a means noise. The spectral expansion [221 is equivalent to the
for substantially reducing this uncertainty, minimum norm approach that permits combinations of

lead fields to be used in constructing an orthonormal basis
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straint of anatomical features. In an earlier work [271, an- cus. The image is represented on a corresponding image
atomical structure was shown to play an important role in surface. With correct prior knowledge, we may assume
determining the pattern of magnetic field power produced that the image surface and source surface coincide. With
across the scalp. To illustrate the capability of this tech- this condition, the effects of finite sensor spacing and noise
nique. we carry out computations of direct relevance to will be assessed for representative conditions. These re-
applications in neuromagnetism. However, the method is suits indicate that a unique inverse solution is feasible for
sufficiently general to be applicable for a wide variety of the general problem of sources limited to a set of surfaces.
situations, including excitation patterns of the heart. Spe- provided that a sufficient number of sensors is employed
cifically, we exploit the physiological fact that neuronal and the noise level is not excessive. Thus. knowledge of
sources producing the dominant extracranial magnetic anatomy, as provided by a magnetic resonance image,
fields are confined to specific regions of the brain. For overcomes the nonuniqueness of the classic inverse prob-
instance, sensory evoked activity is restricted to the ap- lem in biomagnetism.
propriate sensory and association areas of the cerebral The following section provides an explanation of the
cortex. Motor activities originate in specific cortical areas mathematical basis for the inverse solution. Readers who
as well, and their coordination involves the cerebellum. prefer to skip to applications of the technique can proceed
Certain cognitive processes are supported by both cortical direct o to Section III. .
and subcortical structures such as the hippocampus. where A%
the laminar configuration of aligned neurons can be de- I. INVERSE SOLUTION
fined by an appropriate surface. Similar considerations
based on surface geometries can be introduced for other A. Lead Field Description
applications. Therefore, only the inverse solution for ac- The primary current is assumed to be distributed within
tivity on these surfaces need be computed. a finite space J). The law of Biot and Savart relates the

In terms of lead field analysis, our approach is to con- magnetic inducti, B(F) to the current density J(F')
struct a linear model based on a given geometric config- within 0:
uration of the image surface where the inverse solution is
sought. Field measurements are camed out with sensors - J J(F') x (F - F')
placed at various locations on an observation surface. The B(F ) = a IF _ F11 dF' (1)

analysis presented here has a trivial generalization to mea-
surements with detection coils placed in any configuration The source surface has a known geometrical configuration
so long as they detect only the field produced by the pri- (7' e ). It follows that measurements of the component

mary current. The surface specifying the actual location Bi normal to the observation surface at m positions r, are

of primary currents is called the source surface. Equipped linearly related to the current source density by
with the theory of the generalized inverse, we exploit the
method of computing the minimum-norm least-squares Bi = L,(F') J(F') dF' i = 1, • m. (2)
solution (MNLS) for the source current distribution. It is
known in mathematics as the Moore-Penrose inverse, or The dot product is performed in the ordinary 3-D space
pseudoinverse, which leads to a unique solution to the and dF' is the differential volume element. The vector
given linear model. It provides the best estimation in the field L,(F') is known in biomagnetism as the lead field
sense that it has the least residual error between the mea- and in mathematics as the kernel. The lead field L,(F')
sured and computed fields, as well as minimum power for accounts for the sensitivity of the ith detection coil at
the image configuration. It is a unique inverse solution for measurement position F, to the presence of the source cur-
a given linear model. rent density at F'. The lead field within 0 is determined

We shall illustrate the proce1ure by computing inverse by the geometry and orientation of the detection coil at its
solutions for sources located within a conducting half position of observation. In order to concentrate upon the
space, with field sensors placed across its planar surface. theory and method, we shall restrict ourselves to consider
Measurements are performed with the sensors oriented to detection coils that have the simple geometry of a mag-
detect the component of the field that is normal to this netometer. This represents a single coil whose diameter
observation surface. Therefore. only the component of the is sufficiently small it may be considered a point. Bearing
primary current lying parallel to the surface need be con- the anatomy of cerebral cortex in mind, it is natural to
sidered, for the normal component of the primary current restrict the source space Ii to a region that can be modeled
produces no external field. The secondary current, which as a folded surface layer of thickness w. The volume in-
represents the influence that the surface has on the pattern tegral is, therefore, reduced to a surface integral. If we
of volume current, produces no field normal to the sur- further divide the image surface into a grid of n cells of
face. Solutions will be obtained for the distribution of pri- area AS,' centered at position F', and replace the integral
mary sources across a surface that lies within the con- by a summation. (2) becomes
ducting medium, with the current everywhere
perpendicular to the surface. This represents the portion B, L,(F;) -J )w AS i = 1, m. (3)

CL- of cerebral cortex that forms the wall of Afl0"ssure or sul- -m
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Note that the combination J(7;') w AS' has the dimension where x is a column vector with n unknown elements, and
of ampere-meter, which corresponds to that of a current y is a column vector with m observations. Here A is still
dipole Q1. In matrix representation, (3) can be wntten as an m x n matri,, but since m < n (rank (A) = m) it ha's

b =LQ, (4) fewer equations than unknowns. For such a case, there
exists an infinite number of solutions for x. However,

where b and Q are column vectors and L is an m x n there is a unique solution given by the minimum norm
matrix. If the coordinate system is oriented so that inverse [19], [281, [29]:
J(F;) has a finite projection onto two or three axes. the Xy. 0 )
value of n is correspondingly two or three times greater
than the number of image nodes. X = Ar(AAT) - . (12)

Let us look at this approach from a different point of
B. Least-Squares Solution for an Overdetermined view. First we form an m X m symmetric matrix AA r,
System which is nonsingular, since the rank of A is m. Diagon-

We now momentarily turn to consider purely mathe- alizing the square matrix, we can obtain m nonzero eigen-

matical aspects for dealing with an overdetermined linear values and corresponding eigenvectors. We can further
system, consttruc m orthonormal basis vectors in terms of those

eigenvalues and eigenvectors, together with the row vec-
Ax = y (5) tors of matrix A. They form a complete set in this

where A is an m x n rectangular matrx. x is a column m-dimensional row space of matrix A. Therefore we can
vector with n unknown elements. and y is a column vector expand x in this subspace and find the coefficients for the
with m elements of observations. If m _> n. there are more expansion. This approach is called the spectral expansion

withm eemets f obervtios. f m> n.thee ae mre 22]. It can be shown that the formulation given by spec-equations than unknowns, so there is no solution in the c oincidesoith the m inum nrmtral expansionconiesihheiiu no'rverse
traditional sense. Nevertheless. it is possible to obtain a e in ) inc the discret case.
best estimation of x. denoted by 1. "Best" is understood
in the sense of minimizing the Euclidean 2-norm of the
residual error e [281 [29] because of its computational D. The Unique Minimum-Norm Least-Squares Solution
convenience: We now return to the lead field analysis and discuss the

Hlell = ,A.l - ylj. (6) realistic situation, where we wish to determinethe source
current distribution based on a set of measurements. Thus,Minimizing the norm in (6) is the same as minimizing the we are seeking an infinite number of parameters from a

square of the norm: e re. A few steps of derivation lead finite number of measurements. The inverse solution (2)to the following matx equation that expresses this con- can never be unique for there may exist a family of func-

tions J * that are the solutions of the corresponding ho-

A TAi = A v (7) mogeneous equations of (2):
where A T is the transpose mainx of A. Equation (7) is )0
known in statistics as the system of normal equations. The L dF' O. (13)
best estimation that minimizes the residual error is given
by the solution of this set of equations. If we limit the solution to positions on a grid across an

If the square matrix A TA is non-singular. that is, ) image surface as in (4), we are, in principle, still dealing
CIA) n, or all the equations are linearly independent, we with an underdetermined system with more unknown pa-

/Ican define a generalized inverse X: rameters than the number of equations. As discussed in
Section II-C, for such cases there exist an infinite number

= Xy. (8) of solutions.
* X = (A "A) A. (9) Errors contribute further indeterminacy to the inverse

solutions. Apart from the additive noise in experimental
However, in real situations found with neuromagnetic observations, there are other sources of error such as the
measurements, the square matrix .4 r.A is often singular so lack of accuracy in determining the positions of measure-
that the direct inverse does not exist. This case will be ments, etc. Moreover, the mathematical modeling itself
dealt with later in Section I-D. introduces error into the problem. One example is the se-

lection of the number of cells for the grid representing aC. The Minimum Norm Inverse continuous source. Even in the case of a computer simu-

We now turn to an underdetermined system and first laion, without adding noise there are still machine errors,
for roundoff errors are inevitable when using floating-pointconsider only the case waere the ,et of equations s con- art m ic

sistent. that is, the equations are all linearly independent: arithmetic.
Despite these difficulties, it is still possible to find an

Ax = y. (10) estimate of the unknown elements of the current image.
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For the linear model in (4), what is needed is a type of 111. SIMULATION WITHOUT NOISE
generalized inverse L' that provides the estimation Q for
the vector Q: The human brain is distinguished from that of lower

primates by a larger ratio of surface to volume, which
= L~b. (14) enhances the area of cerebral cortex to the extent where

We claim that the best estimation should always be under- two-thirds of it is found in fissures and sulci that penetrate
stood in the least squares sense as it minimizes the resid- the interior. A small portion of a fissure or sulcus may
ual error: IILQ - biI. However, the least squares inverse therefore be modeled as vertical wall extending below a
does not provide a unique solution for the general case horizontal surface representing the scalp. In general, fis-
with rank r < min (m, n). Therefore. it is desirable to sures and sulci do not run in straight lines, so that the
seek a best estimation that not only minimizes the residual local curvature may be modeled in an extreme way by an
error but also minimizes the norm of the solutions. "L shaped wall, illustrated in Fig. 1. This kind of model

Fortunately, this kind of minimum-norm least-square has proved useful in an earlier sir.ulation of spontaneous
inverse (MNLS inverse) known as the Moore-Penrose activity across the surface of visual cortex. In that simu-
[301. [311 generalized inverse' or pseudoinverse in math- lation, the visual cortex was represented by four such
ematics, has been well studied [281, [291. Because of its pieces, placed so their vertical edges coincide to produce
importance for the inverse problem. the relevant details a cruciform-shaped surface [271.
of the mathematical description will be revieved briefly. In the present geometrical model, each plane forming
For a m X n matrix L with rank r < mi inr. n). it is the L-shaped wall of cortex is 5 x 5 cm. This is chided
always possible to factor L into the product of two ma- the source surface, because it specifies the location of
trices both with rank r: neuronal activity. In the examples to be discussed, we

assume perfect knowledge of the anatomy so that the im-
L = CD (15) age surface where the inverse solution wil be sought co-

incides with the source surface. The observation surface
where C is a m x r matnx and D is a r x n matrix. The where field measurements are taken is a horizontal plane
MNLS inverse is uniquely given by located 1 cm above the top edge of the image surface,

with its center located +2 cm from the comer of the -L"
L = DT(DDT)-(CrCI C (16) along the x-axis. For present purposes, it can be consid-

ered as the upper boundary of a homogeneous conducting
Equation (16) reduces to (9) for an oerdetermined sys- half space. The observation plane has dimensions of 12
tem (m > n) with full possible rank n. and reduces to (12) x 12 cm so that it is large enough for the sensor array to
for an underdetermined system (m < n) A ith rank m. extend beyond the locations where the vertical field corn-

Some authors have used the expression L' TLL T) - 1to ponent has local outward or inward extrema. Each sensor
compute the "minimum norm'' inverse Hovieer. as we is considered a point magnetometer. so that the finite area
pointed out above in Section Il-C. this simpler expression of the detection coil can be neglected. The sensors are
is correct only when the square matnx LL is non-sin- arranged at nodes of a grid having sides of length s. Com-
gular. Often it is singular if rank (L) < m \A hen m <. n. putations of the corresponding image on the image surface
so LLr)- does not exist. In such a case. \. hen a solution are carried out for nodes of a grid having s'des of
in the form of a generalized inverse is ,ought by the length a.
method of singular value decomposition SVDI 1321. this In the simulations, source configurations are defined on
expression is equivalent to the pseudo in,erse given in the L-shaped walls, and field values are computed for each
(16). Such a solution is actually the MNLS n'.erse. which sensor. Then the NMLS inverse is computed from 'his set
provides not only the minimum norm but also the least of values. Although (16) provides an explicit expression
square virtue. Therefore. for the solutions presented here. for the MNLS inverse, it is often impractical for compu-
irffle number of measurements excecds the number of tations. Instead we use the SVD method 1321 to construct
unknowns we shall use SVD to obtain L " = (L rL) L r. the inverse solution. We first try to find an orthonormal
In the other case. when m is less than n. A~e shall use L' basis as described in Section II-C and D for the span of
= L T(LLr). This choice is made to mnnlmitze compu- lead fields L. as given in (4). If the basis is complete, it
tation time. For either case, the nonzero elgen salues of is used to expand the source distribution that shares the
the square matrices LL T and L T L are the same. so that same domain. If on the other hand the basis is not com-
the results are equivalent. Alternative's. SVD can be used plete, as is often the case, there exists a null space that
directly to compute L-. corresponds to the zero or near-zero eigenvalues of the

symmetric matrix of LL T or L TL. Using the SVD method
'E H Moore in i20 generalized t':e notionof 'inerse to include all we can eliminate the null space. The expansion of the

matrices. a angular or singular Unaware of Moore s ,ork. R Penrose source distribution is then limited to the subspace in the
showed in 55 that. for a m x n matn .4. there exists a unique matrix range of L.
4' -sats in the four relations A.A ' 4 1.1 4A 4 .4 ,') = ra n of L
4". (.4 ',4) = A' 4. Penrose also showed that (his generalized inverse When carrying out the above procedures, it is essential
possesses the least squares property to maintain high accuracy in the computations and yet
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Fig. 1. Horizontal plane where observations of the field B. are made by -

point sensors at nodes of a square array of side s. The source space consists

of two vertical walls meeting at right angles at 2 cm from the center of the Z-.5 Cm. Max . 2.9
observation plane. The top edge of !he image surface locates I cm below (c) " -0.,
the observation plane. The image surface coincides with the source surface. .2
and inverse computations are carried out 'o deduce the geofe density on

S node of a square array of side a. -4

i age. .51/

complete them in a reasonable time. In general, single 5 4 3 2 1 0
precision is used for all input values, as well as for output.
This procedure reduces computer memory requirements Fig. 2. Magnetic source images (MSs) of a single current dipole of

and is adequate in consideration of the uncertainties in strength Q = I nA ._m located on use x - z plane at the indicated depths
practical measurements. Double precision is used only . ose .coordinaeare: (.. z) = (2. -2). (2, -3). and (2. -4.5) cm

with its l rection normal to the i in in e al Swhen accumulation of roundoff error will seriously affect represented by current dipoles distributed on a grid of spac- Le Fc

the accuracy of the computation. A typical computation\ ,n 0.36 cm. with arrow leni dio I n t.
as used to produce the image in Fig. 2. required only 30 b. mage o th ipo er nted by contours of constant current dipole 5h

-s on a Sn S 2 c mof ent density q. The values (5 A/m) for the maxima are indicated in
Ss on a Sun Sparc 2 computer with 16 Mb memory size, each case. The interval between adjacent contours is 2 JA/in. The values

but for a larger array as used in the lower panel of Fig. of q in the unit of g&A/in for the maxima am indicated above each panel.
13, 30 min were needed.

coordinates (x, z) = (3.5, -2). The image density on the
A. Single Dipole Source y - z plane is everywhere less than 0. 1 uA/rm, and so is

In the first simulation, a single current dipole is chosen not shown in the figure.
for investigation because it represents the simplest pos- An important property of these images is that the total
sible source. It is oriented parallel to the y-axis to repre- strength, expressed as the total current dipole moment, is
sent a source in the x - z plane whose primary current essentially independent of the depth of the maximum and
flows perpendicular to that surface. Computations were matches that of the source. An integration over the whole
carried out for the dipole placed at z = -2. -3, and -4.5 image surface provides values that are consistently within
cmAbeneath the observation plane. Sensors were spaced at 0. 1% of the source's dipole moment. Indeed, such a con-
intervals of s = 1 cm across this plane. The left panel of servation law may be expected if the field pattern across
Fig. 2(a) shows the corresponding magnetic source im- the observation plane is properly sampled and the com-
ages represented by a distribution of current dipoles across putation of the SVD is accurate.
the image surface, with each dipole at the center of a cell To further explore the properties of the point spread
on a square grid of spacing a = 0.36 cm. The length of function of a current dipole, simulations were carried out
each arrow denotes the current dipole moment provided for a dipole at a fixed depth d = 2 cm, when the field is
by a cortical area a- centered at the arrow's position. The sampled at different intervals s across the observation
right panel of Fig. 2a) represents the image by isodensity plane. The results illustrated in Fig. 3 depict the profile
contours across the x - z plane. The image density q is of the image density along a horizontal line passing close
expressed as the current dipole moment per unit area (with to the peak. Finer sampling intervals sharpen the image
units uA/r). In each case [Fig. 2(a)-(c)] the maximum of the central peak: the full width at half maximum at the
image current density of the MNLS inverse estimation 2-cm depth is about 1, 0.75, and 0.5 cm for sampling
predicts the correct location of the dipole. The shallowest intervals of 2, 1, and 0.5 cm. This expresses the tradeoff
source is better localized, as characterized by the width between image sharpness and the number of sensors that
of the image distribution at half maximum. In addition, a record field irformation across a given area of the obser-
weak side lobe of opposite polanty is evident near the vation plane. Because the model source (current dipole)

- .,,,, q " " 4 - b . 3 o s-
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Fig. 3. MSI horizontal profiles at constant depth that pass through the peak Y Y

image density for a current dipole source Q = I nA .m at a depth d = 2 (a) (b)
cm. for field sampling intervals of s = 2. 1, and 0.5 cm. Fig. 4. Isocontours of magnetic field across the observation plane pro-

duced by two dipoles 3 cm apart horizontally and at z = (a) -2 cm, (b)

is a singularity, of zero width, side lobes appear in the -4.5 cm.

image, as noted in Fig. 2. They are more pronounced for
finer sampling intervals, because higher spatial frequen-Lma1..Rma-0.
cies can be represented in the image. We may expect the L:(.a11.6. Rma. 103

details of these lobes for a given source depth depend on -2

the geometry of the lead field pattern of the sensors -3

(whether magnetometer, first-order gradiometer. etc.). To -4
investigate this feature, a set of computations was carried -s
out with the observation plane increased to a size of 16 x -6

16 cm, compared with the original size of 12 x 12 cm.
with the standard sampling interval maintained at s = I 7_ Lmaz .6.4, R:max.*6.1 S

L:h.-- cm. The side lobes do not weaken if the size of observa- - -- ,

tion plane is increased in this way. -

B. Two Dipole Sources -5 0
We next consider the case of two dipoles of equal "-6

strength, 3 cm apart and at the same depth d = 2. 3, or
4.5 cm (z = -2, -3, or -4.5). As a comparison, Fig. Lmax .4.2. R~max .4.4

4 shows the corresponding field patterns across the obser- '. . .
ration plane for sources at depths d = 2 and 4.5 cm. As "

opposing fields from the two parallel dipole sources are : :

largely self-cancelling in the region between, the field "-' "
pattern resembles that of a single current dipole and only IL ~detailed analysis would reveal that it arises from two un- . :. :i 3 .1

derlying dipoles. The MNLS inverse solution clearly lo-
ates the two dipoles without need to introduce an explicit Fig. 5. MSI's of two dipoles, each of q - I nA - m. separated by 3 cm

source model. The dipole images shown in Fig. 5 are well horizontally and at (a) z = -2 cm. (b) -3 cm. and (c) -4.5 cm for a field
resolved, even at the greatest depth. However, the image sampling intervals of s = I cm. The values ($zA/m) for the left (L) and

peaks for the deepest case lie at a slightly shallower depth right (R) extrema are indicated above each panel.

of 4.2 cm than the actual source depth of 4.5 cm. The
image density in the Y - z plane is less than 0.1 A.A/m p
and so is not shown. parallel dipoles with one located above the other, and sep-

Images for dipoles having closer separations are dis- arated by 2.5 cm. Here the two could not be distinguished
played in Fig. 6. With 1.5 cm separation the two are not by separate extrema if the lower dipole were somewhat
clearly resolved, but with 2 cm separation two concentra- closer to the t,per one.
tions of strength are eivdent. To explore less symmetrical
situations, we show the MSI's computed for identical di- C. Extended Source
poles at various positions on the same wall [Fig. 7(a)-(b)] As a particularly interesting example provided by the
and at positions on adjacent walls [Fig. 7(c)]. The MSI's MNLS inverse, computations were carried out for an ex-
show that images of sources at nearly the same depth are tended source, i.e., one having activity distributed over a
well resolved with their peaks lying within 0. 1 cm of the finite area of the source plane. We chose a configuration
actual source locations. Fig. 7(b) deals with one of the having the shape of a crescent moon illustrated in the left
more difficult challerges in magnetic source imaging: two panels of Fig. 8. We consider two cases: Fig. 8(a) defines

WORK II A6340SSSBI WORK I I A6340SSCI



Separation: 1.5 cm

0a)

5 4 3 2 1 0

Separation: 2 cm
(b)

5 4 3 2 1 0

Fig. 6. MSI's for two current dipoles at: = -3 cm separated horizontally
by (1) 1.5 cm and (b) 2.0 cm. Dotted lines in the right panels are horizontal
profiles for individual dipoles, and the solid line is the sum of these pro-
files. Stars denote the profile computed for the two dip,.'es when simulta-
neously present.

L:max . 6.2. R:max .10.8

Tzmax 0.6 Bama12.4
0L 7

-6 ______

on the ame wall (a)(x ) =(1. -2) and (4. -3): Ib) (2. -2) and(2.

-5) and on different walls (c) (2. -2) on the left wall and (2. -2 ont. A I,
the neht wall. The held sampling interval is s 1 cm. The values 1*./A) ..."for the left and right extrema in (a). top and bottom in (b) and for eatc
in (c) are indicated above each panel.

a continuous current distribution whose top is at a depth D. Inclined Source Surface
of d = 2.5 cm and bottom is at d =4.5 cm; and Fig. 8(b)

0defines a source of the same shape but with source strength In general, a sulcus or fissure of the brain is inclined to
increasing linearly with depth to better emphasize the the overlying skull. When the relevant volume of the head
lower region in the field pattern. The dipole distributions is well-modeled as a sphere, only the component of the
in the middle panels generally mimic the overall shaspe, source current lying tangent to the skull contributes to the
but exhibit some distortion as more strength is pushed to- external field. To represent this, we consider two current
wards the region near the center of gravity, dipoles at the same depth separated by 3 cm and oriented
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z 2.5 cm and lower at -4.5 cm; (b) source of the same outline J) -

with the source density at the bottom quadruple that at the top. With file,-
plane of boundaries 14 x 14 cm. the corresponding MSl's arc shown i
th e m id d le and rig h t p a ne ls. 5 4 2 1 0 5 3 1 0 4 3 1

- --------

heFc - Fig. 10. lsocontours for MSI's representing the single dipole at poaitions

( b)(a) (e. ) = (2. -2); (b) t2, -3): and (C) 2: -4.5) for noise levels of 0.

I j/- 10. and 20% of 0.707 times the strongest field at the observation plane.

' " 'rgenerally noise. This may originate in the sensing instru-
Figments, but in many cases the dominant contribution comes
5from biological activity in adjacent regions of the subject.

withIn the following simulations we assume that the noise insamlin intereach sensor has a Gaussian distriution with no coherence

. . -- .across sensors. This is generaly an appropriate represen- ,
Station for sensor iss inadequate for bioma.g k

/- " netic noise because oni~ range characteristics.
+ ° y" To treat noise, we modify (4) by normalizing both sidesFig. 9. MSI aross an inclined surface for the horizontal componenf a with the standard error u of each measurement:

current dipole, expressed an a distrbution of curirent dipoles. ,' '= L'Q (17)
parallel to the observation plane. There is no change in where b' is the column vector with element 8,/a, and L'
procedure when applying the MNLS approach, except in is the normalized matrix of lead field with element L,1/i.specifying the new locations in space that define the im- The corresponding generalization of (6) can be recog-
age slrface nized as the form that minimizes the chi square statistic,

The NiSI for this geometry is illustrated in Fig. 9 (./4i B1i 2We point out, however, that these solutions can ne d a' posit/" (18)

carried one step further to determine the total current di-pole moment at each location, not just the component that where 4( is the computed field value from the estimated
is tangential to the overlying surface of the conducting sources.
volume. This is achieved by exploiting the physiological
fact that, on average, the net intracellular current within A. Single Dipole
cerebral cortex is oriented perpendicular to the cortical As the simplest example, we consider a current dipolesurface. To take this into account, the dipole moment in that is imaged in the presence of 5, 10, and 20% rms noiseeach cell should be divided by the cosine of the angle by levels compared with s/ times the maximum signal at the
which the source plane is tipped from the vertical 1331. observation plane. As illustrated in Fig. 10, a low level

of 5% noise markedly suppresses the side lobes that ap-
IV. IN'tFLUENCE OF NOISE pear in the noise-free image of a current dipole. Higher

The practical limit in determining the quality of a mag- noise levels have relatny little additional effect on the
netic source image in neuromagnetic measurements is width of the image peak until reaching levels of about

cu dip .e d as a dl. b (
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20I Fig 13. MSI's for the extended unifort nd non-uniforin sourcesl
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Fig. Ii. Horizontal MSI profiles passing through the peaks ot the current B. Two Dipoles
dipole density plots of the previous figure at the depth of the source posi-tions d 2 cm and d 3 cm with diffrent noise level% The effect of noise on MSI's of two dipoles separated

by 3-cm horizontally has been assessed for z = -2, -3,
and -4.5 cm. In comparison with the noise-free case of

-* Fig. 5, the dipole images in Fig. 12 for the two shallow
cases with 20% noise are still well-resolved. Their indi-
vidual features are in accordance with MSI's obtained for -

"- : single dipoles. As a consequenc- mere is erious deteri- 's

(a)-- oration of image quality for the deepest pair of dipoles.
- "The image is more widespread, and correspondingly the

current dipole density q is weaker in the regions of great-
* . est strength.

C Extended Source
- "The same uniform and nonuniform extended sources of

Fig. 8 were evaluated in a simulation with noise. The
sampling interval s = 0.5 cm and dimension of observa-ib) -tion plane 14 x 14 cm are identical to those of the noise-
free examples. With 10% noise level, the MSI given by
the NMLS inverse solutions reveals the existence of an
extended source and provides an indication of its shape
(Fig. 13). However, the quality of the image is markedly Ith
degraded att noise level. One prominent feature of the
image is a series of sharply localized fluctuations in q

(C) " "across the top edge of the image plane.

V. DISCUSSION

The preceding sections illustrate unique solutions ob-

Fig 12 The %11for two dipoles at positions i x. Ztained by the MNLS procedure for a variety of inverse
-21. b ) 3 .4 3 and c I 4 . ,4. - i ,r :v 0 problem s of relevance in biom agnetism . T!he procedure
leveL involves no a priori assumption about the nature of the

current source, except that it is normal to a specified sur-
face. The spatial resolution for a localized source, in the

20%. Similarly, the peak location is not appreciably af- noise-free case. depends on the field sampling interval s,
fected until reaching comparable noise levels. This is fl- the source depth d, and the grid size a on the image sur-
lustrated by the MSI's in Fig. I1 for dipoles at .t = 2 cm face. In general, the resolution is better for shallower
and different depths. sources than decoe. This can be understood from the fact
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that the field pattern of the former is more confined across features of an image should be disregarded unless con-
the observation plane and therefore a correspondingly firmed by additional measurements with the observation
smaller number of magnetometers contribute significantly surface placed further above the source surface.
to the image. A complementary explanation, based on lead Our approach has a natural extension to a conducting
field theory, is that the lead field pattern for a given mag- body of spherical geometry, the details of which will be
netometer vanes more sharply with distance near the presented in a future publication. The procedure is iden-

• . magnetometer. and therefore each magnetometer is more tical to that described above. Only the geometry file de-
sensitive to the position of a source when close by. scribing the lead fields need be changed.

One feature revealed by these simulations is a "'oon- In order to establish the MNLS approach as a practical
t. v.uemen" law whereby the total image strength integrated technique in the future, more studies are needed to estab-

'' Zover the image surface matches the total source strength. lish the relationship between the optimal sampling inter-
, We view this property of the solution as providing an im- val for a given type of sensor and the effect of noise on

portant empirical check on whether a given computation the image quality. In particular, much of the noise in pres-
is correct. For example, if the threshold chosen to elimi- ent recordings has spatial coherence, and this will degrade
nate near-zero eigen values in the SVD is not appropriate, the image more dramatically than random noise. Spatially
conservation of overall source strength will not be pre- coherent noise will distort the image shape in addition to
served. causing it to broaden. However, in the case of focal

The accuracy of an image will be degraded if the array sources where field patterns are recovered after signal av-
of sensors across the observation plane does not record all eraging [271. this effect of spatially coherent noise is
of the essential features of the field pattern. (e.g.. loca- largely attenuated. Attention should also be directed to
tions of field extrema, regions of field reversal, and the the possibility that there well may be advantages in using
asymptotic behavior of the field far from the source). A combinations of sensors having differing lead field config-
proper characterization therefore relies on simultaneous urations, e.g., some magnetometers. first-order gradi-
measurements at a large number of locations, or on car- ometers, and second-order gradiometers [341. The former

t- rying ou/sequential measurements at many positions with would be more sensitive to distant sources than the latter.
a smaller array assuming stationarity in the signal being and so the differential sensitivity to sources at varying •

monitored. In the noise-free case. this requirement differs depths may be improved. The present simulations indi-
from the traditional procedure of accounting for the field cate that a variety of source configurations can be deduced
pattern by employing a model source, in that fewer mea- by the MNLS method without resort to an explicit source
surements are required for the latter procedure. For in- model.
stance, a current dipole model requires only that five
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Imaging regional changes in the spontaneous

activity of the brain: An extension of

the unique minimum-norm least-squares estimate
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Summary This paper describes methods for inferring mathematically unique local dis-
9 tributions of primary cortical current that underly changes in the average pattern of power of the

ongoing ("spontaneous") extracranial magnetic field of the brain. In previous work we demon-
strated that mathematically unique solutions to the inverse problem are possible for current
sources of the brain's field, without any assumed source model, e.g., an equivalent current dipole.
Thus, in principle it is possible to locate and delineate patterns of current of any configuration. In

0 practice this approach applies to synchronized neuronal activity, e.g., activity which is known to
underly average evoked or event related brain responses. This paper extends that approach to
local changes in incoherent activity, e.g., activity yielding fields or potentials that tend to be self-
canceling when averaged over time. This includes the spontaneous brain activity normally treated
as background noise when it accompanies event related responses. We demonstrate that local

0 changes in this ongoing incoherent activity may also be uniquely delineated in space and time.
Evidence is reviewed indicating that the distribution of the brain's magnetic field, due to both its

synchronized and incoherent neural activity, is affected by early sensory-perceptual processes and
by higher cognitive processes. Hence, in principle, the ability to delineate both kinds of sources
in space and time makes it possible to form more comprehensive dynamic functional images of
the human brain.

Key words: Inverse solution, Minimum-norm least-squares inverse, Neuromagnetic measure-
ments, Magnetic source image

This work was supported in part by AFOSR Grants Nos. AFOSR90-0221 and F49620-88-0004.
Address reprint requests to Dr. Jia-Zhu Wang, Department of Physics, New York University, 4
Washington Place. NYC, NY 10003, USA.



-2-

Ionic currents flowing within the brain's neurons are accompanied by superimposable mag-

netic fields that encircle entire populations of concurrently active neurons. Where the coherent

(synchronized) activity of the neurons is limited in area - so that the extent of cortex involved is
small relative to the distance at which its field is measured - th external field is essentially indis-

tinguishable from one produced by a current dipole. Field measurements make it possible to
determine the 3-dimensional location, orientation and strength of this equivalent current dipole
(Cuffin and Cohen, 1977; Williamson and Kaufman, 1981; 1987). Typically, a statistical method
is used to fit the observed field pattern to one that would be produced by a hypothetical underly-
ing current dipole. However, a dipolar source deduced from an observed field is but one of many

possible solutions to the so-called inverse problem, which, in general, has no unique solution.

Many different source configurations could produce virtually the same dipolar fie,,i pattern.

Generally, the inherent ambiguity of inverse solutions makes it impossible to be certain of
the actual generator of an observed field pattern, as the field may be due to the activity of an
assemblage of dipoles distributed throughout the intracranial space. However, it is not necessary
to restrict solutions to those predicated on specific source models, e.g., dipoles. For example, in
recent work on magnetic source imaging it was assumed that the current to be imaged flowed
parallel to a plane or to each of several parallel planes, but no particular configuration was
assumed. In some of these studies (Dallas, 1985; Kullmann and Dallas, 1987) the shape of an
arbitrary planar current distribution producing an observed external field was computed from the
inverse of the Fourier transform of the field. However, this approach does not provide a unique
solution to the inverse problem, as magnetic field measurements alone do not contain enough
information to assure uniqueness. Nevertheless, within constraints due to limited bandwidth of
the spatial frequency content of the field (because of the distance between the source and the sen-
sor), and errors due to additive noise, Lhe method does yield a current distribution in any arbi-
trarily selected plane or subspace within a volume. What is lacking is unambiguous knowledge of
the space actually occupied by the primary current distribution within the volume. Other authors
describe similar approaches (Dallas et al., 1987; Kullmann and Dallas, 1987; Singh et al., 1984;
Roth et al., 1989; Tan et al., 1990).

Another related approach is that of H1.m1Ilflinen and Ilmoniemi (1984; 1991), Kullmann et
al.(1989), Okada and Huang (1990), and Graumann (1991), who used linear estimation methods
to determine the current distributions from their field patterns. We should also note the recent
works of George et al. (1991), Greenblat (1991), Okada et al. (1991), Robinson (1991), Szinger &
Kuc (1991), etc. who employed related methods to form magnetic source images. Kullmann
(199 1), summarizing much of the work based on this approach, claims that (within the bounds of
precision due to noise and spatial filtering of the observed field) the linear estimation method also

gives recognizable images of the distributions when they are projected onto an arbitrary plane
within the conducting volume. However, he concludes that the non-uniqueness of inverse solu-

tions proscribes unambiguous image formation. Similar problems are associated with probabilis-
tic apprcaches described by Clarke et al. (1989), and by Ioannides et al. (1989; 1990) although in

principle they too can deal with current configurations on a plane or stacks of planes within a

conducting volume.

Most of these authors seem to have missed the simple point that the actual surface on which

the primary current configuration may exist is knowable. Furthermore, ample electrophysiologi-
cal evidence supports the assumption that the primary current flow is, on average, normal to the

surface and not parallel to it (Kaufman, Kaufman and Wang, 1991; George et al., 1991; Wang et

al., 1992). This a priori information is one vital irgredient of methods for finding mathematically
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unique solutions to the inverse problem.

The geometry of the surface containing the primary sources needed to achieve a mathemati-
cally unique solution to the inverse problem may be obtained from high-resolution MRI scans.
Moreover, basic electrophysiology teaches us that post synaptic potentials leading to axial intra-
cellular current flow, e.g., in pyramidal cells within cortical macrocolumns, is predominantly nor-
mal to the surface of the cortex. These axial (primary) currents make the major contribution to the
field measured normal to the surface of the scalp. Thus, according to Wang et al, (1992), any arbi-
trary pattern of current would consist of elements of current flowing in the same direction normal
to the surface of some region of cortex. The problem is thus constrained to discovering the net
strength of this current flow and the area of cortex it occupies.

The linear estimation method of HlimAl.inen and rlmoniemi (1984; 1991), Crowley et al.
(1989) employ a so-called minimum-norm criterion, which refers to the fact that the accepted
solution is one in which the net squared current (the square of the current integrated over the sur-
face) predicting the observed field is a minimum, as compared with the net squared current of all
possible candidate source configurations. However, even when supplemented with prior
knowledge of the source surface, the minimum-norm criterion is still insufficient to produce a
solution that qualifies as mathematically unique. Wang et al. (1992) recognized that the minimi-
zation of the sum of the squares of the differences between the observed or measured field pattern
external to the scalp and a theoretical pattern computed from the source configuration meeting the
minimum-norm criterion leads to a unique solution. This minimum-norm least-squares (MNLS)
criterion falls naturally out of the specific type of the generalized inverse Wang et al. adopted for
this problem (Penrose, 1955). While earlier investigators adopted this same generalized inverse,
they failed to recognize its least-squares feature and that it makes a unique solution possible. The
MNLS solutions were found to be robust in the presence of typical noise levels (Wang et al.
1992).

MNLS solution for coherent sources

Review of Basic Concepts

The MNLS approach can be simply explained by considering a geometry illustrated in Fig.
I which shows a source surface composed of two planar surfaces at right angles to each other,
and an observation surface above and at right angles to the source surface. Since the source sur-
face is presumed to be known, it coincides with the image surface on which the inferred current
pattern, flowing normal to it, is to be located. Fig. 2 illustrates a field pattern on the observation
surface generated by single dipole on the source surface. The image of the source computed from
the field is shown on the image surface. Fig. 3 shows a region of one plane of the source surface
containing a crescent-shaped pattern of current elements. These currents are all flowing in the
same directions at once. Thus, we say that they are coherent or synchronized. The plots in the
middle panels of Fig. 3 show the inverse solutions across the image surface. The inverse solu-
tion clearly resembles the original source. Wang et al. (1992) provide several examples of this
type of result, proving that unique inverse solutions are possible given the conditions specified
above.

Thus far we have said little about the actual measurements made on the observation surface.
At every position where a measurement of the field is made, the actual measure depends upon the
contribution of each current element of the source, which in turn is dependent upon the strength
of the element, its orientation relative to the sensing coil, and its distance from the coil. Further, it
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depends upon the geometry of the coil itself and the orientation of the coil with respect to the
observation surface. The effects of all of these factors may be taken into account through the con-
cept of coil's lead field (see below). Points on the image surface are taken to represent elements
of a current configuration that would produce the values of _ measured at positions j, i = 1.
m, on the observation surface, where the measures are weighted by the sensitivity of the respec-
tive detection coil at the various positions. The distribution of the current across the cortex can be
represented as an array of closely spaced current dipoles of suitable strength Qj at the positions

-ij on the source surface, the values of , where j = 1 ..., n determine the observed field pat-

tern. The matrix relating the values B, atT? to a current dipole of unit strength (I Qj I = IA-m) at-
is referred to as the lead field matrix L. A more technical account of the lead field concept and
that of the minimum-norm least-squares (MNLS) approach follows. The non-mathematical reader
may skip the equations in the sections with a leading asterisk, but much of the text is understand-
able without them.

*Lead Field Analysis

In common with all of the other linear estimation and related methods, the approach of
Wang et al. (1992) assumes that the primary current underlying the observed field is intracellular
and that the secondary (volume) currents make a negligible contribution. Further, the primary
current is assumed to be distributed within a finite space Q2. The law of Biot and Savart relates
the magnetic induction B(M to the current density ?( r, ) within Q

-go L ? r,)x(- r
7 4 1 - ? dr13(1)

In reality, the number of observations of magnetic field is finite. While the brain anatomy is com-
plicated, as pointed out earlier, in principle, it has a known geometrical configuration Q. It fol-
lows that the observations of the normal components of field Bi are linearly related to the current
source density by

B, = L)( )"-()dr,3, i=1...(2)

-- i Lr, r,(2,

where r' is the position vector within the source region 0, (r, - Q). The vector form Lj( r,)
is known as the lead field (Plonsey, 1972; Williamson and Kaufman, 1981). The lead field
Li ( r, ) accounts for the sensitivity to the magnetic flux of the ith pickup coil at position Yj pro---.

duced by unit sourc( -!.rrent density at r,. The lead field within Q2 is determined by the geometry
and orientation of the c; ,ection coil. For the present we make the simplifying assumption that
the detection coil is so small that it may be considered to be a point.

To prove the principles presented here, it is not necessary to employ the actual convoluted
cerebral cortex as a source surface. Instead, in the interest of clarity, we employ as a source space
Q a simple folded surface layer of uniform thickness w. Therefore, the volume integral is
reduced to a surface integral. If we further divide the surface into a grid of n cells with area ASj,
centered at position r,j and assume that current density is constant within each small area, we can
replace the integral of Eq. 2 with a summation sign. Eq. 2 becomes
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8i= i (r)) r w,&si, i ... M. (3)

j-1

Note that-( r ) w ASj' bears the dimension of current dipole: ampere-meter. In matrix represen-
tation Eq. 3 can be written as

b=LQ , (4)

where b and Q are column vectors and L is a m x n matrix.

As stated earlier, it is well known that the inverse solution of Eq. 4 is not unique.
Mathematically, this is because there may exist a family of solutions Q* of the following homo-
geneous equation corresponding to Eq. 4

LQ = . (5)

We know that the solutions of Eq. 5 may have an infinite number of elements. If Q is an
estimated source of Eq. 4 then any combination of Q + Q* could be the solution of Eq. 4. The
component Q" represents the "magnetically silent" sources, which produce no magnetic field on
the observation plane.

*The Unique Minimum-Norm Least-Squares Inverse of the Field

Despite the obstacle posed by the nonuniqueness of inverse solutions, we claim that the
source can be estimated by minimizing the square of the residual error between the measurements
and theoretical computations from the estimated sources. In the presence of noise, we minimize
the weighted least-squares error (or the X2 statistic)

M- 2

Minimum of (6)

where i i represents values of the field computed from the estimated source, Bi the measured
values of the field, and ai the rms noise. The corresponding matrix expression of Eq. 6 is

Minimum of II L'Q - b'112 . (7)

where 1IiI is the Euclidean norm of a vector, L' the weighted matrix with element Lij/aj , and b'
the weighted vector with element Bi/ci in the presence of noise. In what follows we will drop the
prime in L and b for simplicity. However, it is understood that they refer to the weighted matrix
and vector whenever noise is present.

In statistics one generally deals with cases where the number of measurements, and there-
fore the number of equations, is greater than number of unknowns (m > n), and the unknowns are
always linearly independent. It is only in such conditions that the least-squares fit will give a
unique estimate.

In reality the number of unknowns may exceed the number of equations. Also, the n
unknowns may not all be linearly independent of each other because of noise or an accumulation
of round-off errors. In this case the least-squares criterion will not lead to a unique estimate. That
is to say, there may exist a set of solutions which all fulfill the least-squares criterion. If we
further select one solution from such a set and require that the square of the image current
("power") integrated over the image surface also be a minimum, the resulting estimate has the
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least residual error and has itself the minimum power amongst all least-squares solutions

Minimum of II Qimum= Minimum of 2 (8)

Equivalently, we seek the solution that minimizes the following Euclidean norm of the vector Q
Minimum of ll1 = Minimum of ( j, ()1/2. (9)

The above equation is the so-called minimum-norm, which, as we pointed out earlier, together
with Eq. 6 (or 7) represent both the least-square residual error and the minimum power of the
inverse solution.

There exist many different types of generalized inverses in mathematics. This particular
type which has the feature of the least residual error of the measurements and the minimum
power of the source is known as the Moore-Penrose inverse, or pseudo-inverse (Barnett, 1990;

Ben-Israel and Greville, 1974). We have adopted the terminology of minimum-norm least-
squares (MNLS) inverse because the name implies its properties. More importantly, the MNLS
inverse is proven to be mathematically unique.

The unique MNLS inverse estimate of Eq. 4 is given by

Q- L+ b, (10)

where L+ is the MNLS inverse matrix of L. The structure of L+ and how to compute it are dis-
cussed in detail in Wang et al. (1992). Here we mention only that the method of singular value
decomposition (SVD) is used in computing L+ (Press et al., 1986; Ciarlet, 1991). Nevertheless,
we list a few properties of the MNLS inverse which could be useful to the reader in actual com-
putations (Ben-Israel and Greville, 1974; Ciarlet, 1991).

(LT )+ = (L+)T  (1 la)

L + = (LTL)+ LT (1 b)

L+ = LT(L LT)+ ( Ic)

MNLS solution for incoherent sources

Incoherent versus Coherent Distributed Sources

It is important to emphasize that the MNLS method discussed thus far applies only to
coherent (synchronous) patterns of primary current. Synchronous currents flowing normal to the
surface of the cortex was demonstrated by Kaufman et al. (1991a) to be a reasonable model of
sources of evoked responses. Time averages are dominated by fields of the coherent activity,
while those of the incoherent background activity tend to be self canceling. Evoked fields are
stable in space, while the spatial distributions of the fields of the incoherent background activity
change with time. However, if the fields due to ongoing incoherent activity are squared to obtain
field power, and the resulting spatial patterns of power are averaged, then the configuration of the
averaged power pattern is determined by the underlying geometry of the source surface, as well
as by the statistics of the elements of current of which its source is composed (Kaufman et al.,
1991a). Also, if, on average, a region of the source surface exhibits either more or less
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asynchronous activity than its surroundings, the average field power pattern is affected and is
related to the location and shape of the region in question. This suggests that it is possible to
locate and delineate differentially active regions of cortex, even when that activity is incoherent.
In fact, simple methods previously applied to dipole localization (Williamson and Kaufman,
1981) were successfully extended to apply to the localization of the center-of-gravity of a region
of incoherent activity that was either stronger or weaker than that of its incoherently active sur-
roundings (Kaufman et al., 1991 a).

Many experiments now show that incoherent activity revealed by power patterns of extra-
cranial fields are differentially affected by the performance of cognitive tasks. Such differential
effects are localized to different regions of the scalp, depending on the nature of the cognitive
task. These experiments motivated the present theoretical study. For example, Kaufman et al.
(1991b) demonstrated that power of the spontaneous alpha activity originating in the right tem-
poral lobe is suppressed while subjects scan memory for previously heard musical tones. The
duration of this suppression increases linearly with the size of the memory set, as does reaction
time when performance is relatively free of errors (Sternberg, 1966). Further, while suppression
is detected elsewhere, its duration is not related to the time required to scan memory. The
interhemispheric differences among these effects are far more profound than those encountered in
event related potential studies (Regan, 1989). The NI00 component evoked by the same tones
and detected electrically at Cz does not covary systematically with RT. Further, the magnetic
counterpart to NOO does not vary consistently with set size either, and changes in its amplitude
with set size differ dramatically across the hemispheres. N100 is due to the activity of neurons
synchronized by the stimulating event, and may well reflect different attentional strategies, but it
does not reflect operations on short-term memory. Similarly, Kaufman et al. (1991b) reviewed an
extensive P300 literature on this subject and found that neither the latency nor the amplitude of
P300 (which is also due to coherent activity of neurons) varies linearly with set size. Further,
sometimes there is no change at all in P300 with set size, although the RTs of the same subjects
increase with set size.

Kaufman et al. (1990) also found suppression of alpha frequencies when subjects scanned
memory for visual forms. However, in this case the effect was measured over the visual areas.
This result was recently confirmed by Cycowicz et al. (1992). Also, when subjects engage in ,er-
bal tasks in response to visually presented words, the suppression related to performing the task is
not present over the visual areas (Kaufman et al., 1989), but it is over the left frontotemporal
areas (Cycowicz et al., 1992).

Pfurtscheller et al. (1977; 1988a; 1988b) observed dramatic changes in alpha power in the
EEG over different cortical regions, depending upon the nature of the task. These effects were
often bilateral and difficult to localize from the EEG data. However, the reference-free MEG
clearly establishes that these suppression effects are local, and not merely due to generalized
arousal.

All of this serves to motivate the present paper. It is clear that early sensory-perceptual and
some cognitive processes are reflected in tt-e coherent event-related responses. It is equally clear
that local changes in incoherent activity reflect other cognitive processes and may even be related
to perceptual processes as well. The two measures Lomplement each other, and neither alone is an
adequate basis for building a cognitive neuroscience. The MNLS method has now made it possi-
ble to delineate the cortical areas involved in the coherent aspect of brain activity. To complete
the picture we now extend the MNLS method to make it possible to find unique inverse solutions
to the problem of delineating the cortical areas exhibiting changes in incoherent activity.
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*The Unique Minimum-Norm Least-Squares Inverse of the Power

The basic problem attendant upon identifying differential incoherently active regions is that
we deal with average field power as the basic measure and not field per se. We introduce a novel
mathematic development for solving the inverse problem for such measures.

Previously the va:ues of the field Bi measured normal to the observation surface at m posi-
tions were used to form a column vector b of m elements. If we now introduce an auto-
correlation matrix Bp in terms of the vector b, we obtain

BP = b bT, (12)

with elements (Bp)ij = Bi'Bj, where i, j = 1, 2. ... , m. Therefore, the diagonal elements of Bo are

the field power Bi 2, rather than field.

Manipulations of Eq. 4 reveal a new linear model which relates field power to the source
power, as opposed to a linear relation between field per se and source strength as given by Eq. 4.
Thus,

Bp= LQpLT, (13)

where Qp is the auto-correlation matrix of source image, (Qph) = Qk-QL k,l = 1,2,...,n, with the
diagonals as the power of the source. Note the difference between Eq. 4, which has a matrix and
two vectors, and Eq. 13, which contains all matrices. Fortunately, for the matrix equation Eq. 13
there also exists a unique MNLS inverse. With the help of the MNLS inverse theory (Penrose,
1955; Ben-Israel and Greville, 1974) and the property given in Eq. lla, we are able to derive the
MNLS inverse of the source power for a given field power distribution

Qp = L+ Bp (L+)T (14)

Applying this equation makes it possible to delineate regions of cortex whose levels of incoherent
activity deviate from a baseline because of some ongoing cognitive process, or even because of
effects of transient ischemia, cortical hyperactivity, abnormally low metabolic level, etc.

If we use < > to denote the time average, and take the time average of the field power given
by Eq. 14, we obtain

< Q = L+ < B (,). (15)

Note that, the lead field matrix L is time invariant, and so is its MNLS matrix L+ , provided that
the measures mac(' at different times are made at the same positions. This is the basis for the
extended MNLS inverse.

It is important to note that the concept of direction of current flow is totally meaningless
when dealing with field power related to such phenomena. These differ from evoked responses
and similar time-evoked events where direction of underlying current flow is of considerable
importance.

Methods and results

Image Representation

Art inverse solution for a set of field measurements can be represented in two convenient
ways. One is by an array of current dipoles oriented perpendicular to the image surface, each
dipole placed at the center of a cell of area a2. The image is thus represented by the distribution
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of strengths of the dipoles, each representing the current dipole moment per cell (as shown in Fig.
2b). Another representation is the pattern of isocontours on the image surface that describe the
dipole moment density (as shown in Fig. 2c). Both of these are sometimes referred to as the
"current image" obtained from the data.

An inverse solution for a set of time-averaged field power measurements can be represented
in analogous ways. Instead of an array of current dipoles across the image surface whose
moments are specified, we use an array whose time-averaged square moments are specified (as
shown in Fig. 6b). Arrows directed toward the viewer indicate positive strength for the inverse
solution. Also, the image can be specified by the pattern of isocontours that describe the mean
square moment density. Both of these can be referred to as the "current power image".

Simulations

The results of this theoretical work are in the form of simulations in which surfaces
representing the cerebral cortex (or any other thin layer of spontaneously active neural tissue
within the brain) are populated by a large number of perpendicular primary current elements
(dipoles) of random orientation and magnitudes. Subsets of these elements are either incremented
or decremented in magnitude, and the net fields of all of the elements are summed at the observa-
tion surface (Fig. 1). In the simulation, the current dipole moments populating the source surface
are sampled from a uniform distribution, and a new random seed is applied to the random number
generator prior to the selection of any array. This assures an ever-changing field pattern at the
observation surface. The field at each detector is squared to obtain field power (Eq. 12). One hun-
dred such plots representing different time series are averaged together to form the average power
plot. Then the extended MNLS method is applied to deduce the image of the source. This image
is compared with the configuration of the original source to determine whether the inverse solu-
tion is a reasonable estimate of the actual source which, in this case, is either the incremented or
decremented region of incoherent activity.

In the various simulations carried out here, the background activity is spread over the entire
source surface (the L-shaped wall of Fig. 1). Each wall of the surface is assumed to be 5 cm, x 5
cm. The randomized magnitudes and directions of current flow (to simulate background "noise"),
are given values that range from -I -> + 1. It is important to note that there is one major difference
between the walls of our source model and the actual cortex. The contours of the latter are
rounded and not sharply terminated. Rounded contours of the actual cortex insure a gradual rota-
tion of its macrocolumns, with those in a sulcus being largely tangential in orientation with
respect to the surface, and those approaching a gyrus tending to become more nearly radial in
orientation. Since the latter produce much weaker fields at the surface than do the tangential
current elements within the wall of a sulcus, there is a graduated fall-off of the contributions of
elements nearer the skull. To simulate this in our model we allow a smooth attenuation of the
magnitudes of the still randomly selected dipoles beginning about 0.5 cm away from the top and
side edges of the L-shaped wall and reaching zeros at the edge.

As indicated above, using different initial random seeds, 100 samples of source
configurations were generated. The bottom of Fig. 4 is one of the samples. Field values are com-
puted for each sensor on the 12 cm x 12 cm observation plane, which is 1 cm above the top edge
of the source surface. In this simulation the sensors are spaced about 1 cm apart. As indicated,
the 100 plots of field power thus generated are averaged. This is illustrated by the 3-D power plot
in Fig. 4a. It is of some interest to compare this plot with one of those depicted in Kaufman et al.
(1991a) shown here as Fig. 5, where the underlying cortex was simulated by a cross-shaped
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arrangement of sulci. There was clearly a four-lobed power pattern which was topologically
related to the shape of the underlying structure. In this case the average power pattern resembles
the shape of the underlying L-shaped structure - once again demonstrating the dependency of
average field power on structure. It is worth noting in passing that this confirms our earlier con-
clusion that the actual geometry of the cortex must be explicitly taken into account if one is to
understand scalp-detected phenomena, whether they be potentials or fields. In any event, in this
case the average field power plot reveals the existence of the underlying L-shaped source surface
when the incoherent background activity is uniform on average over time. As we shall see below,
departures from uniformity also affect the shape of the pattern.

Incremented Incoherent Activity

As a first test of the method, on average, the current dipole moment (amplitude) of a small
circular region of radius 0.6 cm on one wall is enhanced by a factor of 10 as compared with the
otherwise uniformly distributed activity of its surroundings, which is as described above. Fig. 6a •
shows one sample of 100 such source distributions. Note that the arrows signify current elements
where the directions of current flow are randomly related to each other, unlike the sources of
evoked responses. We first computed the average field power distribution at the sensors on the
observation surface and the correlations among different sensors (Eq. 12). Then, in a one-step
process, we computed the extended MNLS inverse over the entire image surface. According to
Eq. 15, if the time average of field power is used, rather than field, the resulting inverse solution
gives the time-averaged current power image.

Since the extended MNLS approach guarantees that the result is the best (in the sense of the
least-square residual error between the measurements and the estimated field values) an iterative
search process in which residual errors are compared at each step to find a minimum is unneces-
sary (as in a typical non-linear least-squares method)t. Fig. 6b. is a perspective view of the
current power image derived from the extended MNLS inverse. The power at each location is
indicated by the length of an arrow, whose direction is arbitrarily chosen to be toward the reader.
Heads are included to better illustrate their length. Fig. 6c is an isocontour plot representing the
same inverse. Note that the contours are centered on a point at the coordinates (x, z) = (2, -3) cm,
which was the exact center of the original incremented current distribution of the source surface.

We next consider the case of two incremented circular regions, located on the source sur-
face at the coordinates (x, z) = (2, -3) cm, and (y, z) = (2, -3) cm. While the current elements vary
at random over time inside as well as outside the incremented regions, the ratio of averaged
amplitude of the two incremented regions relative to their surroundings is 10:1. One of the 100 •
source samples is shown in Fig. 7b. Fig. 7a is the plot of the field power averaged over all 100
samples. It is of some interest to compare this plot with the L-shaped plot of Fig. 4, which is
based on an average of 100 samples of randomly selected current elements where there is no net
increment or decrement of any region. When two regions are, on average, more "active" than
their surrounding, the L-shaped plot is transforned into one with three lobes, thus illustrating
how both the geometry of the source surface and the statistics of its activity affect the distribution
of field power at the observation plane. Fig. 7c is the inverse solution computed using the
extended MNLS.

t However, technical problems arise in practice because, numerically, the lead field matrix is
often ill-conditioned, that is to say, small errors in the data will lead to large errors in the solutions. 0
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To illustrate the potential power of this method in delineating the shape of a region of dif-

ferential incoherent activity, a crescent shaped portion of the source surface similar to that of Fig.

3 contains current elements which, on average, are 10 times stronger than those of the surround-
ing region of the surface. The top of the enhanced region is at z = -2.5 cm and the bottom at z =
-4.5 cm. Fig. 8a shows two of the 100 samples of the random distributions used in computing the
average field power at the observation plane. As before, each of these samples was created by
applying different initial seeds to the random number generator. However, the current power
image (Fig. 8b) provides a reasonable rendition of the crescent shape. This is made clearer in
Fig. 8c by the isocontours of the current power image.

While the enhanced region in the preceding example was, on average, always 10 times that
of its surroundings, we also experimented with different ratios. Thus, the three plots in Fig. 9 are
current power images in which a circular region 0.6 cm in radius is incremented, but the ampli-
tude enhancement is 5 times (Fig. 9a), 4 times (9b), and 3 times (9c) that of the surroundings.
Note, these are all drawn with the same scale, while the 10:1 plot of Fig. 6 is shown with a dif-
ferent scale.

If the circular region is moved downward away from the observation plane by 1.5 cm, the
center of the region is now at z = - 4.5 cm and the magnetic field at the observation plane is
greatly weakened. In this case, if the incremented region's strength is less than 5 times that of its
surroundings, the incremented region is no longer discriminable in the current power image (Fig.
10). The gradual deterioration in the ability to visualize current power images for incremented
regions of a particular size is illustrated in Fig. 10 where the ratios, from top to bottom are 7:1,
6:1, 5:1, respectively. Note that Figs. 9 and 10 were plotted at the same scale. These examples
are meant merely to illustrate the fact that inverse solutions may not be successful for regions
with levels of differential activity that are too small considering the distance of the detection coil
from the source area, or when the area is smaller than some minimum size. The degree to which
these interacting parameters will affect the application of the extended MNLS method in real
situations is clearly an empirical question.

Because of these potential problems we devised a variation on the basic method described
thus far. This variation significantly enhances the ability to visualize "target" areas in current
power images when signal-to-noise ratio, area, and distance were not favorable, as in the forego-
ing examples. In this variation we first evaluate the field power associated with the overall back-
ground when the target area is absent (as shown in Fig. 4). An example of this in a real situation
would be to plot the power of the component of the field normal to the surface of the scalp of a
resting human subject. We then find the extended MNLS solution for the current power image to
define a baseline image of the background. Then the localized area is imposed on this back-
ground as, for example, when the subject becomes engaged in a mental task of some kind, thus
altering the level of activity of one or more regions of the cortex. We then find the extended
MNLS for the current power image with this target area or areas present. Subtracting the image of
the baseline distribution from the image containing the target area gives a current power image
difference plot, such as those illustrated in Fig. 11. The directions of the arrows in the image sur-
face reflect the sign of the difference between the suppressed and baseline activity. Positive
values are indicated by arrows directed toward the reader. Note that the target in Fig. I la is one
that is difficult to visualize in Fig. 10c. Note also that the noise in the surroundings is much
improved, even though accentuated by the greater magnification of a factor of 2.5, the scale used
to plot the image strength in Fig. 11. It is very important to emphasize that different initial seeds
were been used for simulating the baseline activity and for simulating the activity containing the
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targets. This indicates that a similar approach may be used in real situations where neuronal

activity is simply not going to have a constant distribution over long periods of time, despite the
long-term stability of average MEG and EEG power.

Decremented Incoherent Activity

Thus far we have dealt only with target areas whose activity has a somewhat higher level
than that of the surroundings. However, this is a distinction based on an assumed convention. It is
equally logical to consider these patterns as those in which the so-called surroundings is decre-
mented as compared to the smaller target areas. So, if very large areas of cortex should exhibit
alpha suppression, for example, then the methods we have used would be able to delineate those
areas. Moreover, we may also consider the reverse situation, in which the suppressed target
region is small relative to the surroundings, since this may have important applications. For
example, relatively small cortical regions affected by ischemia may exhibit less overall activity
than their surroundings. Also, as implied in the work of Kaufman et al. (1991b), relatively cir- S
cumscribed areas may exhibit suppression as subjects engage in scanning short-term memory for
tonal stimuli. It would be of considerable value to locate and delineate such areas.

One of the difficulties associated with detecting small decremented target areas is that the
extracranial field is dominated by the background activity which originates in a relatively much
larger area of cortex. This could result in an extremely disadvantageous signal-to-noise ratio
which may make it difficult to detect any change simply by examining at the inverse plots of
current power image. While in actual suppression data studied by Kaufman et al. (1990; 1991a)
the empirically observed suppression is very pronounced and may often be seen in single trials,
this problem could arise in the case of subtler effects. To deal with this in our simulation, we
begin with a circular target area having a radius of 1 cm. On average, the strength of activity
within this target is I : 10 that of its surroundings. A single sample of a source distribution is
shown in Fig. 12a. In our computations, 100 such samples with different initial seeds were used
in the simulation. The current power image when the source was decremented was subtracted
from the current power image of the baseline. Fig. 12b and c show these power image difference
plots. Note again that different initial seeds were used for producing the inverse power with a
decremented region and the baseline inverse. This produces patches of activity in the image that
differ from one computation to another.

The above procedures were employed to detect a crescent shaped region of supp-tssed
activity (Fig. 13a) with the extended MNLS inverse. Under the conditions of this simulation,
where the target pattern extends over a wide range in depth (with the top at z = -2.5 cm and the •
bottom at z = -4.5 cm) the lower part of the current power image is buried in the noije (Fig. 13b).
Of course, where the surrounding activity is more stable over time, it is possible to obtain an
image of higher quality. For example, the plot in Fig. 13c is one where the baseline of uniform
activity and the distributions containing the target shapes were created by applying the same ini-
tial seed to the random number generator. The resulting power image difference plot shows a
well-defined crescent, because there is an "exact" cancellation of the background activity. The
poorer image of Fig. 13b results from no correlation of baseline and target, while the higher qual-
ity image results from perfect correlation. Empirically, the result will probably be intermediate
between these two solutions. In particular, the length of time over which recording are made will
have a substantial influence on the quality of the subtraction technique.
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Conclusions

The main conclusion of this paper is that it is possible to estimate mathematically unique
inverse solutions to recover the location, shape and magnitude of a differentially active region of
cortex, even when the activity is incoherent. This, together with earlier work, makes it possible to
uniquely define both coherent and incoherent activity using maps of the extrancranial field and its
power together with MRI-based reconstructions of the individual subject's or patient's brain.

Assuming that the differential levels of activity of the different regions of the brain are
significantly related to sensory-perceptual and cognitive processes, and all the evidence accumu-
lated thus far suggests that they are, then this makes it possible to envision a new kind of brain
mapping. We propose to dub this mapping dynamic functional imaging because it will reveal
changes in activity in different regions with a temporal resolution measured in fractions of a
second. PET blood flow methods also provide functional images, but the time resolution is no
better than about 40 s, and data must be averaged over subjects. MRI techniques show promise
of better temporal resolution, but this possibility remains to be demonstrated.

While we have restricted our discussion to the brain's magnetic field, it may well become
possible to develop similar methods in which electroencephalographic data are used instead. In
principle there is no reason why this cannot be accomplished, provided that an accurate picture of
the electrical properties, e.g. conductivities, of the individual patient's skull, brain, and other tis-
sues that affect the flow of volume currents are taken into account when computing the solution
for the inverse problem.

Finally, although we have emphasized the human cerebral cortex throughout, it should be
borne in mind that there is no reason why other subcortical nuclei with electrically active laminar
structures cannot be treated in the same manner. Here the only real limitations may be the quality
of signal-to-noise, as this will be degraded for very deep source surfaces.

It is obvious that the next step will be to implement the extended MNLS procedures using

actual subjects and images of their brains. Also, clinical trials should be attempted where there
are confirmed abnormal metabolic levels for comparison with PET procedures, and where there is

abnormal field power in some bandwidths associated with epileptoid phenomena.
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Figure captions

Figure 1: Model configuration in which the component of the magnetic field Bi normal to the

observation plane is measured by "point sensors" at the nodes of a grid composed of cells of size
s. The center of the observation plane lies at x--+2 cm. The source space is an L-shaped surface
formed by two vertical walls. The top edges of the walls are 1 cm below the observ-ion plane,
and the comer joining the walls coincides with the z-axis. The image surface coincides with the
source surface, and inverse computations are carried out to deduce the source density on a grid of

size a.

Figure 2: (a) The field pattern given by a single current dipole of strength Q = 1 nA-m normal to

the xz-plane of the source surface and located at the (x, z) = (2, -3) cm. (b) The inverse solution

found on the image surface. Each current dipole represents the deduced contribution of a cell of
area a2. (c) The same inverse solution is represented by isocurrent contours, i.e., contours of con-
stant current-dipole moment density. The values are indicated in units of j±A/m.

Figure 3: (a) An extended crescent-shaped source of uniform current-dipole density on the source

surface with upper edge at z = -2.5 cm and lower at - 4.5 cm. The inverse solution on the image
surface is shown on the right as a distribution of current dipoles and as isocontours for current-
dipole moment density. The solution has a similar crescent-shaped outline, but is weakened and
somewhat spread at greater depths. b) The same source, but the current density at the bottom is
four times that at the top. In this case a field sampling interval of s = 0.5 cm, was used, and meas-
urements were made across a 14 cm x 14 cm observation plane.

Figure 4: (a) Average field power across the observation plane from a random array of dipoles
with strengths ranging from -1 to +1 computed for 100 such independent random samples, one of
which is illustrated in (b). (c) Contour plot of the average field power, whose two extensions lie

over the walls of the source space.

Figure 5: Simulation for average field power computed in the same manner as for that of Figure
4. except that the underlying source surface was of a more complicated shape. The cross-like
shape shown below is the outline of fissures 4 rm wide separating "cortical" walls about 2 cm.
long and 2 cm wide, and extending about 3 cm into a model "head". (Kaufman et al., 1991a).

Figure 6: (a) The source surface of Fig. I is populated with a large number of current dipoles of
randomly selected orientations and strengths, but those within a small (0.6-cm radius) region are,
on average, 10 times stronger than those in the surrounding. The current power image distribution
(b) and isopower density contours (c) are shown on the image surface. The arrow length in (b) is
proportional to the average power at each location.

Figure 7: Similar to Fig. 6, except that two 0.6-cm radius regions, one on each wall of the source
surface, has current dipole moments incremented by an average factor of 10. The average power
distribution is computed for 100 random arrays of dipole moments. The bottom of the figure
shows the current power image distribution determined from the average field power pattern and
the known shape of the source surface.
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Figure 8: (a) Two of the 100 samples used in computing average field power for a crescent-
shaped area of incoherent activity. (b) The inverse solution represented as an rms current-dipole
distribution and (c) corresponding rms current-dipole moment isodensity plot.

Figure 9: Image rms power distributions when a region 0.6 cm in radius centered at a depth z = 3
cm is incoherently active with dipole moments incremented by a factor of (a) 5, (b) 4, and (c) 3
times the level of the surroundings.

Figure 10: Similar to Fig. 9, except that the sources are at a depth z = 4.5 cm and dipole moments
are incremented by a factor of (a) 7, (b) 6, and (c) 5 times the level of the surroundings.

Figure 11: Image power-difference plots for the sources of Fig. 10, where the image of the back-
ground is subtracted from the image of background plus active circular region, for dipole
moments in the active region that are incremented by a factor of (a) 5, (b) 4, and (c) 3 times the •
level of the surroundings.

Figure 12: (a) Sample of a source distribution with a circular region that is decremented. (b,c)
Image power-distributions obtained by subtracting the average of 100 such samples from the
baseline inverse of 100 different samples of uniform activity, beginning with different seeds. 0

Figure 13: (a) Crescent shaped source region of suppressed activity. (b) Image power-distribution
difference obtained by subtracting the current power image of 100 samples of (a) from the current
power image of 100 samples of uniform activity obtained from different initial seeds. (c) Image
power-distribution difference obtained as in (b) but starting from the same initial seeds.
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