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Our research is focused on three aspects of advanced optical fiber communication
systems: dynamic wavelength division multiplexing (WDM) networks, linewidth-
insensitive coherent optical analog links, and impact of fiber nonlinearities on optical
communication systems. During the reporting period, we have been working in all three
fields, as follows. In the area of WDM networks, we investigated, designed, and are
currently implementing an experimental coherent WDM optical network with a
throughput of 3 Gb/s/node. In the study of coherent optical analog links, we analyzed two
linewidth-insensitive schemes that could overcome the impact of phase noise of
semiconductor laser diodes. In the area of fiber nonlinearities, we evaluated the
performance of optical' WDM systems in the presence of four-wave mixing, and are
analyzing the impact of stimulated Brillouin scattering on such systems. In addition, we
have experimentally observed fiber-induced parasitic phase modulation, investigated its
properties, and are beginning to investigate its impact on optical communication systems.

A more detailed summary of our work in the three fields is contained in the following

sections.
Dynamic wavelength division multiplexing (WDM) networks

Routing and Reconfigurations Algorithms: A dynamically reconfigurable WDM
optical network has the potential of achieving higher throughput, higher reliability and
lower latency, when compared with a WDM optical network with fixed wavelength
assignment. However, to realize such potential gains, dynamic WDM network has to
employ a proper reconfiguration algorithm. This algorithm should dynamically decide
on the allocation of channels based on the communication needs of the stations. Ideally,
this shouid be a distributed algorithm (i.e., without central control) with low overhead.
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We have formulated an optimum routing/reconfiguration algorithm as a non-linear
integer programming problem and devised strategies to obtain approximate solutions to
this problem. We are now adapting the algorithm to operate dynamically in the network,
as requests are placed and terminate.

STARNET: An FDDI-Compatible WDM Local-Area Network: We proposed and
investigated STARNET - a wavelength division multiplexed (WDM) optical broadband
local area network based on a physical star topology. Over a single physical network,
STARNET offers all users both a 125 Mb/s packet network and a high-speed (up to 3
Gb/s) circuit interconnect. Based on these two data transport facilities, several
topological and protocol solutions are available to the users. As a result, STARNET
supports traffic of widely different bandwidth and continuity characteristics. PSK
modulation is used for data transmission over the high-speed circuit-switched network.
The 125 Mb/s packet network is based on low modwation depth ASK modulation on top
of the PSK modulated high-speed channel. Since one of the goals is to interface
workstations over the STARNET, we have chosen the FDDI standard as the mode of
operation over the ASK packet switched network. Figure 1 shows the logical topology
of the STARNET architecture and Figure 2 is a more detailed block-diagram of the
actual implementation that is currently under construction in our lab.

We have completed the construction and characterization of one high-speed receiver.
We have been able to attain a bit error rate (BER) of 10 at a data rate of 2.488 Gb/s
with a -38 dBm receiver sensitivity. We have also completed the construction and
characterization of an ASK receiver. We have obtained a BER of 109 at a data rate of
125 Mb/s with a -49 dBm sensitivity. The increased sensitivity of the ASK receiver is '
primarily attributable to the lower data rate.
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Figure 2. A block diagram of the 4 node STARNET experiment.

The STARNET ASK transmitter and receiver replace standard FDDI
transmitter/receiver hardware in two DECstation 5000/240 workstations. Therefore, a
two-node FDDI ring is formed by the two workstations with one FDDI link formed by
the STARNET hardware , and the other link formed by the standard FDDI interconnect.
We have written software to send pseudo yrandom data, or large image files, using either
the TCP or the UDP protocol over the FDDI link while measuring the BER at the FDDI
receiver. Simultaneously, we transmit 2.488 Gb/s data over the PSK link and measure
the BER at the PSK receiver. With this experimental setup we are examining the impact
of the ASK modulated data on the performance of the PSK receiver and vice versa. In
addition, we are investigating the optimum modulation depth/transmitter power that
simultaneously optimizes both the ASK and PSK receiver BER's.

Optical Network Performance Evaluations: In the area of network performance, we
have run simulations comparing the network throughput of an eight node extended
STARNET (2 high-speed receivers per node) versus an eight node centralized active
packet switch. The simulations compare the performance in virtual circuit operation of
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Figure 3. Network throughput comparison: STARNET vs. centralized switch.

the two network architectures under uniform and centralized destination traffic for high
and low bandwidth connections for short and long duration connections. Uniform traffic
is applicable in the case of peer-to-peer traffic. Centralized traffic is applicable in the
case of a file server and its satellites. An example of low bandwidth long duration traffic
is real-time voice; high bandwidth long duration traffic, real-time video. Simulation
results such as those shown in Figure 3 indicate that for an eight node network the
extended STARNET architecture provides a performance advantage over the centralized
active switch. The performance advantage is greatest under uniform destination. high
bandwidth traffic.

Polarization Modulations: We have also been working on a theoretical analysis and
an experimental demonstration of digital transmission based on a coherent system
utilizing polarization modulation (POLSK - POLarization Shift Keying).

Traditional transmission systems use either amplitude, phase or frequency as the
modulating parameter to encode data. POLSK systems, instead, use the state of

polarization of the lightwave carrier.
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Figure 4. A typical block diagram of a POLSK receiver.

This new approach has numerous potential advantages. POLSK detection is
insensitive to the laser linewidth (phase noise); polarization fluctuations along the fiber
can be electronically suppressed in the decision baseband circuitry in the receiver; the
power spectrum of POLSK signals is more compact than that of FSK or even PSK;
multilevel transmission is feasible, allowing for significant optical and electrical
bandwidth reduction, at constant bit rates.

As for sensitivity, an extensive theoretical analysis, mostly carried out by some of the
investigators involved in this experiment, is avaiiable in the literature and shows that

POLSK systems have a better performance than ASK and single-filter FSK binary -

coherent schemes (by approximately 3 dB). The sensitivity gain becomes more
remarkable when multilevel modulation is addressed.

A typical block diagram of a POLSK receiver is shown in Figure 4. The receiver
extracts information on the state of polarization of the incoming lightwave by
analogically computing the Stokes Parameters. The Stokes Parameters are one of the
possible set of parameters describing the state of polarization of a lightwave. They were
found to be the most convenient means of accomplishing POLSK demodulation.

A LiNbOy Polarization modulator was built at Ericsson Telecom Research AB in
Sweden specifically for this experiment (Dr. Bo Lagerstrom). Two monolithically
integrated balanced optical photoreceivers are now being built at AT&T Bell Labs and




will be used in the set-up (Dr. Chandrasekhar). The laser sources used in the experiment
come from AT&T Bell Labs (Dr. Bernard Glance and Dr. Uzi Koren).

Linewidth-insensitive coherent optical analog links

We continued both theoretical and experimental investigations of linewidth-
insensitive coherent optical analog links.

Theoretical Work

We analyzed the signal-to-noise ratio (SNR) and the dynamic range of the amplitude-
modulated (AM) WIRNA (which stands for Wldeband filter-Rectifier-NArrowband
filter, and refers to the signal processing at the receiver) local reference system shown in
Figure 5 and the frequency-modulated (FM) embedded reference system shown in Figure
6. Furthermore, we investigated the impact of the IF bandwidth, phase noise, shot noise,
thermal noise, laser relative intensity noise (RIN) and device nonlinearities on the link

performance.
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Figure 5. Block diagram of the AM-WIRNA heterodyne link.
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Figure 6. Embedded reference FM system.




AM Systems: For the AM-WIRNA coherent link, our analysis shows that there exists
an optimum IF bandwidth which gives the best system performance. The optimum
bandwidth is a strong function of the received optical signal power and the total laser
linewidth. With the proper selection of the IF bandwidth (about 40 times or more the
signal bandwidth), the AM-WIRNA receiver can be made insensitive to laser linewidths up
to 100 MHz, with an SNR penalty of less than 0.5 dB.

Figure 7 shows the output SNR versus the received optical power P for the direct
detection and for the AM-WIRNA heterodyne links. Inspection of Figure 7 shows that for
received powers less than | mW (which applies to most semiconductor lasers used for
distribution systems in CATV and long distance transmission of analog signals), the AM-
WIRNA system has a better SNR (and therefore, a better dynamic range) than the direct
detection system. For higher power levels, the performance of the AM-WIRNA coherent
link is very similar to that of the direct detection system, with the difference being less
than 3 dB for properly designed systems. The single photodiode coherent AM system was
found to be highly susceptible to laser RIN. A balanced receiver improves the dynamic
range by some 3 dB.
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Figure 7. The SNR versus the received optical power for the AM-WIRNA receiver;
r=50Q,R=0.8 A/W, T =300K, and PLO = 30 dBm.

FM Systems: We have found that ynder ideal conditions coherent FM links have the
potential to increase the SNR and the dynamic range by more than 10 dB as compared to
direct detection and coherent AM links. Through frequency modulation, substantial




suppression of additive white Gaussian noise and RIN can be achieved. However, the
FM link is sensitive to laser linewidth and requires elaborate phase noise cancellation
techniques when semiconductor lasers are used. We are now in the process of
investigating the performance of FM links with a novel phase noise cancellation circuit,
and evaluating the linearity of the FM characteristics of semiconductor lasers and the FM
receiver.

Experimental Work

We investigated the FM behavior of a two-section distributed Bragg reflector (DBR)
laser. Dependence of the lasing wavelength on the Bragg reflector section current has
been measured. Due to the presence of mode hops, the maximum usable frequency
deviation is 18 GHz with the particular laser used in our experiment. From the
theoretical results and the DBR laser experiments, we evaluated the components’
requirements for the experimental AM-WIRNA heterodyne system and the FM
embedded reference system we will investigate.

Impact of fiber nonlinearities on optical communication systems
Four-Wave Mixing

We evaluated theoretically the performance of optical WDM systems in the presence
of four-wave mixing (FWM). The nonlinear FWM process limits the maximum optical
power that can be launched into fibers, and the shot noise limits the minimum power at the
receiver. We have evaluated the link budget defined as the ratio of the maximum
transmitter power to the minimum optical power at the receiver, and derived the maximum |

transmission distance.

We have also proposed and investigated FWM noise reduction method using
Manchester coding. The performance of NRZ (non-return-to-zero) and Manchester
coding in both ASK (amplitude-shift keying) and DPSK (differential phase-shift keying)
modulated systems was evaluated. The effect of fiber dispersion on FWM noise was also
investigated. Our analysis shows that Manchester coding improves both ASK and DPSK
systems, and that systems utilizing dispersion-shifted fiber are more seriously impaired by
FWM noise than those utilizing nondispersion-shifted fibers.




Figure 8 shows the bit error rate versus transmitter power for a 16-channel ASK
system with dispersion-shifted fiber. Channel separation for this particular system is 10
GHz. Bitrate is 1 Gb/s. Inspection of Figure 8 reveals that BER increases rapidly if the
transmitter power exceeds a threshold power of about 1| mW. Figure 8(a) shows the
results for NRZ coded system; Figure 8(b) shows the results for Manchester coded
system. Figure 9 shows similar results for a 16-channel DPSK system with dispersion-
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Figure 8. Bit error rate of a 16-channel ASK system impaired by FWM.




shifted fiber. Analysis of Figures 8 and 9 shows that Manchester coding can suppress
FWM by 2 dB, and extend the maximum transmission distance by about 10 km for both
ASK and DPSK systems.

Fig. 10 shows the calculated maximum transmission distance of both ASK and DPSK
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Figure 9. Bit error rate of a 16-channel DPSK system impaired by FWM.
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systems using NRZ and/or Manchester codes. The results show that DPSK systems are
less sensitive to FWM than ASK systems, and that systems employing dispersion-shifted
fiber are inferior to those employing conventional single-mode fiber.
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Figure 10. Maximum transmission distance of DPSK and ASK systems impaired by FWM.

Stimulated Brillouin Scattering

Another potentially limiting nonlinear effect is simulated Brillouin scattering (SBS).
SBS process tends to reflect back the launched optical power exceeding a certain
threshold, and also induces excess noise in the transmitted signals. We are currently
analyzing the impact of SBS process theoretically and experimentally. Figure 11 shows
the experimental setup we used to measure the characteristics of transmitted signal under

Brillouin scattering.

Two Nd:YAG lasers with very narrow linewidth are used in this experiment. By
heterodyning the transmitted or back-scattered signal with the second laser, we can

characterize the extra noise induced by Brillouin scattering effect.
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Figure 11. Experimental setup used to characterize signal under Brillouin scattering.
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Figure 12. Spectrum of the transmitted light intensity.

The transmitted light has been found to be impaired by relaxation oscillation of
stimulated Brillouin scattering once the launched power exceeded Brillouin threshold. As
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shown in Figure 12, this eifect causes low frequency intensity fluctuation of the

transmitted signal. The influence of this intensity fluctuation on optical communication
systems is currently analyzed.

Fiber-Induced Parasitic Phase Modulation

We experimentally observed a phase modulation caused by thermal acoustic vibrations
in the fiber. The acoustic wave excited by thermal vibrations modulates the phase of the
light propagating along the fiber. The acoustic wave in the fiber has several discrete
modes with different resonant frequency associated with each mode. More than 30
spectral lines have been observed in the phase modulated spectrum, as shown in Figure 13.
Spectral lines caused by the phase modulation are about 30 dB lower than the main
spectral component, corresponding to a phase modulation index of 10-3 for 10 km of

propagation. The strength of the effect grows proportionally to the square root of
propagation distance.
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Figure 13. Heterodyned spectrum of the transmitted light modulated by thermal
acoustic waves,

Based on these experimental observations, we performed a preliminary theoretical
analysis of the impact of parasitic fiber-induced phase modulation on DPSK optical
communication systems. Our results show that the performance of an optical DPSK
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system can be impaired by thermal acoustic modulation. Figure 14 shows the calculated
BER floor of a 1 Gb/s DPSK receiver versus laser linewidth for different fiber lengths in
the presence of thermal acoustic phase noise. Inspection of Figure 13 reveals that the
BER floor increases about 400 times at the transmission distance of 500 km when the
laser linewidth is 10 MHz.
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Figure 14. Calculated BER floor of a 1 Gb/s DPSK heterodyne receiver. Both laser phase

noise and fiber-induced parasitic phase noise are included in our analysis.
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Abstract

A detailed theoretical analysis is given for the impact of finite frequency deviation on the sen-
sitivity of dual-filter heterodyne Frequency Shift Keying (FSK) lightwave systems. OQur analysis
provides closed-form signal-to-noise ratio (SNR) results for estimating the bit-error-ratio (BER)
performance of the system. These closed-form results provide an insight into the impact of fi-
nite frequency deviation 2A fq4, laser linewidth Av, bit rate Ry, and IF filter bandwidths on the
system performance. It is shown that there is a well-defined relationship between the choice of
frequency deviation and the tolerable amount of laser phase noise. When there is no phase noise,
a frequency deviation of 2A f3 = 0.72R, is sufficient for 1 dB sensitivity penalty with respect to
infinite frequency deviation case; whereas for a linewidth of Av = 0.50 R, the required frequency
deviation increases to 2A fq = 3.42 R, for the same sensitivity penalty. The sensitivity degradation
can be very severe for a fixed linewidth as the frequency deviation gets smaller: ‘for a linewidth
of 20% the sensitivity penalty is only 0.54 dB when the frequency deviation is infinite whereas
it is 3.48 dB when the frequency deviation is 2A fg = R,. We also quantify the impact of finite
frequency deviation on optimum IF filter bandwidths. For a fixed linewidth, the optimum IF
filter bandwidth decreases as frequency deviation becomes smaller: for Av = 0.5R, the optimum

IF filter bandwidth reduces from 7R, to 3R, when 2A f4 reduces from very large values to 3Rs.




I. INTRODUCTION

The FSK heterodyne dual filter and single filter detection systems are examples of asynchronous
lightwave systems, whereby a relatively large laser diode (LD) spectral spread can be tolerated. That
makes the use of conventional DFB LD’s possible which in turn is important for achieving a simple
and stable system [1]-[8]. The dual filter detection system is particularly attractive because it offers
a 3-dB higher receiver sensitivity than the single filter detection system [1]. The ideal performance
of dual filter heterodyne FSK lightwave systems were previously studied by several authors assuming
ideal conditions for the intermediate frequency (IF) and the frequency deviation between the two
frequencies of data transmission (2], [9], [10].

In particular, in [2], [9] and [10] the sensitivity degradation due to laser phase noise and shot noise
was studied assuming that the IF and the frequency separation between the two tones are infinitely
large. In practical systems, however, these assumptions are not valid (1}, [3], [4], [11], [12]. In this
paper, we study the impact of finite frequency deviation on the system performance. Our analysis
also includes the impact of laser phase noise and additive shot noise.

We show that there is a well-defined relationship between the choice of frequency deviation and
the tolerable amount of laser phase noise for a prescribed level of sensitivity degradation (e.g., 1
dB). Our results indicate that when there is no phase noise, a frequency deviation 2A fy = 0.72R, is
sufficient for 1 dB sensitivity penalty with respect to infinite frequency deviation case; whereas, for
an IF linewidth of Av = 0.50R; the required frequency deviation increases to 2A fy = 3.42R,;, for the
same sensitivity penalty. The influence of finite frequency deviation on the values of other important
system parameters such as optimum IF filter bandwidth and bit-error-ratio (BER) is also quantified.
It is demonstrated that for a fixed IF linewidth value, the optimum IF filter bandwidth decreases as
the frequency separation between the two tones becomes smaller. As an example, for Av = 0.5R; the

optimum IF filter bandwidth required reduces from 7R, to 3Ry when 2A f4 reduces from very large




values to 3R;. Using the BER results computed, sensitivity penalty due to finite frequency deviation
is quantified as a function of IF laser linewidth. Qur results show that the sensitivity degradation
can be very severe for a fixed linewidth as the frequency deviation gets smaller. As an example,
for an IF linewidth of 20% the sensitivity penalty is only 0.54 dB when the frequency deviation is
extremely large (infinite); whereas it is 3.48 dB when the frequency deviation is 2A f; = Ry. In this
paper, we also investigate practically important suboptimum cases which do not use optimum IF
filter bandwidths. More specifically, we quantify the sensitivity degradation due to finite frequency
deviation for a fixed linewidth value when the IF filter bandwidth used is not optimized for different
frequency deviations.

The rest of this paper is organized as follows. In Section II we give a system description and
problem statement. Section III contains basic receiver equations, the signal-to-noise ratio, the bit-
error rate, and the main results of the paper. A physical interpretation of the main results obtained

is presented in Section IV. Finally, Section V contains the conclusions of this study.
II. SYSTEM DESCRIPTION AND PROBLEM STATEMENT

The block diagram of the dual filter optical heterodyne FSK receiver is shown in Figure 1. It was

shown in [9] that the total output current processed by such a receiver is

Ascos[(w + Aw)t + ¢(t)] + n(t), for data =1
ir(t) = (1)
Ascos|(w — Aw)t + ¢(t)] + n(t), for data =0

where Ag is the signal amplitude; n(t) is the total noise process at the output of the balanced re-
ceiver; w = 2« fir is the intermediate frequency (IF) in radians per second; #(t) is the total phase
noise due to the transmitter and local oscillator (LO) lasers; and Aw = 27A f4 is the frequency

deviation in radians/sec. These quantities are given by the following expressions:

As =2R\/PsPro amperes (2)
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n(t) = ni(t)—na(t)  amperes (3)

W= ws —wro radians/second (4)
&(t) = ¢s(t) — dro(t) radians " (5)
28w = wy ~ wy radians/second (6)

where R is the detector responsivity; n(t) and ny(t) are the noises of the two photodiodes; ws and
wro are the frequencies of the signal and the LO, respectively; ¢s(t) and ¢o(t) are the phase noises
of the transmitter and LO lasers, respectively; and w; and wq are the frequencies of transmission for
data = 1 and data = 0, respectively.

The total phase noise ¢(t) is defined by expression (5). Its derivative é(,) has a zero-mean Gaus-
sian probability density function (pdf); the single-sided power spectral density (PSD) of é(,) is given

by

S&(t)(f) = 4xAv 0< f<oo (7

where Av is the FWHM linewidth at the IF, i.e.,

Av = Avr + Avpo (8)

where Avr and Avpo are the linewidths of the transmitter and LO lasers, respectively. The PSD
shape in (7) implies the Lorentzian laser lineshape.
The additive noise n(t) is composed of both the shot noise and the thermal noise. The single-

sided PSD of n(t) is

Sa=1n for0< f<oo amperes? per hertz (9)




where

n=2eRPLo + nTy amperes® per hertz. (10)

In (10), € is the electron charge and nry is the PSD of the thermal noise. Expression (9) implies
that the additive noise is white; this assumption may be inaccurate in systems having wide laser

linewidth or large bit rate. The autocorrelation function of n(t) is given by

Ra(t1,t2) = E[n(th)n(t2)] = 0.578(ts ~ t2) (11)

In previous studies on dual filter heterodyne FSK lightwave systems, the frequency separation
between the two FSK frequencies 2Aw was assumed to be suﬂiden;ly large, so that the crosstalk
between the two filters was negligible [2], [9], [10]. For practical system design, however, such
an assumption is not valid. Specifically, in multichannel lightwave systems employing dual-filter
heterodyne FSK receivers, the frequency separation between the two tones is a significant system
design parameter which influences the number of channels that can be received for a prescribed level
of crosstalk [13]-[17].

The physical scenario under consideration is shown in Figure 2. Figure 2(a) illustrates the case
when the two frequencies are sufficiently apart from each other so that there is negligible crosstalk.
The information-bearing signal may also contain phase noise. As the frequency deviation becomes
smé.l]er the two information-bearing signals start overlapping (see Fig. 2(b)) and the performance
of the system under investigation deteriorates. One of the objectives of this study is to quantify
the required frequency deviation for a given linewidth and a fixed sensitivity penalty (e.g., 1 dB).
Another important case is shown in Figure 2(c). For a fixed frequency deviation, assuming the
two information-bearing signals have no phase noise, there is a certain performance level (and a

corresponding BER) which depends on the frequency spacing between w; and wg. Clearly, if the
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frequency deviation is kept fixed, as the two signals are impaired by more and more phase noise, the
crosstalk due to laser phase noise becomes more severe; and the system performance deteriorates
sharply. This physical situation is illustrated in Fig. 2(d). Another objective of this paper is to
quantify the laser linewidth which can be tolerated for a prescribed level of sensitivity penalty, such
as 1 dB, and for a fixed value of frequency deviation.

The physical scenario described above can only be analyzed if certain other system parameters are
also carefully engineered. Note in Figures 2(a) and 2(b), for example, that as the frequency deviation
gets narrower the optimum IF filter bandwidth required becomes smaller. Thus, to optimize the
system performance it is essential to evaluate the optimum IF filter bandwidth corresponding to
a fixed (but finite) frequency deviation and a fixed linewidth in the physical situation depicted by
Figures 2(a) and 2(b). Computation of optimum IF filter bandwidths is also a necessity for the
optimum performance evaluation of the system described by Figures 2(c) and 2(d). Obviously, one
can choose not to optimize the IF filter bandwidth; in that case, however, a certain sensitivity penalty

must be paid and the system performance is no longer optimum.
III. SYSTEM PERFORMANCE EVALUATION

This section is organized as follows. First, the basic receiver equations are given in Section III-A.
Then the SNR at the threshold comparator input is found in Section III-B. The BER is evaluated

in Section III-C. Finally, in Section III-D numerical results are presented.
A. Basic Receiver Equations :

The dual filter optical FSK receiver under investigation is shown in Figure 1. Following [9] and [10],

we assume the IF filters to be finite-time bandpass integrators, with impulse responses

a : T
Feosfunt] ifte€(o,z]

hpi(t) = (12)
0 iftgo, L




and

a . T

Feoslwot] if t €0,
hp2(t) =

0 iftg [0, L

(13)

where o > 1is a positive integer. The square-law device (SLD) is an envelope detector modeled by [9]

vr(t) ()1 - [Ua(2)]?

zr(t) + yr(t) + zr(t)

(14)

where U;(t) and U(t) are the complex amplitudes of the outputs of the IF filter 1 and IF filter 2,

respectively. In expression (14), zr(t), yr(t), and zr(t) denote the signal-cross-signal, noise-cross-

noise, and signal-cross-noise terms, respectively. The postdetection lowpass filter is assumed to have

the following impulse response [9):

he(t) = i&(t - %)

=1

The output current of the IF filters at time t is

u (1)

M

hB](t) * iT(t)

)l

s +np(t)  IT<t<(+1)T

and

u(t) = hpa(t) *ir(t)

= 3pat) + npa(t) IT<tL(+1)T

(15)

(16)

(17)

where * denotes convolution; ng1(t) and nga(t) are the filtered versions of the noise, and sp,(t) and

spa(t) are the filtered versions of the signal, respectively; i.e.,




npi(t) = hp(t) *n(t) IT<t<(I+1)T (18)

nga(t) = hpa(t) « n(t) IT<t<({(+1)T (19)

and
sp1(t) = hp1(t) * Ascosfwat + ¢(t)], IT <t < (I+1)T (20)
sp2(t) = hpa(t) * Ascoslwat + #(t)], IT<t<(I+1)T (21)

where wy = wy or wy = wp. Hence the outpat of the summer is

vp(t) = zr(t) + yr(t) + zr(2) (22)
where
zr(t) = shi(t) + 3h1(2) — sha(t) — 35a(2) (23)
Ur(t) = why(0) + Wa(0) = nhat) ~ a1 (24)
zp(t) = 2[sgi(t)nBi(t) + 3g1(t)RB1(t) — 3B2(t)nB2(t) — 3B2(t)RB2(1)] (25)

In expressions (23)-(25), 3p4(t) is the Hilbert transform of sp4(t), fipa(t) is the Hilbert transform of

ngd4(t), and d = 0 or d = 1. Finally, the output signal of the lowpass filter (LPF) wg(t) is

wr(t) = hr(t) * ve(t) (26)

The signal wg(:) is sampled at t = (I + 1)T and sent to the decision gate. The value of wg(t) at

t = (I+ 1)T is denoted by wpr (decision variable) in the remainder of this paper.

B. The Signal-to-Noise Ratio :




The SNR at the input of the decision gate (Figure 1) is defined as (9], [18]

m(when data = 1) — m{when data = 0)
o(when data = 1) + o(when data = 0)

0 (27)
where m and o are the mean and the standard deviation of wpr. We note that, strictly speaking,
the signal-to-noise ratio v is a meaningful pesformance measure for a Gaussian hypothesis test only,
whereas the probability density function (PDF) of wpr is non-Gaussian for both ONE and ZERO
symbols even when the linewidth is zero and the frequency deviation is infinite. In the case of zero
linewidth and infinite frequency deviation, the LPF is not needed, and the bandwidth of the BPF
is taken to be equal to the bit rate R;. Conceptually, in this case wp(t) = vp(t). The probability
density function of vr(t) in this case can be found exactly. When Av is not equal to zero, and 2A fy
is finite, the impact of phase noise and crosstalk further complicates the PDF. Since the actual pdf
of wer is non-Gaussian, it is clear that the value of 4 does not contain all the information needed
to evaluate the system BER exactly. Hence, using expression (27) for estimating the SNR at the
decision gate is an approximation; see Subsection C and Ref.[9] ior an analysis of the accuracy of
this a?proxima.tion.

C;lculation of m and o is a long and a very complicated process. Therefore, we omit the in-

termediate steps of our derivations. Qur analysis indicates that a general closed-form result can be

obtained for the signal-to-noise ratio at the decision gate:

=M
1= (28)
where
A% 1 b6-1 1 (z? - a?) 2abzsinz
=58 cp—— gy g T —p udnbbuihddied
m = (2a) [a + " + r { a r (1 - beosz) + r (29)
and
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In expression (30), 0%z, 0¥ ¢, and 0% are given by:

Ata [, 1 16 80 1
P R Rl P PR M LY 8 = — —b“]
~F 62t | 53~ 3¢ +9(1 b) + (1 ) 72(1 )| s(2AwWT)
AL 243 sin?z
2 _ Ag
VF=T6 e [1" z? ]

and
o1y = /11_;51(;,:2 [_.Z'::: ;;’:’l’ {1 + cosz + ('3 - i—a)sinz +(1- 2b)g—} +
Z‘II—:; + 4—Ilc? {[:z:2 - a?)[1 - bcosz] — 2abzsinz} + % {1 + -‘l;(b - 1)}]
where
T=T/a
a=7rAvr
b = ezp(—a)
z = 2Awr
y = (a + acosz — zsinz)
ky = (a® + z?)
anl

1 — e~Pwn24uT [cos(q) + 7-12_—ﬁsin(q)] for B #1

1 — e~wn28uT _ ) 2AwT e wn38uT forg=1

3(2AwT) =

11

(30)

(33)

(34)
(35)
(36)
(37)
(38)

(39)




In expression (40), w,, (3, and q are defined as follows:

wn & —0.0155 — 0.263/a® + 0.578/a (41)

B~ 0.27-1.5/a%+2.22/a (42)

q = wn28wT /1 - 32 (43)

For the dual filter optical heterodyne FSK system under investigation, there is a simple relationship

between the peak IF SNR £, peak normalized signal energy Lpn, and the average normalized signal

energy per bit E,, defined as

ALT
§= Epn = Ean = 237] (44)

The value of v in expressions (28)-(43) can be considerably simplified in several important practical
cases:

Case 1: If Av = 0 (no phase noise), then v reduces to

m(% - gl-:oaz!)
7= a? sin?z 8/ cos?r—cosz 1 0.5
[?1(1 - =)+ (R 4 §)]

Expression (45) predicts the performance of the FSK system under consideration when there is no

(45)

phase noise. Note that in this simple expression z = 2AwT is a design parameter. Hence, to obtain
a BER = 10~° (which corresponds to v = 6), the IF filter bandwidth expansion factor a can be opti-
mized for fixed values of 2AwT. By using a,p values in expression (45), the impact of reducing 2AwT
on the sensitivity (the value of average signal energy in photons/bit) can be easily computed. As a

sanity check, we also note that as 2AwT gets sufficiently large, expression (45) reduces for aop, = 1 to

Y= —— (46)




which is the result given in [9].
Case 2: If 2L « 1 « 28¢T then 4 becomes

oT (1422 —cos(280T/a))
Va (%— %a - (ZawT]a)? )

AT (1+"°—;t—cos(2AwT/a)) 0.5
6a (2AwT [a)*? )

- (47)

[%(mug)zs(mu:r) + g; +2(3 -
Expression (47) predicts the SNR at the decision gate of a well-designed dual filter heterodyne FSK
lightwave system in presence of laser phase noise and finite frequency deviation. We note that for
a well-designed system, AvT < a € 2AwT. Clearly, expression (47) is an approximation for the
SNR at the decision gate. The inaccuracy of expression (47) compared to the exact SNR results
given by expressions (28)-(43), however, is only 0.1 dB for a well-designed system. In Table I, simple

guidelines are provided for the choice of a5 and 2A f;T for a given Av in well-designed systems.
C. The Bit Error Rate

A simple estimate of the BER can be obtained by using the Gaussian approximation (9], (18]

BER=Q(y) = \-/32_; L * em/24z (48)

We note that expression (48) gives the accurate value of BER for a Gaussian hypothesis test only and
assumes that the decision threshold is selected optimally, i.e., at the intersection of the conditional
pdf’s of wer calculated for data = 1 and for data = 0. As mentioned before, in the problem inves-
tigated, the pdf of wpr is generally non-Gaussian. It was shown in [9] that using Gaussian PDF’s
for BER evaluation leads to an inaccuracy of approximately 2.6 dB. This, however, is not a serious
limitation in itself since it can be somewhat rectified using an empirical factor. Such an empirical
factor was shown to be useful in estimating the BER; in particular, it was shown that the inaccuracy
of the BER predictions of Gaussian approximation can be reduced to less than 1 dB over a wide
range of linewidth values (up to 250%) when such an empirical correction factor is used. Hence, in

this paper we estimate BER as
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BER=Q() = ¥ e 24y (49)

k
%
where k = 1.36 is the empirical factor used for reducing the inaccuracy of the Gaussian BER estimate
to 0 dB at AvT = 0.

It should be noted that though the absolute accuracy of the Gaussian approximation technique is
not perfect, a modified Gaussian approximation does provide a very useful analytical tool for studying

the impact of crucial system parameters such as finite frequency deviation and laser linewidth on

system performance.
D. Numerical Results

Figure 3 shows the optimum IF filter bandwidth values a,pt versus normalized laser linewidth for
fixed values of the frequency separation 2A fyT. We observe that for a fixed linewidth, the required
a,pt decreases as the frequency deviation becomes smaller. The physical reason of this phenomenon is
the so-called crosstalk. As the frequency deviation gets narrower, the IF filter collects more crosstalk
from the other signal. To maintain the same BER (let’s say BER = 10~°) as in the case of infinite
frequency deviation, a narrower IF filter bandwidth must be used in order to reduce the influence of
crosstalk. There is, however, a certain IF filter bandwidth value beyond which a further reduction in
IF filter bandwidth is detrimental because the information-bearing signal gets substantially truncated
and the loss in signal power becomes more than the loss in noise power. This tendency can easily be
observed in Figure 4(a). Figure 4(b) shows a,, versus normalized frequency deviation for several
linewidths at BER = 10~°. A careful inspection of Figure 4(b) reveals that, at each fixed linewidth
there is a required a,pe and 2A f;T for maintaining a BER = 10~°. We emphasize that Figure
4(b) does not necessarily correspond to a well-designed system. When AvT = 1.0, for example,
Figure 4(b) indicates that both a,y and 2A f,;T can be as small as 3 and a BER = 1079 can still

be maintained. Such a system, however, is not a well-designed system. It is clear from Table I that,
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when AvT = 1.0, aopt = 6 and 2A f4T =~ 5.46 in a well-designed system.

Figures 5-9 show BER versus £ for fixed linewidth values and for @,y as the frequency devia-
tion varies parametrically. As expected, for a fixed linewidth value, the sensitivity of the system
deteriorates as frequency deviation becomes smaller. As an example, Figure 7 shows that, when
2A f4 = 0.75R; the sensitivity of the system is 3 dB worse than the ideal case (2A f; = o0). Note
that (see Figures 3 and 4(a)) a,pt = 1 for 2A f3 = 0.75R, as opszed to aope = 4 in the ideal case
when AvT = 0.16. The curves shown in Figures 5-9 are plotted using a values which are optimum
only at BER = 10~°. Hence, for BER # 10™° the curves are not optimum. This is the main reason
for the better performance of the 2A f; = 0.75R; curve compared to the 2A fy = 1.5R4 curve at BER
values larger than 10~° in Figure 8.

In Figures 10-14 the BER performance is shown versus £ for a fixed frequency deviation value
as the laser linewidth increases. It can be observed from these Figures that for a fixed frequency
deviation, there is a finite degradation in sensitivity (or an increase in the required £ for BER = 10~°)
as linewidth becomes larger. Figure 12, for instance, shows that there is approximately a 2.5 dB
sensitivity penalty when the linewidth increases from 0 to 16%, for a fixed frequency deviation of
2Af4 = 1.5R,. Another important result which should be observed from Figures 10-14 is that the
aforementioned effect becomes stronger for decreasing values of frequency deviation.

In Figures 15-17 the sensitivity penalty (in dB) is plotted versus laser linewidth for fixed frequency
deviation values. Figure 15, for example, clearly illustrates that for a fixed linewidth value the
sensitivity penalty increases as the frequency separation between the two tones decreases. For a
linewidth of 50%, Figure 15 shows that the sensitivity penalty becomes more tha;l 5 dB for a frequency
separation of 2A fy = R, which is a drastic deterioration compared to 0.88 dB penalty in the ideal
case.

Figure 16 shows the sensitivity penalty of the system under investigation versus frequency devi-

ation 2A f4T for several laser linewidths when optimum IF filter bandwidth values are employed. It
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can be observed from Figure 16 that, for a 1 dB sensitivity penalty the required frequency devia-
tion is & 2A f4 = 0.72R, for zero linewidth whereas this number goes up to 2A fy; = 3.4R, for 50%
linewidth. We emphasize that in Figure 16 the a values used are always optimum. It is interesting
to contrast the results of Figure 16 with those where a values are not optimum. This is illustrated
in Figure 17. In Figure 17, each sensitivity penalty curve uses the a value which is optimum only
for the ideal case (Qinf—opt); i-e., when 2A f4T = oo. It can be easily seen that suboptimum o values

will make the frequency deviation requirement for 1 dB penalty worse.

IV. PHYSICAL INTERPRETATION OF RESULTS

The performance of the dual-filter heterodyne FSK lightwave receiver under investigation depends
on the IF laser linewidth, frequency deviation between the two frequencies of data transmission, IF,
and the bandwidth of the two IF filters. In this study we assume that IF is sufficiently large so
that the sensitivity penalty due to finite IF is negligible. This assumption also enables us to isolate
the impact of finite frequency deviation on system performance in presence of phase noise and shot
noise.

In this paper it is shown that the frequency deviation, laser linewidth, and the optimum IF filter
bandwidths are interrelated system parameters. Furthermore, this relationship is quantified by the
results of our analysis.

It is interesting to note that, though they stem from different physical origins, the net impact of
finite frequency deviation on system performance is very similar to the impact of laser linewidth on
system performance. For each linewidth and frequency deviation value, there is an optimum IF filter
bandwidth. If for that fixed linewidth value the frequency deviation is decreased, more crosstalk
power is collected by each IF filter. For maintaining the same BER, a smaller IF filter bandwidth is
required. When the IF filter bandwidth is reduced, however, the information-bearing signal is also

truncated. For each linewidth there is a critical value of the IF filter bandwidth beyond which a
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further reduction in bandwidth implies more loss in signal power than noise power and, therefore,
a severe BER floor. Hence, for optimum system performance the IF filter bandwidth should be
optimized for each linewidth value and frequency deviation. If this is not done and the optimum IF
filter bandwidth for the ideal case (i.e. if @ = a;nf—ope) is used for all frequency deviation values, the
sensitivity penalty paid rises sharply as the frequency deviation decreases. This result is illustrated in
Figure 18 for a linewidth of 27%. In other words, larger-than-optimum IF filter bandwidth values may
have a very profound adverse effect on system performance. The physical reason for this degradation
is the excess crosstalk power in addition to the excess shot noise collected by the IF filters when the
bandwidths used are larger-than-optimum.

Similarly, for a fixed frequency separation 2A fyT, the optimum IF filter bandwidths required
increase as the linewidth increases. In other words, in order to maintain a BER = 1079 larger IF
filter bandwidths are required for larger linewidth values. Therefore, if one wants to pay a 1 dB
sensitivity penalty due to laser linewidth at a fixed value of frequency deviation, it is clear that there
is 2 maximum permissible laser linewidth. Beyond this Av value, the sensitivity penalty is more
than 1 dB. This phenomenon is a result of the interaction of the influence of crosstalk due to finite
frequency deviation with the influence of phase noise. Specifically, for larger values of linewidth a
larger value of a,p is required. As aop gets larger, however, the IF filters collect more crosstalk and
the sensitivity deteriorates.

The sensitivity penalty curves shown in Figures 16 and 17 also reveal an important physical
phenomenon. When the linewidth is zero, for example, the sensitivity penalty is zero at different
frequency deviation values; namely, at integer multiples of the bit rate. These values of frequency
deviation which give equivalent performance with infinite frequency deviation are known as orthog-
onal values. Similarly, a dual filter FSK system which uses integer multiples of bit rate for the
frequency deviation between the two information frequencies is known as an orthogonal FSK system.

Figure 16 clearly shows that, in such a system the sensitivity penalty has an oscillatory behaviour
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as frequency deviation becomes smaller, up to a certain frequency deviation (up to 2Af; = R,).
Hence, surprisingly, the system performance for 2A f; = R, for example, is actually better than
the system performance at 2A f; = 2.5R;. Note that the sensitivity penalty increases uniformly and
sharply for 2Af4 < Rs. A simple mathematical derivation for the performance of the dual-filter
FSK system with zero linewidth is given in {21]. That derivation gives some insight into the reasons
of the mentioned oscillatory behaviour. It can be shown that when f; and f, are orthogonal the
two signals are uncorrelated in the signal-space constellation diagram. Therefore, as long as the
system is orthogonal its performance is not affected by the actual value of the frequency deviation.
For non-negligible linewidths, Figure 17 shows the same type of oscillatory behaviour for sensitivity
penalty. Note, however, that the ideal performance is never reached at any finite frequency deviation
value for non-negligible linewidths. In other words, the dual-filter FSK lightwave system is never
orthogonal in the true sense for finite (non-negligible) linewidths.

The sensitivity penalty results shown in Figures 16 and 17 can be checked with the classical
communication theory literature for zero linewidth [19]-[22]. In all these references, it is a well
established fact that the crosstalk is negligible when 2A fy = Rs. This gives us a certain confidence
in the validity of the approach used in this paper. For non-negligible linewidths, however, it remains
to be seen how close the results predicted by our approximate theory are to those which will be
predicted by a much more exact approach such as [10).

Though in this paper a single channel dual-filter FSK lightwave system is studied, the results
obtained can give very rough estimates about the electrical domain channel spacings required in
a multichannel dual-filter FSK system. In such a system, clearly there will be adjacent channel

interference in addition to the co-channel interference due to finite frequency deviation.
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V. CONCLUSIONS

In this paper the impact of finite frequency deviation on the performance of dual-filter FSK lightwave
systems in presence of laser phase noise and shot noise is studied and quantified. Qur analysis shows
that for zero linewidth, a frequency deviation of 2A f4 = 0.72R, is required for 1 dB penalty. When
the linewidth is 50%, for 1 dB sensitivity penalty the required frequency deviation increases to
2A f4 = 3.4Rs. In this work we also show that for a fixed linewidth, the optimum IF filter bandwidth
decreases as the frequency deviation becomes narrower. As an example, for Av = 0.5R}, ap¢ reduces
from 7 to 3 as 2A f; reduces from very large values to 1.5R,. The BER computations carried out
in this paper enable us to estimate the largest permissible linewidth values for a fixed frequency
deviation. One of the main strengths of this analysis is the fact that it leads to a simple closed-
form SNR expression in terms of the main system parameters. This closed-form simple expression
facilitates physical insight into the impact of finite frequency deviation on system performance and
provides simple guidelines for practical system design.

The results obtained in this paper are based on the Gaussian assumption for the distributions of
the two decision variables. We checked the results of our analysis for zero linewidth with the results
given by classical communication theory and found a good match.

Factors not taken into account may change the results obtained in this paper. Receiver thermal
noise and finite IF are among such factors. The ideal case of fir > R, was assumed in this study
in order to isolate the impact of finite frequency deviation. Further study is needed, however, to
quantify the impact of finite IF (in presence of laser phase noise, finite frequency deviation, and shot
noise) on the system performance of the dual-filter FSK lightwave systems.

The obtained results should be conceived as essential first steps for computing the electrical do-
main and optical domain channel spacing required for a prescribed sensitivity penalty in multichannel

dual-filter FSK lightwave systems.
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Table 1: Requirements for a well-designed receiver

AvT € a = 0.29 + 5.95(AvT) — 0.68(AvT)? < [a]

a < 20T > a < 1.073(2AfT)

AvT € 20fsT = 0.9+ 4.57(AvT) + 1.9(AvT)? — 1.91(AvT)3 < 2A£4T
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Figure Captions :
Fig. 1 Block diagram of the dual-filter heterodyne FSK system under investigation.

Fig. 2 Physical scenario under consideration :
(a) The frequency spectrum of the two information-bearing signals with infir:tely large
frequency separation.
(b) The same frequency spectrum with finite frequency separation.
(c) The frequency spectrum of the two information-bearing signals with finite frequeacy
separation and zero phase noise.

(d) The spectrum in (c) with the same frequency separation and non-negligible phase noise.

Fig. 3 Optimum normalized IF filter bandwidth versus normalized linewidth for several values of

frequency deviation at BER = 1072,

Fig. 4(a) Optimum normalized IF filter bandwidth versus normalized linewidth for several values

of frequency deviation at BER = 10~°.

Fig. 4(b) Optimum normalized IF filter bandwidth versus normalized frequency deviation for sev-

eral linewidths at BER = 10~9.
Fig. 5 BER versus IF SNR for several values of frequency deviation when the linewidth is zero.
Fig. 6 BER versus IF SNR for several values of frequency deviation when AvT = 0.04.
Fig. 7 BER versus IF SNR for several values of frequency deviation when AvT = 0.16.
Fig. 8 BER versus IF SNR for several values of frequency deviation and when AvT = 0.27.

Fig. 8 BER versus IF SNR for several values of frequency deviation and AvT = 0.50.
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Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

Fig.

10 BER versus IF SNR for several linewidths and infinite frequency separation between f. and

Jo.

11 BER vers. v IF SNR for several linewidths when 2A fg = 4.5R;.
12 BER versus IF SNR for several linewidths when 2A f3 = 1.5R,.
13 BER versus IF SNR for several linewidths when 2A f3 = 0.75R,.
14 BER versus IF SNR for several linewidths when 2A f; = 0.3R,.

15 Se:sitivity penalty (in dB) versus normalized linewidth for several values of frequency

deviation at BER = 1079.

18 Sensitivity penalty (in dB) versus nnrmalized frequency deviation for several linewidths at

BER = 107%. All curves are computed using a@ = o at BER = 1079,

17 Sensitivity penalty (in dB) versus normalized frequency deviation for several linewidths
at BER = 107°. Al curves are computed using the optimum a values for infinite frequency

separation (Q@ins—opt)-

18 Impact of suboptimum a values on the sensitivity penalty for AvT = 0.27 at BER = 107°.
The solid line corresponds to the curve computed with a,p, for all frequency deviation values

and the broken line corresponds to the curve computed with a;ns_op:.
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LINEWIDTH-INSENSITIVE COHERENT OPTICAL ANALOG LINKS
Delfin Jay M. Sabido IX, Thomas K. Fong, Robert F. Kalman, and Leonid G. Kazovsky

Stanford University, Department of Electrical Engineering
202 Durand Bldg., Stanford, CA 943054055

ABSTRACT

Coherent optical analog links offer several important advantages over conventional direct detection links
including the ability to separate wavelength-division multiplexed signals, frequency translation, and utilization of
angle modulation formats. However, the wide linewidth of semiconductor lasers can cause substantial performance
degradation of these links. This paper analyzes the signal-to-noise ratio and the dynamic range of amplitude
modulated (AM) and frequency modulated (FM) coherent links, and compares them to direct detection links. It is
concluded that a properly designed AM system is insensitive to laser linewidth. For optical powers less than ImW,
the performance of coherent AM links is better than that of direct detection links; for optical powers greater than
1mW, the performance of the two links is nearly the same. Coherent FM links have the potential to increase the
SNR and the dynamic range by more than 10 dB as compared to direct detection and coherent AM links. However,
FM links are potentially sensitive to laser linewidth, and require elaborate phase noise cancellation techniques when
semiconductor lasers are used.

L INTRODUCTION

There has been an increasing interest in the use of optical fiber for the transmission of high frequency, high
dynamic range analog signals. Applications of analog optical links include antenna remoting, phased array radar,
interconnection of microwave systems, and cable television systems [1, 2, 3). Current approaches utilize direct
detection and either Nd:YAG lasers {4, S, 6] or semiconductor lasers [4, 7, 8]. In this paper, we investigate coherent
links employing semiconductor lasers for both signal transmission and heterodyning in the receiver.

Coherent detection facilitates the separation of wavelength division multiplexed signals, can perform
frequency translation, and allows the use of alternative modulation formats such as phase and frequency modulation.
Semiconductor lasers are attractive due to their ruggedness, compactness, low power consumption, convenient
frequency tunability and integratability with other optical and electrical devices. However, semiconductor lasers have
the disadvantage of wide linewidths ranging from 1 MHz to 100 MHz. Since coherent systems can detect the phase
of the optical signal, they are potentially susceptible to the effects of phase noise associated with wide laser
linewidths. This phenomenon represents a major obstacle to the practical implementation of coherent analog optical
links.

Several techniques for fighting laser phase noise have been proposed and demonstrated for digital systems.
In contrast, the issue of obtaining linewidth-insensitive performance in coherent analog systems has received little --
if any -- attention. In this paper, we present optical signal transport systems which have the potential to be
insensitive to laser linewidth. We perform a theoretical analysis of the signal-to-noise ratio (SNR) and the dynamic
range of AM and FM heterodyne systems and compare the results to those of direct detection systems.

The rest of the paper is organized as follows: Section 2 contains the definition of the dynamic range. The
performance of a conventional direct detection system is reviewed briefly in section 3 while AM and FM coherent
systems are dealt with in sections 4 and 5, respectively. Comparison between coherent AM, coherent FM, and direct
detection systems is conducted in section 6 and conclusions are contained in section 7.
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2. _DEFINITION OF DYNAMIC RANGE

The dynamic range is defined as the ratio of the maximum input RF power Pin,max to the minimum input

RF power P;, .., that can be carried by the fiber optic link (9]:

P
DR = 101og(?“‘&) M

in,min

Since the square of the modulation index m is proportional to the input RF power, (1) can be rewritten as follows:

m?
DR =10log m—';"l-) 2

where mpin and Mmmay are the minimum and maximum modulation indexes the system can handle, respectively.
Mmin is the modulation index of the input signal that results in equal signal and noise powers (SVR = 1). For
systems with inherent nonlinearities in its components (in other words, for all practical systems), the maximum
modulation index is limited by third order intermodulation distortions (IMD). To evaluate the relative magnitude of
the IMDs, two equal amplitude signals at frequencies @, and @, are transmitted through the system and the amplitude
of the third order terms at frequencies 2a);-a% and 2aj - @; are measured. The third order IMDs increase as the cube
of the input voltage while the useful signal grows linearly. This behavior is illustrated in Fig. 1a. mmqax is the
value of m that makes the IMD power equal to the noise power:

("2‘0’)'- = ('3-")|- 3

where ifpory and i, .., are the third order distortion and noise currents at the output of the receiver, respectively.
When Mgy is defined as per (3), the ratio defined by (2) is called the spurious-free dynamic range (SFDR):

2
SFDR = 10 log| —|Mpzssie @)
m signal=noise
Third-order m =1
RF =+ IMD RF max
Output Output
Power, Power,

dBm

RF Input ] range ;  RF Input
Power, dBm {Fyndamental imit) power, dBm

(@ (b)
Fig. 1. Definitions of the dynamic range: (1) The spurious-free dynamic range (SFDR);
(b) The fundamental limit of the dynamic range.
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In the absence of any nonlinearities mmay equals one and (2) becomes:

DRy = 10105 - 0

where DRfynq is the fundamental limit of the dynamic range illustrated in Fig. 1b. Clearly, SFDR can never exceed
DR fund .

3. _DIRECT DETECTION LINKS

In this section, we review direct detection links. The results of this section will serve as a basis for
comparison with the coherent AM and FM systems presented in sections 4 and $, respectively. The impact of laser
relative intensity noise (RIN) is neglected in this section and in the initial analysis of the AM coherent system; it is
dealt with in section 4.

The block diagram of an externally modulated direct detection system is shown in Fig. 2. The light from
the transmitting laser is modulated by an external Mach-Zehnder modulator.

ir(¢) w (1)
e

signal

Amplitude Photodetector
modulator

Fig. 2. Block diagram of a direct detection receiver.

It can be shown that the received optical field eg(t) is given by:

e,(t)= Jg{exp(f[w.r +9,,(8)+m-x()])+ °xp(j{w't rou( gD} ©

where x(t) is the input RF voltage (narmalized t0 unity amplitude); Py is the received optical power; @ and ¢ns(t)
are the optical carrier frequency and phase noise of the laser transmitter, respectively; and m is the modulation index
defined by the following expression:

m=£‘—lﬂ M

2V,

where Vp is the peak amplitude of the applied RF voltage and V . is the half-wave voltage of the modulator. The
output current of the photodetector is:

ir (¢) = Rle, (o) +n(e) = RP,[1+sin(m- x(1))] + n(r) (8)

where R is the photodetector responsivity and a(t) is the additive white Gaussia_n noise at the output of the
photodetector consisting of the shot and thermal noises. The single-sided PSD of n(¢) is given by:

SPIE Vol. 1703 Optoelectronic Signal Processing for Phased Array Antennas III (1992) /1 3
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S.(f)=n=n,,+n“=2eRP,+ifz, forQ<f <oo )

where 7, and 1), are the PSD's of the shot noise and thermal noise, respectively, ¢ is the electron charge, k is the
Boltzmann's constant, T is the receiver noise temperature, and r is the input resistance of the amplifier.

To determine the fundamental limit of the performance of this system, we assume for a2 moment that the
external modulator is replaced by an ideal modulator having no nonlinear distortions in the region of operation.
Then sin m x(t) = m x(t) and (8) becomes:

Fundamental limit: ir(t) = RP,[1+ m- x(t)] + n(r) (10)

The SFDR is evaluated by assuming a nonlinear external modulator with the third order terms being the dominant
IMDs. In this case,

3
sin[m-x(t)]zm-x(t)-fm'—';(t)]- (11)
and (8) becomes

3
i(s) =RP,{l+m-x(t)-m;(L)]—}+ n(t) (12)

Similar to {10] and [11], we assume the low pass filter to have an impulse response of

2B, forte [O, -1—]
2B

hL (‘) =
0, forte [o, —1-] 13
2B

where B is the noise equivalent bandwidth. The output signal w(s) is then expressed as:
w(t) = hy (£)ir () (14)
Substituting (10) and (13) into (14) and evaluating the total received power, the SNR mdDRM are found to be:

2. m*R2P2 .si 2(&.
Y2-m , +sinc a8
nB

R*P?. sincz(-—ﬁ-wj
_ ! 4nB
DR,., =10lo T (16)

SNR = (15)

SPIE Vol. 1703 Optoelectronic Signal Processing for Phased Array Antennas Il (1992)/ 4
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where 1) is the PSD of the additive noise given by (9), and a, is the frequency (or center frequency of the two-tone

§ig;1aul)n:f d;ee: transmitted RF signal. Similarly, using (12) in (14) and evaluating the total output power, the SFDR
18 fO! to

el
RP sincz( Da )
SFDR = 10log| 4 o 48 an

The numerators of (15), (16), and (17) represent the signal while their denominators represent the noise. In the
following sections, we present AM and FM coherent systems and compare their performance with the diract detection
results given by (15), (16), and (17).

4. AM-WIRNA HETERODYNE LINKS

Wideband filter-rectifier-narrow-band filter (WIRNA) processing has been shown to be effective in achieving
linewidth insensitive performance in amplitude shift keying (ASK) and wide-deviation frequency shift keying (FSK)
homodyne and heterodyne digital systems (11, 12, 13]. Since the phase information is discarded in the WIRNA
receiver, it works effectively with amplitude modulation (AM). In this section, we analyze the SNR and dynamic
range perfarmance of the AM-WIRNA heterodyne receiver.

Input
signal
Transmitter pooseeseeees e oSTEeTEeee H
Photodetector ! RECEIVER :
* —*1 WBFF [P an — NLPF-:—O>
. : Detector t Output
momlator e eeee e eeeeena) P signal
LO .
vl WBPE - widsbmd andpessfilex
= narrowband lowpass filter

Fig. 3. Block diagram of the AM-WIRNA heterodyne link.

The block diagram of the AM-WIRNA heterodyne system is shown in Fig. 3. Using the same modulator
as in the direct detection system of section 3, the received optical signal eg(t) is given by (6). The local oscillator
(LO) laser has an optical field e £ 1) given by:

e10(t) =[Py, - exp{i[@ot + 9.0(0)]} (18)

where P10, oL 0 and ¢n7 (1) are the optical power, optical carrier frequency and phase noise of the local oscillator
laser, respectively. The output current of the photodetector i(¢) is thus given by:

SPIE Vol. [703 Optoelectronic Signal Processing for Phased Array Arsennas IlI (1992) /1 5
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ir(t) = Rle, (1) + e, () + (o)
19
= %[cos(m - x(r))- cos(t + $(2)) (1 +sin(m - x(1))) - sin(ax + ()] + n(r) )

where As is the signal amplitude, a is the intermediate frequency (IF) in radians per second, (1) is the total phase
noise, and a(t) is the total additive noise at the output of the photodetector with a PSD of:

5.(f)=2eR(Pw+P‘)+ﬂ, forO<f <oo (20)
r

The quantities A, @ and ¢(1) are given by the following expressions:

A= ZR,/P,PM amperes (21)
0=0,-0, radians per second (22)
o(6)=9,(8)~ ¢,(0) radians (23)

The derivative of () has a zero mean Gaussian probability density with a power spectral density (PSD) of [14]:
S;(f)=41tAv, forQ<f<coo Pl

where Av = 4avy + AVLO is the full width-at-half-maximum (FWHM) linewidth at the IF, and Av, and vy are
the linewidths of the transmitter and LO lasers, respectively.

To determine the fundamental limit of the dynamic range of this system, we assume that sin mx(1) ~ mx(t)
and cos m x(1) = [; then (19) becomes:
Fundamental limit: i(t)= %[cos(ax + ¢(0)) ~(1+m- x(r))- sin( e + ¢(:))] +n(t) 25)

When nonlinearities are considered, the approximation in (11) is used for the sine term in (19) while cos m x(t) =1
since the even-ardered terms are canceled by the receiver. Then (19) becomes:

3
ir(t) = %[cos(ax +9(0)- {1 +m-x(t)- Q—"——;QL} sin(ax + ¢(t))] +n(r) (26)

The current iq(t) is processed by the bandpass filter (BPF) such that u(t) = hy(1)-ir(¢), where hg(1) is the
impulse response of the BPF. Similar to (10] and (11}, we assume hp(t) to be:

r - -
2B, cos ax, forte O’Blﬁ
hy(t) =4 - N @n
0, forre 0,i
L [ 8]

where B) is the noise equivalent bandwidth of the BPE. At the output of the square law detector (SLD):

SPIE Vol. 1703 Optoelectronic Signal Processing for Phased Array Antennas Il (1992)1 6
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v(e) =[u@)] 28)
and finally, the output signal of the LPF and of the system w(¢) is expressed as:
w(t) = h, (£)+ip(2) (29)

where A (1) is the impulse response of the LPF given by:

2B,, forte [0, E{EW

h(_ (1) =+ - 30)
0, foree|0, L
| 2B, |

where B, is the noise equivalent bandwidth of the LPF. Since the laser phase noise causes the received signal
spectrum to widen, the selection of B; and B, is critical t the system performance. If a2 narrow BPF (with respect
to the signal bandwidth) is used, some of the signal power will be lost while a wider BPF will collect more additive
noise. In this analysis, we select the BPF bandwidth B, to be wide enough to pass 95% of the signal power. From

{15], the bandwidth required to accomplish this goal is related to the LPF noise equivalent bandwidth and the total
laser linewidth as follows:

B =/(68,)" +(12.7-Av)} )
The autocorrelation function of w(¢) is evaluated as follows [16]:

R, (%) = E{w(s)- w(t + 1)} (32)

where E{ } denotes the expectation. Setting 7 equal to zero in (32) gives the total output power, Pyy,. The
evaluation of Py is extremely complicated, and the resulting expression is very long (it consists of more than 30
convoluted terms). The total cutput power can be expressed as:

P.=R(0)=P, +P =P, +P,+P +P,

(33)

=I'\m*A} +(,m* +T,)A} +(T m* +T,)Aln+ T,
where A is the signal amplitude defined in (21); 71 is the PSD of the additive noise given in (20); m is the
modulation index; and all the I variables depend on B , B, and Av only (I'; depends on B; and B, only). Table
1 shows values of the I' variables. The first term in the right hand side of (33) is the desired signal power while the
rest are noise contributions whose sum is denoted by P,,.

P, is the noise generated via the phase-to-intensity noise conversion in the BPF filter. The laser phase
noise causes the received spectrum to widen. Therefore, part of the signal spectrum is cut off causing signal
distortion and resulting in phase noise-tw0-amplitude noise conversion. This term is absent for a system with zero
laser linewidth since the signal spectrum remains unchanged.

The other two noise terms P and P, are due t0 the receiver additive noise, caused by shot and thermal

noises, and stem from the squaring operation in the receiver. This results in the beat between the signal and the
additive noise P, and the squared additive noise term P, . The signal distortion noise and signal-noise beat

expressions have two terms each. This is caused by the received signal having a carrier and message term. In the

SPIE Vol. 1703 Optoelectronic Signal Processing for Phased Array Antennas 111 (1992) 1 7
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next subsections, the SNR and dynamic range of the AM system will be analyzed and compared with the direct
detection receiver discussed in section 3.

Table 1: Values of the I'" variables.

Laser  LPF bandwidth [ T, Ty T4 Ts T
Linewidth B,
0 MHz 1 GHz 0.3349 0 0 7.58E+08 3.33E+09 8.67E-18
10 MHz 1 GHz 0.3849 4.68E-09 246E-09 3.9SE+09 13SE+09  7E+19
4.2 _SNR performance of coherent AM links

The SNR of the AM-WIRNA coherent system can be evaluated by taking the ratio of the desired signal
power Psig to the total output noise P,,. Using (33), we obtain:

r,m2A}

SNR = (rym* +T,)A} +(Tm* +T,)Aln+T 40

(34)

It is clear from expression (34) that the system has three regions of operation corresponding to each noise term being
dominant. For very small P, the squared additive noise term dominates and (34) becomes:

SNR

_Im’Al _T\m-16R‘PLP:
S =

for very small P (39
Ten ren’ s

Expression (35) predicts a 20 dB/decade increase in the SNR with respect to P;. For larger optical power, the signal-
noise beat term is dominant; it gives a 10 dB/decade increase of SNR vs. P :

I,m*A?  T\m*-4R*PP,

R T+ T )0 (T +T)1

for moderate values of Py (36)

The signal distortion term due to imperfect phase noise cancellation dominates for large P

rm?
SNR =» for large P (37
([C,mi+T,) et

Expression (37) predicts that the SNR is independent of P for large signal power. Thus, for AM coherent systems

with a finite laser linewidth, there is a maximum SNR given by (37); increasing the optical power beyond this point
will not improve the system performance. For the zem linewidth case, there is no signal distortion so that there are
only two regions of operation given by (35) and (36).

The SNR performance of a direct detection receiver has two regions of operation. For small P, the
dominant noise term is the thermal noise and (15) becomes:

SPIE Vol. 1703 Optoelectronic Signal Processing for Phased Array Antennas Ii1 (1992) / 8
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1/2- m*R*P? -sinc ( )
SNR =
N.B

for small P (38)
th
while for large P the system is shot noise-limited with the SNR given by:
/2 m*R*P, -sinc? (42;3)
SNR = T for large P (39)
Expressions (38) and (39) predict 2y dB/decade and 10 dB/decade SNR vs. P ¢ Curves, respectively.
30 : Direct
LPF bandmdth 1 Gﬂz, :  Detection
: : : _A/v 0, B1=2GHz
601 e
|Av =10 MHz, B1=3 GHz
SNR,
dB 49|

20

O : : : :
30 20 -10 0 10 20 30
Received Optical Power, dBix

Fig. 4. The SNR versus the reccived optical power for the AM-WIRNA receijver;
r=50Q,R =08 AW, T = 300K, and PO = 30 «.Bm.

Fig. 4 shows SNR versus the received optical power for the direct detection and for the AM-WIRNA
heterodyne systems. This figure clearly shows the two regions of operation of the direct detection receiver. For
small P, (less than 0 dBm) the AM-WIRNA coherent system perfarms better than the direct detection system. This
is because the thermal noise is dominant in the direct detection case whereas the coherent system is shot noise
limited. As P, is increa~2d, the shot noise for the direct detection system increases until it becomes dominant. For
large optical power, the direct detection system performs slightly better. Fig. 4 indicates that there is approximately
a3 dB difference between the direct detection and the zero linewidth AM coherent system for very large P

It is also clear from Fig. 4 that in the coherent system, the signal-noise beat term dominates for the range
of Ps considered. Since systems with larger linewidths have larger BPF bandwidths as per (31), more additive noise
is collected resulting in a bigger signal-noise beat term and thus a lower SNR for the same P, . The effect of signal

distortion due to non zero linewidth begins to strongly affect the system only for P, approximately equal to one

watt. Thus, for reasonable values of received optical power, the impact of phase noise is small rendering the system
linewidth-insensitive,

SPIE Vol. 1703 Optoelectronic Signal Processing for Phased Array Antennas lil (1992) ¢ 9
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The fundamental limit and spurious-free dynamic ranges can be obtained using expressions (5) and (4),
respectively, using the procedure discussed in section 2. Since the carrier power is much larger than the signal power
and m is much less than one, (33) can be approximated by:

P =Cm*Al + A+ T ,Aln+ T’ (40)

Further, m,. . is the modulation index producing PS,-g = P,. The resulting fundamental limit of the dynamic range
is found to be:

A
DR, .=10lo ) 41
fd g[raA: +r,A3n+r6n’]

For SFDR, m,,,. is the modulation index corresponding to the IMD power equal to P, . Using the above results
and (4), the spuricus-free dynamic range for the AM-WIRNA system is:

r.Al A
[ A + A n+T o0

SFDR =10log 8-( 42)

Fig. 5 shows the dynamic range versus optical power. The dynamic range curves for both the fundamental
limit and the SFDR behave very similar to the SNR curves in Fig. 4: for small P, (less than 0 dBm) the AM-
WIRNA coherent system performs better than the direct detection system; for large received optical power, direct
detection performs slightly better. There is a § to 20 dB difference between the fundamental limit and the SFDR.

100
LPF bandwidth = 1 GHz; Direct detection
RIN=0 : : L Av =0, BWy=2GHz
80 .......... ............. , , - - AV:IOMHZ, B%=3GHZ
: i Direct detection
Dynamic 60f...... Fundamentalfl e® " . =| Av =0, BWp=2GHz
Range, limit,, < A : Av =10 MHz, BW=3GHz
dB - b . :
40| = . St Feseeees '

0 E : : §
20 -10 0 10 20 30
Received Optical Power, dB)

Fig. 5. The dynamic range versus the received optical power for the AM-WIRNA receiver.
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4.4 Impact of the LEF bandwidth on the system performance

Fig. 6 shows the fundamental limit of the dynamic range and the spurious-free dynamic range versus the
LPF bandwidth B, for both direct detection and coherent AM links. The BPF bandwidth B; was selected as per

(31). Inspection of Fig. 6 shows that direct detection and coherent links have approximately the same performance.
This is expected for P, = ImW. For large B, , DRfund is inversely proportional to B, while the SFDR is

inversely proportional to Bz% comresponding to calculated values of 155 dB-Hz and 108 dB-szj3, respectively.

100 - Direct detection IR
e AVv=0 Dol Do
80 Ay = 10 MHz ¢ Y Randamhenital limit
Dynamic A e | R ) &
B 4o ||| virsceseection ... Usppriousiree ey
Ay=0: il oG oiiiiii e BUUIT:
90 [[AV=10MHz i GGG
0 R N R S L R R RS St
10 MHz 100 MHz 1 GHz 10 GHz
LPF Bandwidth
Fig. 6. The dynamic range versus the LPF bandwidth for direct detection and coherent AM-WIRNA links;
Ps = imW, PLO = 10mW and RIN = 0.

4.3 [mpact of lgser RIN on the system performance

The impact of laser relative intensity noise (RIN) is easily taken into account by making the following
substitutions in the equations for the signal and LO fields:

P, = P[1+n, 40y (1)] (43)

Pio = Puo[1+ o a (1)) (44)

where n, pdt) and ny 5 pidt) are the RINS of the ransmitter and LO lasers, respectively. The power spectral
density (PSD) of the laser RIN 1), is assumed to be white in the region of operation and is given by:

ANV
Ny =101, for0<f <oo 45)

where RIN is in dB/Hz. For the direct detection system, RIN manifests itself as an additive noise in the receiver and
(9) thus becomes:

RIN
S(f)=N=1,+ N+ RPNy =2eRP,+-"'-’:1+R‘P}-1o 10 forQ<f<oe (46
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The expressions for the SNR, Dwa and SFDR for the direct detection receiver still hold true, but with 1 given
by (46).

Due to the presence of two iasers in a coherent system — the transmitter and LO lasers -- the degradation
due to RIN will be greater than that for a direct detection system. RIN affects a coherent system in two ways: first,
as an additive noise at the output of the photodetector:

4kT a Lk
S.(f)=N=2eRP, +——+R'P} 10" +R'P;5-10%, for0< f<ee @D

and secondly, as an additional noise term at the receiver output such that (33) becomes:
P,.=Tm*Al +([,m* +T,)A! +(T;m* +T,)Aln + T
+ T A (1, avBy + T amBr)

Two possible photodetector configurations for a coherent system are: the single photodiode receiver and a balanced
receiver. The balanced receiver is more advantageous in that it eliminates the additive laser RIN term at the output of
the photodetector (given in (47)). Fig. 7 illustrates the impact of laser RIN on the SFDR. A direct detection system
clearly outperforms a coherent system. If good semiconductor lasers with RINs of -160 dB/Hz or better are used,
then a coherent system using a balanced receiver is 3 dB worse than a direct detection system. For a coherent
system, using a balanced receiver improves the SFDR by 1 to 3 dB.

50

48)

aob .....

SFDR,
dB
30rPs=lmW; ........... ......
PLo = 10 mW; :
Coherent System:

LPFBW=1GHz
: Ideal Balanced Receiver

L : : . Coherent System:
20 ' . ' Single PD Receiver
-170 -160 -150 -140 -130

RIN, dB/Hz

Fig. 7. Iopact of laser RIN on the dynamic range of the
AM-WIRNA and direct detection receivers.

5 _COHERENTEM LINKS

Because the phase information is preserved in the course of coherent detection, angle modulation can be
used. Of particular interest is frequency modulation (FM). FM is widely used in commercial radio bmydcmn_ng. and
offers substantial potential improvements in signal-to-noise ratio (SNR) over AM systems. In this section, we
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analyze the SNR of a basic coherent FM optical link. We then consider a modified receiver structure which can
provide substantial suppression of phase noise effects.

3.1 Basic FM System Performance

A diagram of the basic system is shown in Fig. 8. The input signal directly frequency modulates a laser
diode. The optical output of the laser diode propagates through a fiber to a directional coupler, where it is combined
with the light from the LO laser. The combined optical signal is then detected. After detection, the signal
encounters a limiter and a FM discriminator, which consists of a differentiator and an envelope detector. Finally, the
signal is low pass filtered.

Receiver
STttt sssssssscsssccsscsssssosnn-- =
Direct FM fmaseasaaa . ;
laser Limiter |4 d/dt [~ Env [ LPF |-\

Input ! T T, '

: -
si ) \ , N
e X % ™M .
' discriminator N
. 1O )
: laser .

Fig. 8. Coherent FM optical link.
The output optical field from a frequency modulated laser diode is given by
e,(t)= A (t)exp jl:a),t + mij(t')dt' + ¢"(t)] (49)
0

where x(1) is the input electrical signal (normalized to unity amplitude), @A is the angular frequency deviation, a is
the optical carrier frequency, dns(t) is the phase noise on the signal laser, and A(¢) is the field amplitude. Variations
in the field amplitude are caused by relative intensity noise (RIN) and by spurious amplitude modulation of the laser
output power by the applied signal.

The field emicted by the LO laser is given by
eo(t) = At )exPj[a’w‘ + ¢aw(‘)] (50)
where wy 0 is the optical carrier frequency, dnL0(t) is the phase noise on the signal laser, and ALQ(?) is the LO

field amplitude with variations arising from RIN. The field from the signal laser is heterodyned with the field from
the LO laser on the detector, resulting in a detected current of

i,(t) = Rle, (6) + e () +mi(e)

' 5
=2RA,(t)A,,(t)exp j[ax+ , I x(¢)ds + ¢_(x)}+ n () +D.C.terms Y

where R is the detector responsivity, AL () is the amplitude of the LO laser field incident on the detector (variations
due to RIN), @ is the IF frequency, and @n(t) = Pns(t) - 9nL0(t). The additive white Gaussian (AWG) noise n1(1)
consists of contributions from both shot and thermal noise (see (20)). The IF bandwidth of the signal is given by
Carson's rule as [17])
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B,=2(D+1)B (52)
where D is the deviation ratio given by D = wp/(27B), and B is the signal bandwidth.

Because variations in the signal amplitude are undesirable in a FM link, a limiter is used in the receiver. It
is assumed that this eliminates the effects of spurious amplitude modulation and RIN, allowing the amplitude of the
signal and LO to be replaced by their average values. Assuming that the directional coupler couples half of the light
from the signal and the LO laser to the detector, the average power levels on the detector are related to the field
amplitudes by Pg = A2¢42 and Pro= A2L0/2.

The frequency discriminator consists of a differentiator followed by an envelope detector. The current
emerging from the differentiator is given by

L(t)=1, {R,/ P‘P""l 0+ 0,x(t)+ dz. ]exp j[ax + a)ij(t')dt' + ¢_(:)] + %’L(t)} (53)

where 7p is the time constant of the differentiator. At the output of the low pass filter, the power of the AWG
noise is [17]

Nawe = 13'!-(2”31,, ) (54)

After envelope detection and lowpass filtering, the phase noise (24) contributes a noise power
N e =47T;p*P,P,,AVB (55)
The baseband signal power emerging from the receiver is given by
S = W} Thp* PP Js(e) (56)
From (54)-(56), we see that the SNR is given by

B[g(zna)’ + 47tp’P,PwAv]

(57

In the absence of phase noise, this expression reduces to

2
SNR =3D* O RPN (58)

nB

This expression shows the expected 1D2 SNR advantage of FM over a coherent AM link for the same transmitted
power.

Fig. 9 shows the post-detection SNR of an FM link for several values of linewidth for a frequency deviation
of 10 GHz. The impact of phase noise is seen to be severe. At lower signal bandwidths and larger linewidfhs, the
SNR is dominated by phase noise. For large bandwidths, corresponding to small frequency deviation ratios, the
AWG noise is dominant. Fig. 10 shows the SNR as a function of frequency deviation. As seen from the plots, the
SNR increases by 20 dB per decade of frequency deviation.
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Fig. 9. SNR vs. LPF bandwidth for the FM link with 3 different linewidths.
The performance of the direct detection link is shown for comparison.
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Fig. 10. SNR vs. frequency deviation for the FM link with 3 different linewidths.
The performance of the direct detection link is shown for comparison.
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52 Phase Noise S .

Given the significant impact of phase noise on FM coherent systems and the large linewidth (1 - 100 MHz)
of current DBR and DFB lasers, it is necessary to suppress phase noise effects before 2 FM system becomes useful.
A receiver structure proposed and demonstrated by Gross et al (18] achieves significant phase noise cancellation
(PNC). The structure of this receiver is shown in Fig. 11. After detection, the (unmodulated) IF carrier term is
filtered out from the signal specrum. This filtered carrier is used as a "reference” and mixed with the signal

spectrum. Because the carrier and signal terms both contain the same phase noise, the phase noise is canceled in the
course of mixing.

Signal
| figl ter Limiter
Optical
S?gnal d/dt f—{ LPF
Tt [R°£;z:*:°°~ s
LO

Fig. 11. Coherent FM receiver with the phase noise cancellation (PNC) circuit.

The cancellation of the phase noise is imperfect since the phase noise spectrum is of infinite extent, and is
convolved with the signal and carrier spectra. When the carrier is separated from the signal by filtering, some of the
phase noise spectrum is truncated, resulting in a loss of information. A reference filter with a cutoff frequency lying
haif way between the carrier frequency and the lowest signal frequency fimi truncates a fraction of the phase noise-
broadened carrier spectrum a which is given by

a=1-—ltan‘l(.'&l)

r Av (59)
90 .
80Av=s/0Hz ....... SEEEEE S T e
S SN U\ SR W D R B

AvQ?mhwmch: ene ..:... .. ....:'.&.......:‘: ...........
SNR, dB 60 : : i '~ P
50” ........... e T RO - Signal bandwidtl'= T GHzi
: : ; Frequency deviation - 10 GHz
SO OO SURSURUOE ST  Signalpower=1mW .
40 ' ' : ;Lgﬂpoqummw :
30 : ; : : : : :
0 5 10 15 20 25 30 35 40

Minimum frequency/linewidth

Fig. 12. SNR vs. lowest signal frequency with PNC.
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If we assume that all of this truncated power results in noise which is captured by the output lowpass filter, then the
phase noise cancellation circuit effectively reduces the linewidth by a factor of a2,

.2
AV, =a"Av (60)
The impact of this reduction can be seen in Fig. 12, where the performance of a receiver incorporating PNC is
compared to that of a receiver with no PNC and the ideal case of zero laser linewidth. For the case shown, the PNC
receiver offers a SNR improvement of 20 dB for f/Av = 20. It is clear that 2 PNC receiver cannot handle low
frequency signals (relative to the linewidth) and achieve large phase noise suppression simultaneously.

5.3 Dynamic R ¢ Directly Modulated FM S

An ideal laser for directly modulated FM links would exhibit a linear change in optical frequency as a
function of applied current. In reality, there is a finite range over which the optical frequency vs. current is highly
linear. Nonlinearity in this characteristic results in intermodulation distortion, and in this sense, frequency deviation
in FM links is analogous to modulation index in AM links. Another potential source of nonlinearity stems from a
non-ideal differentiator in the receiver.

At certain currents, laser structures suitable for direct FM (DBR or DFB lasers) exhibit discontinuous
"hops” in the frequency as the iaser shifts from one longitudinal mode to another. The wavelength tuning range
betrween mode hops is typically on the order of 0.1 am. These hops will limit the useful frequency deviation which
can be obtained from a laser. Multi-section DBR and DFB lasers have, under special drive conditions, demonstrated
continuous tuning ranges of S nm (19).

Even if it was possidle to obtain a frequency deviation of more than 10 GHz, there are practical limitations
due to the required [F bandwidth. Present photodetectors and IF electronics would be hard-pressed to accommodate an
IF bandwidth in excess of 20 GHz. Thus, frequency deviations of more than 10 GHz may be of limited usefulness.

loo P . . oLl
CoherentFM, : & @ i:iiiii G i
. Ireq: deviation 2 10 GHz | A v = 1 MHz;,
ool >k ferinion 2T e LW
- Diret SN | ino=10mW
Dynamic g, My Detection ... i RIN2O
Range,
dB
‘70 .............
60 ..........................................................
S0 i I S i
10 MHz 100 MHz 1 GHz 10 GHz
LPF Bandwidth

Fig. 13. CompninnbemﬂaecohmmAM,cohmFMnddinﬂdmcﬁonaymm.
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6. COMPARISON BETWEEN COHERENT AM, COHERENT FM
AND DIRECT DETECTION LINKS

Fig. 13 shows the fundamental limit of the dynamic range for coherent AM, coherent FM and direct
detection links. The direct detection and coherent AM links perform very much the same. For moderate values of
the LPF bandwidth, FM links show an improvement in the dynamic range by 10 to 15 dB with respect to direct
detection links. This is due mainly to the FM improvement factor discussed in section 5. However, for larger
bandwidths, more additive noise is collected by the FM system, degrading its performance as compared to a direct
detection system. In Fig. 13, a linewidth of 1 MHz was used. The situation may change for larger linewidths since
FM systems are sensitive to phase noise.

1_CONCLUSIONS

In this paper, we analyzed coherent optical analog links. These links have important advantages such as the
capability of handling multiple signals through a single fiber and frequency translation. Two types of coherent
receivers (AM and FM) were investigated and the impact of the phase noise on the SNR and the dynamic range of the
links were analyzed.

The first structure studied was the AM-WIRNA heterodyne system. WIRNA, which stands for Wideband
filter-Rectifier-N Arrowband filter, refers to the signal processing at the receiver. For applications where the received
optical power is small (e.g., distribution systems like CATV and long distance transmission of analog signals), the
AM-WIRNA system has a better SNR and dynamic range than the direct detection system. For medium powes
applications, like antenna remoting, the performance of this coherent system is very similar to that of the direct
detection system. The AM-WIRNA system is essentially linewidth insensitive for reasonable semiconductor laser
powers and signal bandwidths. The AM coherent system is susceptible to RIN, but with a balanced receiver
structure a 3 dB improvement in the spurious-free dynamic range can be achieved over a conventional single

photodiode receiver.

The second structure investigated was a FM coherent link. Through frequency modulation, substantial
suppression of additive white Gaussian noise and RIN can be achieved. However, unless special measures are taken,
phase noise has a substantial adverse impact on the performance of FM links. The 1 - 100 MHz linewidths typical
of DBR and DFB lasers reduces the performance to below that of AM links, negating FM's potential performance
advantage. Through the use of a phase noise cancellation (PNC) receiver structure, the impact of phase noise can be
reduced substantially. For a 1 GHz bandwidth signal with a minimum frequency of 20 times the linewidth, the SNR
can be improved by 20 dB for a frequency deviation of 10 GHz.

The improvement due to FM is due to using large frequency deviation ratio. Maximum useful frequency

deviations on the order of 10 GHz may be achievable with current DBR and DFB lasers. Experimental
measurements must be performed to investigate the linearity of the FM characteristics of semiconductor lasers.
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lated, causing enhanced noise below the resonance fre-
quency and a more damped resonance peak. We have
successfully modeled for the first time the translation of
the low frequency noise of a semiconductor laser to the
signal band in the presence of modulation and dispersion.
Experimental results verified the theoretical predictions.
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Noise Analysis of Subcarrier-Multiplexed
Coherent Optical Video Transmission
Systems Using Direct Frequency
Modulation of Semiconductor

Lasers
J. C. Fan and L. G. Kazovsky

Abstract—This letter presents a noise analysis of an analog
subcarrier-multiplexing coherent optical system for video trans-
mission using direct frequency modulation of semiconductor
lasers. Receiver sensitivity using the FM subcarrier modulation
format is analyzed for realistic values of receiver thermal noise
{331 x 10~ A? / Hz), laser linewidth (up to 100 MHz), RIN
(-130 to —170 dB / H2), and optical bandwidth (20 GHa).
Linewidth-induced performance degradation is negligible for up
to 50 channels, and RIN-induced performance degradation be-
comes dominant as RIN increases above —140 dB/Hz A
sensitivity floor of about —40 dBm (for RIN = -160 dB / Hz)
exists for small numbers of channels (up to 50) due to the FM
threshold effect at the 1F demodulator.
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INTRODUCTION

THE simultaneous transmission of many video chan-
nels through subcarrier multiplexing (SCM) on a sin-
gle optical carrier is feasible using the high available
bandwidths of distributed-feedback (DFB) lasers and p-i-n
photodiodes. The use of subcarrier multiplexing in coher-
ent optical systems for analog and digital video distribu-
tion has been explored experimentally [1]-[3}; using phase
modulation of the optical carrier, receiver sensitivities of
-32 and —27 dBm have been achieved for 60 FM video
channels and 20 frequency-shift-keyed (FSK) video chan-
nels, respectively [3]. Direct frequency modulation of the
optical carrier is also an attractive modulation format due
to the avoidance of external modulation and to the high
output signal-to-noise ratio (SNR) attainable through FM
enhancement [4]. This letter reports the results of a
theoretical analysis of SCM coherent systems using direct
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778

frequency modulation of the optical carrier and FM video
subcarriers.

SYSTEM DESCRIPTION

Fig. 1 shows a block diagram of the system analyzed.
FM video signals on microwave subcarriers are combined,
generating a signal which is used for direct frequency
modulation of a laser. The transmitted optical signal
travels over single-mode fiber to a coherent receiver,
where it is combined with an optical local oscillator signal
using a directional coupler. The resulting signal is hetero-
dyne-detected by a p-i-n photodiode, amplified, and de-
modulated. After the first FM demodulator, the SCM
channels are separated using a bandpass filter array,
downconverted to a common frequency, and amplified. A
set of FM demodulators and lowpass filters recovers the
baseband video signals. Each FM demodulator consists of
an ideal limiter followed by an ideal phase-shift discrimi-
nator.

ANALYSIS

The goal of this analysis is to evaluate the limitations
imposed by system noises on the optical receiver sensitiv-
ity, defined as the received optical power ( P,) required to
achieve a 56 dB peak-to-peak SNR at the output video
ports. Tables I and II contain definitions of variables and
numerical values of parameters used in this analysis.

The normalized SCM signal g(¢) used to frequency
modulate the optical carrier is given by

N
g(t) = Z Bk Ccos (Zﬂ’fkl + Zﬂfd[ dk(f’) dr’ + ¢k).
k=1 tg
(1)

Modulation indices { 8,} are chosen such that |g(s)] < 1.
For simplicity, { 8,} are set equal to a common value
B = 1/ VN, which is approximately equal to the optimum
modulation index for an SCM signal using intensity modu-
lation of the transmitter [5). This is a good estimate for N
independent and uniform channels and becomes increas-
ingly accurate for large N.

The signal and LO fields are mixed by the photodiode,
giving a detected photocurrent

-COS (ZTrlet + Zﬂf_\f‘g(t') dt’ + ¢p(t))). (2)

The dc currents RP, and RP,, will contribute to the

photodetector shot noise and to the total relative-intensity
noise (RIN). The third term in (2) is the useful signal. The
phase noise process ¢,(¢) is assumed to have a power
spectral density (6]

A
S,(f) = ;7— (f > 0). (3)
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Fig. 1. Block diagram of a coherent SCM system using direct laser
frequency modulation to transmit FM video channels. The .V branches
after the downconverters are identical.

TABLE |

DEFINITIONS OF VARL  ES
P, Optical signal power
fs Optical signal frequency
fa Single-sided maximum optical frequency deviation
N Number of channels
Be Modulation index for channel &
fx Subcarrier frequency for channel k
fa Single-sided maximum subcarrier frequency deviation
d (1) video signal for channel & (baseband)
@k Phase of channel & (subcarrier)
Lo Optical local oscillator power

Receiver intermediate frequency
Combined phase noise of received signal and optical
local oscillator

B IF bandwidth = optical bandwidth
RIN Relative-intensity noise (in dB/Hz)
s Highest frequency in SCM signal
D =f,/f, Optical frequency deviation ratio
dv Sum of linewidths of optical transmitter and LO
TABLE 1I
PARAMETER DEFINITIONS AND VALUES
R=07TA/W Photodiode responsivity
g=16x10"1°C Charge of electron
k =1.381x 10" J/°K Boltzmann's constant
T = 300°K Room temperature
R, =500 Amplifier load resistance
{vf} = 4 x 107 %A /Hz Amplifier voltage noise
B; = 50 MHz SCM channel bandwidth
fi/f, = 2.68 Subcarrier frequency deviation ratio
1 mW Optical LO power
60 MHz Subcarrier separation
100 MHz Lowest subcarrier frequency
20 GHz Optical bandwidth

The transmitter dynamic linewidth, which becomes smaller
with increasing drive current and with increasing transmit-
ter instantaneous frequency, is assumed to correspond to
the lowest drive current for the worst case analysis.

After amplification, the signal and noise enter the radio
frequency (RF) demodulator. The carrier-to-noise ratio
(CNR) at the input of the intermediate frequency (IF)
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demodulator is given by

CNR =

779

dards for FM video transmission systems [9], an SNR, of

2R?PsP,,

4kT

2qR(Ps + P, ) + E:- + R
where the first combined term in the denominator, here-
after denoted by ¢, is the white noise power (consisting
of shot, thermal, and amplifier noise powers). The second
term in the denominator is the RIN power, denoted in the
remainder of this letter by ody. Bjp, which is linearly
dependent on the total number of channels, is given by
Carson’s rule:

2(D+1)f,, D>10and D <2

B =
I 2(D+2)f,, 2<D<10

()

D is the optical frequency deviation ratio. Note that the
modulation index does not affect the CNR in (4).

We evaluated the SNR at the output of the [F demodu-
lator by performing an analysis similar to that in (4, pp.
428-443). The fundamental impact of the FM demodula-
tion on the noise sources is 1) the conversion of additive
white noise at the input to parabolic noise with a zero at
dc at the output and 2) the conversion of the frequency
noise at the input to white noise at the output. The noise
enhancement which occurs as FM demodulator operation
breaks down for CNR below the FM threshold (approxi-
mately 10 dB) is quantified using the threshold model of
Rice (7].

Channel N, the channel with the highest subcarrier
frequency, has the lowest CNR at the input to the subcar-
rier FM demodulator due to the parabolic noise spectrum,
which has f? frequency dependence. Hence, system out-
put SNR is limited by that for channel N. The impact of
the noise on channel N is approximated by white noise
with density equal to that of the parabolic noise at f,, the
highest frequency of the SCM signal. The SNR at the
output of the FM demodulator for channel N is

3f3fiB’
SNR, = Fip 3
2y g2 b - + 2 4 g2y L
(Uw URIN) ZRZPSInLOBIF (UP gr ) BT
(6)

where o/ = (Au/m)B; is the phase noise power at the
input to the FM demodulator for channel N [8]. The
threshold noise power at the demodulator input is

, 4m?By erfc (VCNR)
UT = \/3.

+4n%2f, exp(-CNR) |Br. (7)

Carson's rule for 2 < D < 10 is used to find B; in our
numerical calculations. Assuming an emphasis improve-
ment factor of 13.1 dB as per international (CCIR) stan-

4y}

(4)

RIN

B + Rz((Ps +Po) PJPLO)IOWBIF

42.9 dB is required for a destination SNR of 56 dB. The
threshold noise due to the subcarrier FM demodulator is
negligible because its input CNR must be on the order of
20 dB to achieve an output SNR of 56 dB.

The optical bandwidth required to maintain the desired
frequency deviation ratio must increase with increasing
modulation index to avoid distortion. The impact of clip-
ping distortion is difficult to quantify and is the subject of
a separate study currently in progress.

RESULTS

Figs. 2 and 3 show samples of our results for the system
parameters given in Table II. In both figures, the optical
receiver sensitivity is plotted versus the number of chan-
nels; constant optical bandwidth is assumed. The values of
sensitivity have been obtained using an iterative numeri-
cal technique to solve (6) for P,. Inspection of Fig. 2
reveals that increasing linewidth places a limitation on the
number of SCM channels which one can transmit with a
reasonable sensitivity. However, receiver sensitivity is only
weakly dependent on linewidth for lower channel counts,
since the maximum optical frequency deviation increases
linearly as the number of channels decreases (the phase
noise power term in (6) remains constant). The I'mitation
on receiver sensitivity due to system noises is approxi-
mately —40 dBm for up to 50 channels, even with 100
MHz linewidth. This is comparable to the fundamental
limit on sensitivity for the assumed optical bandwidth
(—-45 dBm) and the fundamental limit for 50-channel
coherent transmission of analog FM SCM video channels
using intensity modulation of the transmitter (—-35 dBm)
[5]. There is also a potential floor in attainable receiver
sensitivity for low channel counts due to the threshold
effect of the i’ demodulator, even though the available
optical bandwidth remains at 20 GHz. The threshold
noise power in (7) will increase exponentially with de-
creasing CNR.

Inspection of Fig. 3 shows that performance is degraded
for high values of transmitter and local oscillator RIN. As
RIN increases beyond ~150 dB/Hz, local oscillator rela-
tive-intensity noise becomes increasingly dominant. For
example, a sensitivity loss of nearly 10 dB for low channel
counts occurs as RIN increases from —140 to —130
dB/Hz. RIN degradation can be softened using a bal-
anced receiver [10].

DiscussioN

The foregoing analysis focuses exclusively on the impact
of system noises. Other effects also have a significant
impact on the performance of FM video systems. These
effects include clipping distortion, degradation due to
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Fig. 2. Receiver sensitivity (for output SNR = 56 dB) versus the num-
ber of transmitted channels for several values of linewidth; RIN = 160
dB/Hz. The linewidths shown (Av) correspond to the sum of the
transmitter and LO laser linewidths. Numerical values of system param-
eters are shown in Table [I.

Sensitivity vs. Number of Channels
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Fig. 3. Receiver sensitivity (for output SNR = 56 dB) versus the num-
ber of transmittcd channels for severai values of RIN. The sum of the
tinewidens of the transmitter and LO lasers is 40 MHz. Numerical values
of svstem parameters are shown in Table I1.

nonlinearities resulting from non-ideal frequency discrim-
ination and from imperfect limiting, and residual AM
resulting from direct modulation of the transmitter. Fur-
ther work must be done to investigate the impact »f these
factors on sysiem channel capacity.

SUMMARY

Noise analysis o analog coherent systems for transmis-
sion of subcarrier-multiplexed FM video predicts that
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such systems will have good receiver sensitivity. For exam-
ple, receiver sensitivity should be about -30 dBm for
80-channel systems with lasers having 100 MHz linewidth.
For up to 50 channels, receiver sensitivity is essentially
independent of laser linewidth up to 100 MHz. This effect
results from phase noise suppression in a receiver employ-
ing double FM demodulation and is similar to that in
digital ASK and FSK systems [11]. Relative-intensity noise
effects are more severe than linewidth effects, particularly
for low channel counts, where the local oscillator RIN is
dominant. For example, a degradation in the sensitivity
floor of about 15 dB occurs as RIN increases from —150
to —130 dB/Hz. A balanced receiver may be used to
reduce RIN-induced degradation. Other system imperfec-
tions such as imperfect FM demodulation, clipping, and
residual AM resulting from direct modulation must be
analyzed to complete the evaluation of the potential of
such systems.
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Abstract

Multiple space-division switches based on semiconductor optical amplifiers (SOAs) can be

cascaded to obtain larger switching fabrics. We present a general analysis of opticai

switching fabrics using SOAs, considering noise and saturation effects associated with
amplified spontaneous emission. We find that the SOA saturation output power limits the

number of switches which can be cascaded. For example, a saturation output power of

100 mW limits the size of switching fabrics to 100 64x64 switches or 200 8x8 switches if

distributed gain matrix-vector multiplier (MVM) switches or Benes switches are employed.

The corresponding limit for lumped gain MVM fabrics is 10 64x64 or 100 8x8. The Benes

switch may be more suitable for large switch sizes (N > 16) because it requires fewer

SOAs.




1. Introduction

All-optical space-division switches can be constructed using optical splitters, combiners,
and semiconductor optical amplifiers (SOAs) [1] which provide gain and binary on/off
switching in 1 - 10 ns. Multiple switches can be interconnected to form larger switching
fabrics.

Switches built from SOAs have been examined by a number of authors [1, 2], and at least
one paper has considered the size limitations of a specific SOA-based switch [3]. The
objective of this paper is to evaluate the limitations on the size of switch fabrics constructed
using SOA-based switches. The results we derive are based on signal-to-noise ratio and
saturation constraints. In Section 2, we analyze the behavior of systems based on SOAs.
In Section 3, we evaluate the size limitations of three specific switch implementations.
Discussion and conclusions are presented in Sections 4 and S, respectively.

-

2. SOA and Switch Behavior
he Ev 1 nta 5SE
The output optical power from a SOA, P, is related to the input power, P;,, by

P

0

w = L LGP, + L,.pn (G - l)thAv’ (1)

where G is the internal SOA gain, and L;, and L, are the input and output coupling losses -
to the SOA, respectively, V. is the center frequency of the amplifier bandpass, and Av is
the effective amplifier optical bandwidth. ng, is the excess spontaneous emission factor [4]
and p is a factor which ranges from 1 for a device which amplifies only one polarization to
2 for a polarization-insensitive device.

Consider a cascade of M identical stages, each stage consisting of a :ystem loss, Ly, and a
SOA with its associated coupling losses. Using Eq. (1), we find that the power output
from the M stage, Py, is given by

Py =G, Py +G,n,pghvAv, ©)




where Av,gis the effective overall gain bandwidth due to the cascade of SOAs, and peg is
the effective polarization-dependent factor which ranges from 1 to 2 in a manner similar t0
p. The net signal gain through the system, Giig is given by

G.n‘l = (L:LiuLouG)M (3)

By analogy to the signal gain, we can define a spontancous emission gain, Gp,

UM - ~I/M -
G = _C_;ﬂ_._LM L&LEM &L.._L .g”_l__l (4)
? L.rLill 1- G:x'/:‘ L:lﬁu o In Gsig

The second equality in Eq. (4) holds for large M.

Due to the high spontaneous emission level emerging from a cascade of SOA-based stages,
the post-detection noise.in a receiver placed at the output of the last SOA is typically
dominated by signal-spontaneous and spontaneous-spontancous beat noise. This leads to a
post-detection signal-to-noise ratio (SNR), 7, of approximately [5]

) (GusPe).
" 4G, hvB,(G  Pu+G,nyhV.B,)

wp’sp

Y
&)

where B, is the electrical noise bandwidth of the receiver and B, (Bo S Av.p) is the
bandwidth of an optical filter placed in front of the receiver. To achieve a 109 bit error
ratio (BER), we require 7> 144,

SOAs exhibit nonlinear distortion characterized by a saturation output power, Pgsa, at which
the gain has dropped to 1/e of its unsaturated value [6]. Saturation leads to a number of
undesirable effects: a decrease in gain, intersymbol interference (ISD) and, in frequency-
division multiplexed systems, crosstalk. We consider the simple saturation constraint

1
G, P.+G, P gnahV.AVg)=—SF,
( ] pl o s ")L“ sat 6)




Eq. 6 indicates that the total power emerging from the endface of the last SOA in a cascaded
amplifier system (i.¢. before its output coupling loss) must be less than Piq.

2 3 Specific Switch Architecrur

In this paper, we examine switches based on two versions of the matrix-vector multiplier
(MVM) crossbar switch (7, 8] (Fig. 1) and the Benes switch [1] (Fig. 2). The structure of
the three switches allows the direct application of the analysis of Section 2.1. For each of
the switches, Table 1 gives the number of stages traversed by a signal, M,, the system loss
per stage, L,, and the number of SOAs required to implement a switch with N
inputs/outputs.

The MVM switches allow completely general nonblocking interconnections between the
inputs and outputs {7]. The distributed gain MVM (DGMVM) switch differs from the
lumped gain MVM (LGMVM) switch in that it incorporates additional SOAs after each 1x2
splitter and 2x1 combiner. The Benes switch provides a rearrangeably nonblocking
interconnection [1]. From Table 1, note that the number of SOAs in the MVM switches
grows as N2 vs. only N log,N for the Benes switch.

Multiple switches can be interconnected to form larger switching fabrics. For practical
reasons, these larger switch fabrics will be dilute and thus highly blocking. A signal
traveling though a switch fabric containing M, cascaded switches encounters a total of M,
stages where

M =MM, 7

3. System Size Limitations

We consider system size limitations based on two phenomena: required signal-to-noise
ratio (SNR) at the system output, and saturation of the SOAs. For a given value of the
signal gain Ggig, we can solve Egs. (5) and (6) simultaneously to find the maximum
allowable spontaneous gain, Gy max, and the optimum input signal level. Using Gyig and
G sp maz, and solving Eq. (4) for the maximum permissible total number of stages, Mmax,
we find



GiM " InG,
Hoer = »-(a',"Lw) Gy-1 ®
A n"

Utilizing the relationships between My, L, and N for the three switch types (Table 1) and
using Egs. (7) and (8), we can find the maximum number of switches of a given size
which can be cascaded. Fig. 3 shows the maximum number of 8x8 switches which can be
cascaded for the three switch types as a function of Pg,. Similarly, Fig. 4 shows the
maximum number of 64x64 switches which can be cascaded.

4. Discussion

From Figs. 3 and 4, the number of switches which can be cascaded can be seen to be
proportional to the saturation output power of the SOAs. Current SOAs exhibit saturation
power levels in the range of 1 - 100 mW (the latter being achieved in quantum well
devices).

Because their system loss per stage is small, DGMVM and Benes switches typically utilize
low gain SOAs which have relatively small on/off extinction ratios, leading to crosstalk. At
the expense of increasing ngp, the off-state absorption of a SOA can be made arbitrarily
large by increasing its length. Figs. 3 and 4 assume a ng, of 5, which corresponds to an
extinction ratio of 50 dB for a device with an internal gain of 10. This high absorption
prevents crosstalk from impacting system performance. Because they typically utilize high
gain SOAs, LGMVM switches tend not to exhibit crosstalk problems.

Due to the large numbers of required SOAs, achieving practical switches requires
integration of SOAs and optical waveguides. Electrical pin-out constraints of packages
suggest that monolithic integration of drive electronics with the optical devices may also be
necessary to achieve N > 8. As noted in Table 1, for large switch sizes (N>16) the Benes
switch requires considerably fewer SOAs than the MVM structures and may thus be the
preferred architecture for large switches.

§. Conclusions

The size of optical switching fabrics based on SOAs are ultimately limited by signal-to-
noise ratio (SNR) and saturation considerations, both of which are associated with




spontaneous emission from the SOAs. The number of switches which can be cascaded is
proportional to the saturation output power of the SOAs.

Three specific SD switch architectures were considered. Based on consideration of
saturation and signal-to-noise ratio, it was found that, for the distributed gain matrix-vector
multiplier (DGMVM) switch and the Benes switch, cascades of 100 64x64 switches or
nearly 200 8x8 switches can be achieved for SOAs with saturation output powers of 100
mW. For lumped gain matrix-vector multiplier (LGMVM), approximately 10 64x64
switches or 100 8x8 switches can be cascaded for SOAs with saturation output powers of
100 mW. For large switch sizes, the DGMVM and Benes switches, both of which
distribute gain throughout the switch, are notably better than the LGMVM switch, which
lumps gain in two "planes.” The Benes switch may be more suitable for large switch sizes
(N > 16) because it requires fewer SOAs.
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Figure Captions

Table 1. Number of stages (M), system loss per stage (Ls), and number of SOAs, for
LGMVM, DGMVM, and Benes switches of size N.

Figure 1. MVM crossbar switches: (a) lumped~gain; (b) distributed gain. As an
example, 4x4 switches are shown.
Figure 2. Benes switch. As an example, a 4x4 switch is shown.

Figure 3. Maximum number of cascaded 8x8 switches vs. Pgq for the three switch
types.

Figure 4. Maximum number of cascaded 64x64 switches vs. P,y for the three switch
types.




Table 1

LGMVM DGMVM Benes
Number of stages (M,) 2 2 logsN 2 logsN - 1
System Loss per Stage (L) 1/N 0.5 0.5
Number of SOAs N(N+1)~ IN(N-1) 2N(2logaN - 1)
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Three-Wave Envelope Solitons: Can the Speed
of Light in the Fiber be Controlled?

Y. N. Taranenko and L. G. Kazovsky

Abstract—Theory predicts that three-wave enveiope sofitons
(TWES) can be geuerated in dusl-mode optical fibers by inject-
ing two copropagating lightwaves or a lightwave aad a flexural
acoustic wave, The mechanism of the three-wave interaction is
the recent!y observed intermodal stimuisted forward Brillouls
scattering. e velocity of the TWES cas be costrolied by
changing toe pump power. Using 200 mW pamp power for &
typical dual-mode fiber, the average speed of the light pulse in
the fiber cam be made as low as 3 x 10° m/s.

[. INTRODUCTION

recent growth of interest in dual-mode (DM) optical

fibers for a variety of nonlinear switching and modula-

tion schemes [1]-{3] stems from the long interact'~n lengths

and from the two nondegenerate copropagating optical modes
(at ti:e same optical frequency) offered by these fibers.

This letter presents theoretical results suggesting that the
speed of light in optical fibers can be controlled by using a
nonlinear resonant interaction betwcen two copropagating
lightwaves and an acoustic wave in a DM optical fiber. The
second-order nonlinearity involved in this process is the
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intermodal forward stimulated Brillouin scattering (FSBS) in
DM optical fibers. FSBS has been observed recently for the
first time (4]. In our quantitative examples we use the fiber
and wave parameters from that experiment.

H. Puysics oF THREE-WAVE ENVELOPE SOLITONS

In an optical fiber, two waves having frequencies w, , and
wavevectorsk, , can parametrica’’, generate the third wave
with frequency @ and wavevector K determined by

In a single-mode optical fiber, this kind of process is possible
only for lightwaves propegating in opposite directions. In a
dual-mode fiber, the LP,, and LP,, modes and a flexural
acoustic wave satisfy the phase matching conditions (1),
making possible the three-wave interaction of copropagating
lightwaves {6]. For stimulated Urillouin scattering (SBS),
oniy one lightwave (which is called the pump) is injected into
the fiber and the other two waves are amplified from spoma-
neous levels.

In this letter we consider the case when two of the three
waves are injected into the fiber as shown in Fig. 1. They can
be two lightwaves with slightly differeat frequencies w, > w,
or a light wave and an acoustic wave. A beating signal
generates, via electrostriction (or the strain-optical effect), a
flexural acoustic wave (or the second lightwave). After this
wave is amplified, a coupled nonlinear fieid distribution

0=w,~02,

1041-1135/92803.00 © 1992 IEEE
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Fig. 1. (a) The block-diagram of the proposed experiment with injection of
two light waves. (b) The block-diagram of the proposed experiment with
injection of a light wave and an acoustic wave.

appears in the fiber. In general, this nonlinear complex can
propagate with widely varying speeds having acoustic and
lightwave velocities as two extremes for the cases when the
power of the acoustic or lightwaves is dominant.

The detailed evolution of the waves in the fiber depends on
the amplitude and phase modulation of the injected waves.
This process is described by a time-dependent set of nonlin-
ear equations:

a 3

37 + Vza—x’)Al.z = Fa,4,,U,

a a

(a: Y, +F)U=a,A2A, 2)
where x, t are space and time variables, ¥, is the group
velocity of the light waves, V, is the group velocity of the
acoustic wave, A, ,(¢t, x) are real slowly varying amplitudes
of the light waves, U(¢, x) is a real slowly varying ampli-
tude of the flexural wave, and ' is an acoustic wave phe-
nomenological absorption [6). The relative phase of the
waves = ¢, — ¢, — @, is assumed to be equal to x /2 or
3.2 throughout the interaction. The coupling coefficients o,
and a, are given in [6]. We neglect the absorption of light
waves since we use a short fiber (< | km).

III. GENERATION OF THREE-WAVE ENVELOPE SOLITONS

Let us show that equations (2) have soliton solutions. To
simplify the derivation, we neglect the absorption (I’ = 0).
We are searching for the solitary impulse propagating with a
constant velocity V [7]:

A, =Agcosh™' &, A, = Ay tanh @, U = Ujcosh™' &,

x—-x5=Vt 3
— (3)

$ =

L

where A determines the spatial width of the solution, L) is
the maximum amplitude of the acoustic wave, 4, i1s the
maximum amplitude of the light waves, and x, specifies an
initial position of the soliton. Solution (3) represents pulses of
the lightwave with the higher frequency w, and the acoustic
wave. The second lightwave has a constant amplitude A,
almost everywhere, except for the vicinity of the center of
the soliton (& = 0), where it has a local dip: thus, the
relative phase ¢ has a =-jump at the center of the soliton.
More general TWES solutions have been discussed in refer-
ences [8]-[10), [12]. We call the wave with the lower
frequency w, < w, a pump wave since it has constant ampli-
tude A, at the entrance to the fiber (assuming x /3 » |
when ¢ = 0) and supplies energy into the fiber. This is
different from SBS processes where the pump wave has
higher frequency (5], {6].

Substitution of solitary-like solution (3) into the set of
equations (2) gives unique values of A and 6 = A/ V as
functions of the amplitudes A,, Up:

Vl" Va
" Upa,(1 +R)’

Vl— Va

Upa)(V,R + V) )

5o A
A ==

where R = a,A}/a,U$ is the normalized ratio of the
power densities of acoustic and light waves. The soliton
velocity V' is uniquely expressed as a function of the ampli-
tudes
VR+ V,

d l+R )
However, since 4( Ay, U,) behaves nonmonotonously as a
function of A, and U, the plot of ¥ versus & has two
branches (see Fig. 3). The two branches correspond to light
(V2 V=22V,) or acoustic 2V, = V = V,) dominated
power:

V,+ ¥, £ V (V- V) - 4ril8* V¥,
2 x (1 + 7326%)

where 7%, = 1/ A}a,a, is a nonlinear time scale.

The TWES can be generated by injection of all three
waves modulated at the entrance to the fiber (x = 0) in
accordance to expressions (3). This type of boundary condi-
tions for the TWES generation is the exact reproduction of
the soliton fields at the entrance as it would propagate from
the left-hand part of the fiber (x < 0). However, for a case
when acoustic (¥ ~ V) or light (V » V,) power is domi-
nant, it is sufficient to inject only two of the three waves into
the fiber to generate the TWES [9].

For example, soliton generation by two laser beams [10] is
possible for the case of light dominated power (V' » V) if
we switch on the pump wave with the lower frequency w,
and then modulate this signal by a *‘dark’’ pulse with the =
phase shift in the middle. Simultanecusly the ‘*bright’* light
pulse with the higher frequency w, > w, has to be launched
into the fiber. These modulations are described by expres-
sions (3) for A, ,(x = 0, ¢); the ratio 6 to 7 has to give
VeV, for a '+ sign in (6) [10}. The corresponding

h._—_——-—-—-a
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Fig. 2. Amplitudes and phases of the two waves injected into the fiber.
TABLE I
NUMERICAL VALLES OF PARAMETERS
Parameter Notation Value Units
Acoustic Velocity v, 5.76 x 10° m/s
Light Power W, 200 mw
Acoustic Power w, ~-10°"*W,/R mW
Laser Wave Length A 514.5 nm
Overlap Integrals Q 0.15 Dimensionless
Refractive [ndex n 1.5 Dimensionless
Refractive Index an 0.003 Dimensionless
Difference
Fiber Density 0 23 g/cm?
Fiber Cladding a 62.5 um
Radius
Acoustic Wave Q2 16.6 MHz
Frequency
Acoustic Wave /T 35 ms
Absorption
Young's Modulus £ 73 GPa

amplitude and phase modulation of the input signals is shown
in Fig. 2. This mechanism of soliton generation has been
used for soliton experiments in stimulated Raman scattering
in a para-H, medium [11]. Another way to generate the
TWES (the case of acoustic dominated power ¥V = V) is to
launch acoustic envelope U(x, ¢) described by (3) with
V~V,and A = V,/alU; and then inject the coustant laser
pump wave A, = A, in the fiber [9]. So, the two solutions
with the different signs in expression (6) approximately cor-
respond to the two mechanisms of soliton generation.

IV. NumericaL ExampLe

Consider parameters given in Table I—they are close to
the parameters of the experiment (4] and are discussed in {6}.
Fig. 3 shows the resulting soliton velocity V and width 6A
versus the time duration . Inspection of Fig. 3 reveals that
for 200 mW light wave power and pulse time duration of
several us to several ms, the average speed of the light pulse
in the fiber can be as low as 3 x 10* m/s. This value is
limited by the lifetime of the TWES which is approximately
equal to the attenuation time of the acoustic wave (3.5 ms).

V. SUMMARY

The results of this letter suggest that three-wave envelope
solitons (TWES) can be generated by injecting two coprope-
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Sohton Width, m
o
Sohton Velocity, m/sec

10 16° 16* 16° 10

Duration of injected light puises, sec
Fig. 3. The TWES velocity V (thick lines) and width 64 (thin lines)
versus the temporal duration of the injected light signals. Curves | and §
correspond to the soliton with light dominated power {the fast solution) for
200 mW of the pump and curves 2 and 6 for S0 mW of the pump. Curves 3

and 7 correspond to the soliton with acoustically dominated power (the slow
solution) for 200 mW of the pump and curves 4 and 8 for 50 mW of the

pump.

gating light waves or one lightwave and one acoustic wave
into a dual mode optical fiber. This allows one to control the
speed of light pulses in the fiber by adjusting the power of
light wave. The mechanism of interaciion is the recently
observed intermodal stimulated forward Brillouin scattering.
For 200 mW light wave power and pulse time duration of
several us to several ms, the average speed of the light pulse
in the fiber can be as low as 3 x 10* m/s. This value is
limited by the lifetime of the TWES which is approximately
equal to the attenuation time of the acoustic wave (3.5 ms).
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Analysis of Soliton Transmission in Optical
Fibers with the Soliton Self-Frequency
Shift Being Compensated by
Distributed Frequency
Dependent Gain

Ming Ding and Kazuro Kikuchi

Abstract— Distributed optical fiber amplifiers with frequency
dependent gain can be used to compensate the solitom seif-
frequency shift (SSFS) which is the major problem on subpi-
cosecond soliton pulse transmission im fibers. [ this letter, the
characteristics of solitoa evolution with SSFS being compen-
sated by linearly frequency dependesmt gaia are analyzed. As
expression for estimating the effective distance of the compensa-
tion method, which is limited by the amplified dispersive waves
at higher frequencies, are also obtsimed. As am example, we
show that dispersion-shifted distributed Er>+-doped fibers can
provide almost distortion-free SSFS compensation for pulses of
about 800 fs over seversal tens of kilometers.

I. INTRODUCTION

N soliton-based optical fiber communication systems, sub-

picosecond pulses are required for bit-rates higher than
several hundred gigabit/second. However, for subpicosecond
pulses, stable soliton propagation in fibers becomes impossi-
ble because of the soliton seif-frequency shift (SSFS) caused
by the intrapulse stimulated Raman scattering (ISRS) [1] even
though we neglect the effect of fiber loss. By using bandwidth
limited parabolic gain spectrum in distributed optical fiber
amplifiers, Blow et al. showed that the SSFS can be compen-
sated by frequency dependent gain [2]). On the other hand,
the recent development of Er’*-doped fibers has made it
possible to provide such frequency dependent gain in dis-
tributed optical amplifiers [3], [4]. The purpose of this paper
is to investigate how the frequency dependent gain in Er’*-
doped fibers is effective for the SSFS compensation.

Manuscript received December 11, 1991. M. Ding was supported by a
scholarship from the Japanese government (Monbusho).

The authors are with the Department of Electronic Engineering, Faculty
of Engineering, University of Tokyo, Tokyo 113, Japan.
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We show that the effective component of gain spectrum for
SSFS compensation is the linearly frequency dependent gain
(which will be abbreviated to LFDG, in the following, for
simplicity). Analytic solutions for soliton transmission
through fibers with SSFS being compensated by LFDG is
derived for the first time in this letter. We find that the
effective distance of the compensation method is limited by
the amplified dispersive waves at higher frequencies. and an
expression for this distance is derived. Numerical examples
show that low loss dispersion-shifted (DS) distributed Er’*-
doped fibers can provide almost distortion-free SSFS com-
pensation for pulses of about 800 fs over several tens of
kilometers.

II. ANALYTIC SOLUTIONS

For pulse widths larger than several picoseconds, the
nonlinear optical pulse propagation in fibers at wavelengths
of negative group velocity dispersion (GVD) can be de-
scribed by the nonlinear Schrédinger equation (NLS):

du 1% . lul?y =0 0

—_— ——— -

5tz tlule
where ¢ = | k" | z/t3, 7 = (t - k’2)/t,. and u is the nor-
malized complex pulse envelope. Symbols k' and k” respec-
tively denote the group delay and GVD at the central fre-
quency w, of input pulse, and #, represents the pulse width.
The general single soliton solution of (1) is characterized by
four independent constants {9, Q., 8,, ¢,} as

u(g, ) = nsech[n(r + Q& - 0,)]
- exp —iﬂcr+i§(nz—ﬂﬁ) - idy]. (2)

When pulse widths become to few picoseconds or shorter,
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WDM Local Area Networks

Wavelength-division multiplexing puts multiple channels on a single

optical fiber and allows dynamic channel allocation.

Leonid G. Kazovsky, Charles Barry, Michael Hickey, Ciro A. Noronha Jr., and Pierluigi Poggiolini

DR LEONID G.
KAZOVSKY is a professor
of elecmcal engineenng at
Stanford Unsversuy.

CHARLES BARRY is cur-
reruly @ Ph.D. student at
Stanford Unsversuy studyong
on a DEC fellowship.

MICHALEL HICKEY isa
Ph.D srudent in his third year
at Stanford ['nrversuy.

CIRO A. VORONHA. JR
has been a PR.D. sruderu a1
Stanford Universuy since
1989.

PIERLUIGI POGGIOLINI
started @ Ph.D. program s
Policecruco di Tonno in 1989.
At prevent, At 13 on ieave az
Seanford Uroversey,

he advent of new services, such as mul-
timedia communications, high-volume file
transfer, high-definition image trans-
mission, and video/audio retrieval, hascre-
ated aneed for high-speed data networks.
Future networks are expected to support, in an
integrated fashion, services with highly diverse

- —traffic requirements. Due to the high data rates

involved, such networks will use optical fiber as
the transmission medium.

[thasbeen recognized that current network topolo-
gies, employing single shared channels to provide
connectivity between the nodes, are inadequate
to provide these new services, thuscreating the need
for multichannel networks. One way to realize
multiple channels on the optical fiber is through
the use of wavelength-division multiplexing (WDM).
With WDM, there is an additional flexibility—by
using tunable transceivers, one can dynamicaily allo-
cate channels, as required by the traffic.

This paper focuses on WDM local area net-
works (LANS). Following a discussion of services
and possible network topologies, we investigate
the technological issues related to the implemen-
tation of such topologies and describe some
experimental implementations reported in the
literature.

Broadband Services

n addition to existing services (remote logins,

file transfer, voice), high-speed LANS will be
required to support broadband services. Broadband
interactive services have been classified by CCITT
Recommendation [.121 [1] into the following
categories:

* Conversational services: real-time end-to-end
information transfer (e.g., videotelephony,
high-definition image transfer, high-speed data
transfer)

* Mistaging services: communication via store-
and-forward (e.g., multimedia mail)

* Retrieval services: retrieval of infornfillon
stored in databases (e.g., video on demand, or
high-fidelity audio)

To provide the services described above. a net-
work will have to handle both stream tratfic (i.e..
uncompressed video and audio) and bursty traffic
(i.e., variable bit rate video, bursty data. etc.) ata
range of data rates which spans several orders of
magnitude. Some data rates required to provide
broadband services are shown in Fig. 1.

Network Topologies

Current Topologies

Commercially available LANsusually are organized
as buses or rings, with data rates ranging from 10
Mb/s (Ethemet) to 100 Mb/s (Fiber Distributed Data
Interface [FDDI]). New standards, like the [EEE
802.6 metropolitan area network, will push data rates
up to 150 Mb/s and above. A problem with these
architectures is that connectivity between the
nodes is provided by a small number (one, or two
inthecase of IEEE 802.6) of shared channels. There-
fore, the electronics in each node must operate at
the network aggregate speed. On the average. the
maximum capacity available to each node is C.\V,
where C is the channel capacity and V is the
number of nodes. In practice, this number is even
lower due to the overheads associated with the medi-
um access protocol. These topologies are inadequate
to provide the broadband services described
above. Muitiple-channel topologies are needed. and
due to the data rates involved. optical transport mech-
anisms are an excellent choice.

Future Networks

Due to high data rat~ ;equirements. single chan-
nel networks (like buses or rings) will not be able
to provide the expected level of service because each
node would have to operate at the network’s
aggregate speed. This is neither possible (due to
the speeds required) noc desirable (due to the
resulting low efficiency). The network. therefore, wili
have to provide multiple concurrent channels. One
way to accomplish this in an optical network is by allo-
catinga different wavelength for each channel (WDM).

One advantage of using WDM is that, with the
use of tunable transmitters and/or receivers on
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the nodes, the Eog\cal network topology becomes Jroadband service requirements
independent of the physical network topology. as

Supercomputer

allows greater network flexibility as channels can
$ o interconnect

be dynamically allocated according to the traffic
requirements. This process is illustrated in Fig. 2,
where a four-node network is shown. The nodes
are connected to a star coupler, as indicated in
ig. 2a. The star coupler combines the light from
all ransmitters and makes it available to the receivers.
By properly assigning wavelengths to receivers, i
different logical topologies can be created, as : e
indicated in Figs. 2b and 2c. ‘ ) ' thernet
In general, agnode may have multiple transmit- @ 1024x1024, 8bit still image (1sec) l

long asall nodes have access toall wavelengths. This 10" .
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ters and receivers. The number of transmitters 6l CD quality stereo
and receivers present at each node, however, is 10

typically much less than the number of nodes on

the network. Therefore, connectivity canbe provided B Figure 1. Data rates required for broadhand serices. Note limitanions of
in two ways: 1) by having a multihop network, i.e., existing network standards such as Ethemet and FDDI
if node A does not have a direct channel to node

B, data from A to Bwill be sentvia a number of inter-
mediate nodes; 2) by coordinating in time the use i Node 1 N
of each wavelength; communication is always sin- ‘ ™
gle-hop, at the expense of added delay. There are . wi
several methods to assign source-destination ; ode 2 Mode
pairs to specific wavelengths; these methods : ¢ W2 ’ e
range from classical multiple-access algorithms to L2 \ Star
fixed-assignment TDM (3-9]. A discussion of _ w3 Coupler
these methods is beyond the scope of this paper. i - Node 3 = P \Node 3
| ™ w4
Technological Issues Do

" Nodes Node 4
-~ Opticat-Transmitters and Receivers

™
Optical transmitters can modulate coherent light
in amplitude (ASK), phase (PSK), or frequency
(FSK). Optical receiverscanbe divided into twocat-
egories: direct detection and coherent (as shown
in Fig. 3).

{]

R

)

RX=W1
RX =

Indirectdetectionreceivers (Fig. 3a), the received
light signal is applied directly to the photodiode.

Since photodiodes essentially are broadband devices
and respond only to the signal power, direct

AX='W3

detection receivers can be used to demodulate nbhi 4
RXawa| o

ASK and, with filtering, wide-deviation FSK.

Acoherentreceiver (Fig. 3b) employs a local oscil-
lator (LO) laser tuned to an optical frequency
near thatofthe transmitted signal. Use of an LO fre-
quency equal to thatof the signai frequency is known

" Figgire 2b. Logical topology 1 Figure 2¢. Logical topology 2

as homodyne detection; use of an LO frequeacy R AR T T e

which differs from the signal frequency is referred = <aa s
to as heterodyne detection. W Figure 2. The WDM network.

The received signal and the local laser fields
are added with a fiber combiner and coupled to a
photodiode. Because the output current from a pho-
todiode is proportional to the square of the inci-
dent electric field, the photodiode acts a mixer
and produces an intermediate-frequency (IF)
curreat at the difference frequency of the signal
and the LO. Demodulation of the IF current
recovers the transmitted date

A problem that must be faced with coherent
receivers is polarization control. The state of
polarization (SOP) of the received signal must be
aligned with the SOP of the light from the locai oscil-
lator laser to create the desired interaction
between the two signals.

Realization of the full potential of a WDM
network requires eiectronically tunable transmitters
and/or receivers. Tunable transmitters can be
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Tuning range 70nm 7nm 3.3nm; . 20m .- 4.4nm
Kind of tyning discrete discrate continuous | confinuous | continuous discrete

" Loserfinewidth | “fi.a. 60ktz | 1SMHz | S00kHz T roMHz | T me 7O
Speed Jus 100 ps n.a. n.a. 10 us ng. !

B Toble |. Tumable laser characteristics

made using tunable lasers. A direct-detection
tunable receiver canbe realized by placing a tunable
optical filter before the conventional direct-
detection receiver shown in Fig. 3a. Tunable
coherent receivers can be realized by using tun-
able lasers as local oscillators, because only the
specific received wavelength matching that of the
local oscillator will be demodulated.

Inthe following section, we discuss tunable tasers
and tunable filters needed to build tunable trans-
mitters and receivers. We also discuss the issues
of polarization controt in coherent receiversandfre-
quency stabilization of WDM networks.

Tunable Lasers

Lasers can be tuned by providing a wavelength-
tunable element inside the laser cavity. Generally
speaking, there are two kinds of tunable lasers: exter-
nal cavity and integrated lasers. The tuning
method generally represents atradeoff between tun-

ing-speed, linewidth; and tuning range. More-
over, depending on the method, the tuning can
be either continuousor discrete overacertzin range.

External cavity tuning methods {10,11] provide
very low linewidth (due to the long cavity) and
large tuning ranges, at low to moderate speeds. Tun-
ing is frequently discrete (i.e., the device can gen-
erate only a discrete set of wavelengths inside the
tuning range). Two classes of tuning methods
have been demonstrated: acousto-optical and
electro-optical. These configurations demand
precise alignment between the laser and the
external cavity and are difficult to implement

Integrated tunable lasers {12-16] can poten-
tially be tuned at very high speeds (nanoseconds
for some devices; although practical tuning speeds
for those devices are still being investigated) at
the expense of tuning range and linewidth. Some
devices also are capable of continuous tuning
over a range of frequencies.

There are two basic kinds of integrated tun-
able lasers: distributed feedback (DFB) and dis-
tributed Bragg reflector (DBR). A new kind of

Technology

Acousto-
optics

three-section laser has been recently reported,
with discrete tuning over 57 nm, utilizing an inte-
grated vertical coupler filter (VCF) [41]. Usually,
there is a tradeotf between linewidth and tuning
speed.

Table [ presents a summary of the tunable laser
charactenstics. The table indicates that the main prob-
lem with tunable lasers is their limited range,
which limits the number of channels they can resolve.

Tunable Filters

Wavelength filtering can be achieved by the following
mechanisms [17]: wavelength dependence of
interferometric phenomena (Fabry-Perotand Mach-
Zehnder filters); wavelength dependence of cou-
pling between modes, caused by external
perturbations (electro-optic and acousto-optic fil-
ters); and resonant amplification in active semi-
conductor devices.

As shown by Table [ [17], current tunable fil-
ter technology severely limits either the tuning speed
or the tuning range that can be achieved by direct-
detection tunablie receivers.

Polarization Control

Coherent receivers require that the polarization
of the local oscillator matches the polarization of the
incident light. Otherwise, the useful signal gener-
ated at the photodiode can be attenuated or even
fade completely. As light propagates through
conventional single-mode optical fiber, its polar-
ization is transformed to an arbitrary state by
small perturbations in the fiber. Several approach-
es to match the signal and local oscillator polar-
izations follow.

Polarization-maintaining fiber and connectors
{18]~Byappropriately shaping or stressing the fiber
core, it is possible to produce special fibers that
do not change the polarization of the transmitted
light, provided that the state of polarization of
the light launched on the fiber is aligned with one
of the fiber's main axes.

Active
Semiconductor

Electro-
optics
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Polarization-diversity receivers [19] = Betorz (ur
after) mixing the light from the local osciliator
with the incoming light, polarization-diversity
receivers divide the light into two orthogonal
polarizations and detect them separately. After pho-
todetection and demodulation, the resulting sig-
nals are combined. The combinedsignal isindependent
of the state of the received light's polarization.

Polarization switching [20] = During each bit, the
polarization of the transmitted light is switched
between horizontal and vertical (i.e.. half of the time
it remains in the vertical polarization, and the
other half in horizontal). With thisscheme, the receiv-
er is simpler than a polarization-diversity receiv-
er, but a 3 dB penalty on the receiver sensitivity is
introduced.

Polarizationtracking(21] - Inthe samewayasa PLL
tracks the frequency of its input signal, it is possi-
ble to have the local oscillator track the polariza-
tion of the incoming light, at a cost of greatly increased
receiver complexity.

Frequency Stabilization

Absolute and relative optical frequency stabilization
may be required in multichannel optical systemswith
tight channel spacing. Absolute frequency stabi-
lization techniques involve frequency locking to a
stable atomic or molecular absorption phe-
nomenon. Absolute frequency referenceshave been
achieved in both the 1300 nm and 1500 nm win-
dows (22, 23]. Relative frequency stabilization
techniques inciude locking to the sidebands of an

FM modulated master laser {24], and optical
phase locking to the sidebands of a RF phase
modulated master laser [25].

WDM Network Experiments

~he last five years have witnessed a steady tran-
sition of WDM experiments from proof of
concepts to experimental networks, with field tri-
als planned in the near future. Several notabie exper-
iments i}lustrate the progression of this technology:
demonstrations of single channel transmission
with multi-gigabit data rates {26, 27), broadcast of
100directdetection channels (28], 16-channel coher-
entbroadcast experiment [29], computer-controiled
tuning of an eightchannel coherent experiment (30},
and demonstration of a fully engineered coherent
broadcast experiment {31]. The following two
sections are devoted to descriptions of recent exper-
imental demanstrations of WDM optical metropoli-
tan and local area networks, both direct detection
and coherent.
Direct Detection WDM Optical Networks Severai
experimentsare currently investigating direct detec-
tion WDM networks. These experimental netwo. ks
use direct detection optical receivers and tunable
optical filters for channel selection. Directdetection
technology was chosen for its reduced cost and com-
plexity. Description of two of these experiments
follow.

TeraNst

TeraNet(32) is an experimental network being devel-
oped to study all seven layers of the OSI stan-
dard. The network provides either | Gb/s ATM
packet-switched or 1 Gb/s circuit-switched access

USING A PAssite stdar Lpolowy. s siown 1n Frg. <
A hybrid multiple access scheme combines wave-
length-division-multiplexing and subcarrier fre-
quency division multiplexing to divide the available
optical bandwidth. This method of multiple
access reduces the bandwidth requirements on
the optical filters, but still allows the use of additional
channels through electronic means.

The transmitters utilize DFB lasers. Each user
is assigned a unique address consisting of a spe-
cific wavelength and a subcarrier multiplexed fre-
quency. Wavelength channels are spaced by 1.3
nm, or 187 times the bit rate, Each wavelength
supports four to six subcarrier channels. The sub-
carrier modulation format can be either BPSK or
QPSK, while the subcarrier’s amplitude modu-
lates the optical signal.

The receivers use fiber-optic Fabry-Perot
(FFP) tunable filters to select wavelengths. Sub-
carriers are selected by electronic filtering.

A packet-switched network, conforming to the
ATM standard [33], is being implemented through
a multihop architecture. The network can be con-
figured to support up to 64 users. Interfaces also
are being developed for SONET and HIPPI. A
limited campus field trial is planned for 1992.

RAINBOW Network

The RAINBOW network [34] is a metropolitan area
network designedto cover adiameter of 55 km. This
network connects 32 IBM PS/2s through a 32 x 32
passive star coupler and allows the computersto com-
municate circuit-switched data at a rate of 200
Mb/s/node. The physical topology is the WDM
star shown in Figure 2a. Each computer is equipped
with its own fixed frequency optical transmitter
and tunable optical receiver mounted on plug-in
computer cards.

4 B e . = el e

LS

(adapred from ref. [32]).

M Figure 4. TeraNet packet and circut switching lightwave network
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B Figure 5. UCOL system block diagram (adapted from ref. {35])

The optical transmitters utilize directly modu-
lated distributed feedback (DFB) laser diodes.
The optical channel spacing is roughly 1.6 nm, or
1040 bit rates. This channel spacing is wide
enough so that temperature control is adequate
for frequency stabilization. The modulation for-
mat is on/off keying (OOK).

—-—Wavelength selection is accomplished with a tun-

able fiber Fabry-Perot filter. The interferometer
cavity spacing is varied piezoelectrically to
achieve a tuning speed of 2 ms over the tuning range
of 50 nm.

The signaling protocol for coordinating the retun-
ing of the optical receivers is a simple in-band polling
procedure. This method is simpler than a faster
out-of-band protocol, which would require a sep-
arate signaling channel.

Experimental results reveal that a power bud-
get of 8.5 dB with a 3 dB margin is typically
achieved. This budget would ailow a network
diameter of 28 km.

Coherent WDM Computer Networks The direct-
detaction experiments described above demonstrate
the potential of WDM computer networks and show
that increasing network performance will require
improved power budgets, tighter channel spacing,
increased tuning speeds, or new network archi-
tectures. Coherent technology is one option for
increasing the power budget and decreasing the chan-
nel spacing. Below we describe one WDM coher-
entexperiment, and in the next section we will discuss
STARNET, acoherent WDM network being imple-
mented at Stanford University.

7

8 Figure 6. STARNET offers both a moderate-
speed packet switch network and a high-speed
broadband circut interconnect on a physical
passive star topology

UCOL - UCOL s being developed as an uitra-
wideband coherent optical local area net-
work (35]. This nerwork has network interface
units/access control units (NIU/ACUs) that
communicate on 20 wavelength division multi-
plexed optical channels over a passive star topol-
ogy, asindicated in Fig. 5. The usercan access each
channel through a time division multiplexing access
mode (UCOL ATM SWITCH). This technique
supports data rates from a fraction of a Mb/s up
10 155 Mby/s. The frequency reference forail trans-
mitters and receivers is provided over a sepa-
rate star coupler by a reference generator block
{RGB). The reference frequencies are generat-
ed by modelocking an external cavity semicon-
ductorlaser. Channelspacingis 3.6 GHz. orabout
13 bit rates.

The transmitters are external cavity lasers, tun-
able over 1 nm in the 1.5 nm wavelength window.
DPSK modulation is accomplished with an exter-
nal LINbO, modulator.

The receivers are polarization-diversity, delay-
line DPSK demodulators. The transmit power is
set foroperationwith a BER of 10 . Error-correcting
codes are then used to decrease the BER toa
value less than 10~

STARNET

¢ foregoing network experiments have shown
the feasibility of relatively dense WDM networks.
These experiments, however, have not addressed
the need to support all the heterogeneous data
traffic types as outlined in this paper’s introduc-
tion. STARNET [36] is a new coherent broad-
band optical local area network (BOLAN)
architecture. The STARNET architecture otfersall
users both a high-speed packet-switched network
and a multi-gigabit broadband circuit intercon-
nect based on a WDM transport facility, as shown
in Fig. 6. As a result, the STARNET architecture
efficiently supports diverse types of traffic.

An experimental demonstration of STARNET is
currently under development in the Optical Com-
munications Research Laboratory at Stanford
University. The initial STARNET experiment
will interconnect four workstations through a 4 x
4 passive star coupler. The data rate for the
broadband circuit switched network is 3 Cb/s/sta-
tion. The packet-switched network data rate is
100 Mb/s.

STARNET Architecture

STARNETs physical topology is the passive star
shown in Fig. 2a. However, each node transmitter
transmits two independent data streams, stream
C(circuitdata) and stream P (packet data), as depict-
ed in Fig. 7. Each node has a tunabie receiver
thatcanbe tuned to any transmitter and decodes the
C stream, thus enabling a broadband circuit
interconnect among all the nodes. [n addition. every
node is equipped with a fixed receiver which decodes
the P stream of the previous node in the frequen-
¢y comb, as shown in Fig. 7. The first node of the
chaian is equipped with a receiver that decodes the
P stream of the last node. In this manner, a undi-
rectional store-and-forward logical ring topology
similar to theat of FDDlis formed. as shown in
Fig. 6
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STARNET Ph s z=i impiemenicron

The expenime: (23 TARNET will connect tourwork-
stations threugh a passive star coupler Each
node consis! of a transmutter, 2 3 Gbis broad-
band receive? for the circuit interconnect, and a
125 Mbys recetver for the packet-switched net.
work. The network operates at a center wave-
length of 1319 nm over conventional single mode
fiber with a network diameter of 4 km.

A STARNET transmitter is illustrated in Fig. 3.
Bhelasersourceisa2SmW, 1319nm Nd: YAG laser.
The light carrier passes through an isolator and is
then coupled into a conventional single mode
fiber. Subsequently, the light passes through a 50 per-
cent splitter; haif the power is seat to the external
modulator, while the other halt is used as the LO
forthe packet-switched network receiver. The exter-
nal modulator is a LiNbO, dual phase/amplitude
modulator. The 3 Gbsscircuit switch data is PSK mod-
ulated on the optical carrier. The 100 Mb/s packet
data is 4B/3B encoded and then ASK modulated
on the optical carrier at 125 Mb/s by modified
FDDI hardware in the workstation. After modu-
lation, the opticai signal is sent to the star.

The PSK receiver (Fig. 9) uses a thermally tun-
able Nd:YAG laser as the LO. The polarization
of the LO light is manually aligned with the polar-
ization of the network signal and then both sig-
nals are combined with a 3 dB coupler. The mixed
optical signal is applied to a PIN photodiode with
alow-impedance front-end. The resulting electronic
signal is centered around an IF of 8 GHz. The
signal is then mixed with a 8 GHz RF local oscil-
lator to bring it to baseband. A portion of the

ormaintain phaselock of the
receiver [27]. The remainder of the baseband sig-
nal is low-pass filtered to recover the 3 Gb/s data.
The system is designed to ensure a BER of 10+
with a {0 dB system margin.

The ASK receiver (Fig. 9) uses the transmitter
laser as the LO. After polarization alignment and
- r————3dBroupling; the ASK heterodyne optical signal
is sent to a PIN photodiode with a low-impedance
front-end amplifier. The resulting [F signal is squared
to remove the phase modulation and senttc a
low-pass filter to recover the baseband 125 Mb/s data.
The data is then decoded by the FDDI hardware
in the workstation.

The followingis a discussion of some of the design
decisions that were made for the initial STAR-
NET experiment.

Modulation format - Heterodyne PSK was chosen
for the 3 Gb/s interconnect because of its superi-
or receiver sensitivity and efficient bandwidth uti-
lization.

Transmiter/ modulator - Since heterodyne PSK detec-
tion is used, lasers with low-laser linewidths are
required [37]. Nd: YAG lasers were selected for their
ultra-narrow linewidth, excellent frequency stabil-
1ty, and large optical output power (25mW).
Network frequency allocation -Node transmitter re-
quenctes are allocated in a bandwidth efficient
manner {38), as shown in Fig. 10a. The signal spec-
rrum atthe [F stage of the packet network fixed receiv-
er is shown in Fig. 10b. Note that the carriers
corresponding to e previous and next node are both
visibie. The minimum optical channel spacing is 8
GHaz, resuiting in packet network IFs of 8 GHz or
16 GHz depending on the position of the recever
node. The [F for the 3 Gb/s broadband circuit s 8 GHz

C stream  straam

& <P stream AN o o 93“'=3M

A

carrniars i | !
}- L o

nodes -1 1 1

P stream

4_~> -

dedicated receiver of node #1 extracts P Zata ‘rom node N

Ml Figure 7. Two tndependent data streams i C and P)

carner. The flirst node of the chain extracts :he P siream of the (st node n the

comb, and closes the nng.

are mulitplexed onto cach

g 2 > To star

Fiber coupler .

Low-speed
ASK data
N
Lens !
Splhitter Dual phase/
= () raphtuce
: ? Isolator modulator
. Frequency
1 stabilization Low-speed

receiver High s
Lo PSK_Jara
in

@ Figure 8. STARNET node transmitter

Hgh-soesd
Lovws-oass
Mairt PSK recst iGhrdmonilopoas! |

S Figure 9. STARNET node receiver.

forall nodes and is set by the tunable receiver LO. For
the four node experiment, the range of transmitter
frequenciesis 32 GHz. At 1319nmcenterwavelength,
this results in an extremely dense optical channel spac-
ing ofjust0.04 nm. or 2.67 bit rates. Although the chan-
nel spacing is very narrow, less than 2 dB of channel
crosstalk power penalty is foreseen [39].

Tunable receiver—The tunable receiver LO is an
uitra-tow linewidth Nd: YAG laser. Unfortunately,
the narrow linewidth is accompanied by slow
thermat tuning (several seconds) and a smail tun-
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W Figure 10. Carrier visibility at {F in the fixed
receiver of node i, employing the node carrier as
LO and minimum optical bandwidth allocation
of carriers. In this case, the privious node [F is at
8/2; the next node [F is & The value of 8 is 16
GHz in STARNET.

ing range (40 GHz). A PIN photodiode with a
low-impedance front-end amplifier is used for
photodetection of the heterodyne PSK signal.
The greater sensitivity of a balanced receiver is
sacrificed for the reduced cost and complexity of the
single-ended receiver. The IF demodulator uti-
lizes commercially available microwave components.
Frequency stabilization - STARNET uses a novel
approach to achieve relative frequency stabilization
of the network. The fixed receiver keepsits LO tuned
to the previous node in the frequency comb. In STAR-
NET, the LO of the fixed receiver is also the node
transmitter laser. Therefore, the frequency controt
operated by the fixed receiver to keep its LO
locked on the previous node carrier also establish-
es relative frequency stabilization between the two
nodes. Since each node islocked to the previous node,
overall network frequency stabilization is achieved.

Polarization control - Polarization control of the ini-
tial STARNET experimentis manual, whicn reduces
receiver complexity. A mature implementation
will require polarization diversity, polarization-
switching or polarization-maintaining fibers.

Conclusions

e characteristics of the WDM network exper-
iments discussed in this paper are summarized
in Table HI. As indicated by the table, coherent
networks achicve denser channel spacing and
higherdataratesat the expense of added complexty.
Multi-Gb/sbroadband networks are required for
future high-speed applications such as broadband
video and supercomputer interconnection. [n
addition, these future networks must also handle
current low-speed applications such as electronic
mail and file transfer. Asindicated by Table [1I. direct
detection and coherent technology both offer
solutions to the networking of many high-speed chan-
nels using WDM.

Although experimental WDM systems take advan-
tage of the huge bandwidth of the optical fiber,
bothoptical filter and Jaser tuning speeds are not yet
fast enough to support very high-speed packet-
switched data. One solution to this problem is offered
by STARNET. The STARNET architecture pro-
vides two logical networks, a multi-gigabit broad-
band circuit switched network simultaneously
with a high-speed, packet-switched network.

An experimental STARNET is being con-
structed at Stanford University. [t will intercon-
nect four workstations with a data rate of 3
Gb/s/node for the circuit switch network and 100
Mb/s for the packet-switched network.

Many challenges are yet to be resolved befare
multi-Gb/s optical networks become practical.
Among these challenges are the development of fast
tunable and narrow linewidth lasers, tunable fil-
ters, automatic frequency selection, frequency

143:7:1,'13} RAINBOW STARNET
| Modvlottom™ " |- -+ -ASK™ ASK DPSK PSK '
| formow - P 3
" Dok rater 1 Gb/s 200 Mb/s 155 Mb/s 3 Gb/s :
| Chonneh. ;. . 1878%rokm | 10408dros | 23 Bit raves 27 Bitrates |
m;-_.‘.::" i »...":,‘k“ B F . C )
Kind of receivesr _ Direct detection. Direct detection Coherent Coherent
F Thermal Thermol Externcl Provided by the |
i shabili reference architecture ;
" Polarization Not needed Not needed Polarization- "~ Manuadl-
controks . . e vere s diversity-
Recei 2 ' 1 /lunable 1/luncble 1/tuncble !
o o - i e
. Tronsmiterspes | - 2/fixed. 1/fixad, 1/tuncble 1/fixed I
L CTU ngg ARSI sar A foow oy ey o e e oo {
Exra fealureny. Myltiple.. bies . e Wide range of Lower-speed ‘
1 N - L PN pEte E -l s, A mm . P«kﬂﬂ.ﬁlﬂfk
r.ox T -t channelpe g~ imbedded~ :

B Table lll. WDM nemwork experiments
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stability of the network, design of network protocols
efficient for high-speed bursty and continuous
traffic, and selection of network topologies which
optimize both throughput and latency.
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Abstract

We propose a new broadband local area network, STARNET, based on a physical passive
star topology. Over a single physical network, STARNET offers all users both a moderate-
speed packet network and a high-speed WDM circuit interconnect. Based on these two
data transport facilities, several topological and protocol solutions are available to the
users. As a result, STARNET supports traffic of widely different speed and continuity
characteristics. Each node of the network requires only two lasers and its structure facil-
itates the achievement of frequency stabilization for the whole network. An effort toward
an experimental demonstration of a 4-node, 3 Gbit/s per node, FDDI-compatible (at the
packet network level) STARNET is currently in progress at the Optical Communication
Research Laboratory of Stanford University.

1 Introduction

Future LAN’s are expected to provide the wide variety of services shown in Fig. 1. The low
speed services of Fig. 1 could be handled by evolutionary versions of the presently available

*This work was partially supported by ONR under contract number N00014-91-J-1857 and by NSF
under grant number ECS-9111766.
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networks. The high speed ones require a new generation of local area networks. The target
is therefore an integrated services Broadband Optical Local Area Network (BOLAN) that
supports the whole spectrurn of traffic shown in Fig. 1.

Packet switching and circuit switching have both been considered for operating a
BOLAN. Currently, the prevailing approach is that of packet switching, because packet
switching seems to be more effective in handling very different data rates and permits a
more efficient processing of bursty data.

As far as physical implementations of BOLAN’s are concerned, the WDM passive star
solution seems to be one of the promising options, because it offers a theoretically huge
bandwidth. However, this bandwidth comes in the form of a large number of optical WDM
independent channels and realizing a packet mode of transmission in this intrinsically
circuit switched environment represents a challenging task. To this end, different media
access strategies and node configurations have been devised.

Some of these proposals rely on the use of very fast tunable receivers (1, 2, 3]; others
impose strict requirements on the node ability to maintain synchronization with the other
nodes and/or to operate in a time-slotted environment [4, 5, 6, 7]; still others are based
on the use of multi- hop logical topologies (8, 9, 10, 11, 12], where each node performs
some routing functions. Some of the above proposals require that each node have many
transmitters and/or receivers (7, 5].

The complexity of these proposals, or the high performance required for some compo-
nents, show that the WDM star zolution, although attractive from the bandwidth point
of view, causes difficult implementation problems for packet transmission. :

In this paper we describe a new BOLAN approach, STARNET, based on a passive
WDM star, which aims at fully exploiting the bandwidth potential of this architecture but
does not require extreme hardware and protocol complexity or performance. This result
is achieved by giving up the attempt of delivering all kinds of traffic through a single
packet network. Instead, two logical networks, a packet one and a circuit interconnect,
are put together on the same physical medium.

STARNET has been conceived with the objective of an experimental realization, which
is currently in progress. Therefore, serious attention has been devoted to implementation
details. Feasibility with currently available (research) technology was set as a primary
goal.

The paper is organized as follows.
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In Section 2 we discuss the characteristics of the different types of traffic, and envis-
age suitable network solutions. The goals of STARNET, and in particular the idea of
implementing both a packet network and a broadband circuit interconnect on the same
physical star, are established. The rest of the paper is devoted to the presentation of the
implementation de .ils and performance analysis of STARNET. In Section 3 the node
structure is described and the basic network configuration is introduced. Section 4 de-
scribes several implementation alternatives of the node structure introduced in Section 3;
the problem of frequency stabilization is also addressed. In Section 5, some solutions for
multiplexing more than one data stream on the same optical carrier are analyzed. In Sec-
tions 6 and 7 the performance of STARNET is assessed. Sections 8 and 9 are devoted to
some substantial upgrades to the basic STARNET configuration. In Section 8 improved
versions of the packet network are presented. In Section 9 broadband multihop packet
transport by means of the circuit interconnect is discussed. In Section 10 broadcasting
and video-conferencing using the STARNET circuit interconnect are dealt with. Section
12 deals with the feasibility of STARNET and describes the experimental testbed which
is presently being assembled.

2 STARNET Goals

The target of a BOLAN is that of handling different types of traffic having diverse speed
and continuity characteristics. Traffic can be broadly grouped into three categories:

1) low speed, bursty or continuous, including telephony;

2) high speed, continuous;

3) high speed, bursty.

Category 1 includes all the services shown in Fig. 1 as low-speed. Categories 2 and 3
share all the rest.

Packet transmission is an adequate solution for category 1. If the network has sufficient
capacity, telephony can be offered too, on a virtual circuit basis.

A circuit-switched network seems to be suitable to handle continuous streams of data,
especially when the duration of the connection is relatively long (category 2). This is
the case for instance of video-conferencing or transfer of big files (images, books, movies,
magazines). These services are often referred to as ‘call oriented’. For this kind of traffic,
switching time does not need to be extremely small.
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Category 3 is mainly related to supercomputer interconnections. One-to-one connec-
tions can be bhandled on a circuit-switched basis, but when many supercomputers need
to communicate simultaneously, broadband (multi-Gbit/s) packet communication may be
necessary. This last scenario is bound to a very specific application, most likely involving
only a small subset of nodes in the LAN.

Taking into account the above observations, our proposal, STARNET, offers to all
nodes both a packet network for low and moderate speed services (category 1) and a
broadband circuit interconnect for call-oriented services (category 2). These two entities
operate independently and simultaneously over the same physical network.

The merit of this approach is that one does not need to push the performance of
the packet network because it is devoted to low speed traffic. At the same time, the
circuit interconnect implementation is greatly simplified by the relaxed switching time
requirements of call-oriented traffic. Also, all the signaling and protocol management for
the circuit interconnect is easily hacdled through the packet network.

Finally, arbitrary subsets of STARNET nodes can be upgraded so that a broadband
packet network can be built among them. The upgrade involves only the electronics, not
the optics, of the nodes. The broadband packet network can be set up without interfering
with the lower speed packet network or the circuit interconnections of the other nodes in
the network. This feature enables STARNET to cover category 3 of traffic, thus making
it capable of supercomputer interconnections too!.

As a result STARNET meets the goal of dealing with the different kinds of traffic
effectively, while avoiding extreme constraints on network parameters or hardware and
protocol features.

ISTARNET is not designed to meet the specifications of a backplane for shared memory multiprocess-
ing, which is believed to require transfer rates on the order of 30-40 Gbit/s per node (12]. STARNET may
instead be suitable for distributed or message passing multiprocessor systems, especially in loosely coupled
processing environments, where processors share the results of lengthy calculations performed locally,
instead of interacting at the single instruction level. The objectives and the intrinsic nature of a BOLAN
like STARNET are completely different from those of a backplane for direct-processor shared-memory
interconnections, which can be seen as an internal resource of a multiprocessor supercomputing machine.
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3 The Basic Node Configurations

Each node of STARNET is optically connected to all the other nodes through a passive
optical star, as shown in Fig. 2.

The basic node configuration is shown in Fig. 3. Each node is equipped with one
transmitter. Its light source is tunable, but tunability is required for network flexibility
and fault tolerance only, rather than wavelength switching. In normal operation the light
source is kept fixed at a certain wavelength. Each node keeps its source tuned to a different
wavelength, so that a comb of light carriers is formed.

Using a suitable multiplexing strategy (see Section 5), the node transmitter transmits
two independent data streams, stream ‘P’ and stream ‘C’ as depicted in Fig. 4. Letters
‘P’ and ‘C’ are mnemonic for ‘Packet’ and ‘Circuit’, and this distinction will become clear
shortly.

Every node has a tunable receiver that can be tuned to any transmitter and decodes
the ‘C’ stream only. ‘C’ stream transmission and tunable receivers are used to implement
a circuit interconnect among all the nodes.

In addition, each node is equipped with a fized (as opposed to tunable) receiver which
is permanently tuned to the previous node in the frequency comb and receives the ‘P’
data stream only.

Therefore each node receives ‘P’ data from the previous node and transmits ‘P’ data
to the following one. Exploting this feature, STARNET builds a logical ‘chain’ along
the frequency comb. Through this chain packet information flows as depicted in Fig. 3,
provided that the data received by the previous node is relayed towards the next. '

To close this unidirectional store-and-forward chain, the first node of the chain (the
one whose transmitter is the first in the frequency comb) is equipped with a receiver that
decodes the ‘P’ stream of the last node in the chain. Then, it relays this information
down the chain, by retransmitting it through its ‘P’ data stream (see Fig. 6). This way,
a logical unidirectional ring along the frequency comb is created as shown in Fig. 7. This
logical topology is similar to the one used, for instance, by FDDI.

The fact that the transmitters are capable of multiplexing the ‘P’ and ‘C’ data streams
onto the same carrier not only avoids the need for another optical transmitter, but also
eliminates the need to form a second comb of carriers, which would waste optical band-
width.
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Throughout the paper, this node structure will be referred to as Basic Node Configu-
ration 1 (BNC1).

An alternative to BNC1 is to equip each node with a transmitter capable of multi-
plexing three data streams, stream ‘C’ and streams ‘P1’ and ‘P2’. Similarly to BNC1, a
tunable receiver can tune to any of the transmitters, and decode stream ‘C’. The fixed
receiver decodes stream ‘P1’ of the previous node in the frequency comb, and stream ‘P2’
of the nezt node in the frequency comb. We shall see in Section 4 that we can still use
just one fixed receiver to accomplish this task.

This second arrangement will be called Basic Node Configuration 2 (BNC2). It permits
to implement a bidirectional logical ‘bus’ (Fig. 8), similar to the one used by IEEE 802.6
DQDB.

Alternatively, this bidirectional chain can be terminated like in Fig. 6, but at both
ends. In this case we get two independent counter-rotating rings (see Fig. 9).

All these topologies are suitable for the implementation of a packet network. Some of
them conform to those used for popular network standards, like FDDI or DQDB. The con-
figuration chosen for the experimental STARNET testbed is BNC1 with a unidirectional
ring topology (Section 12).

Substantial enhancements to these topologies will be described in Section 8.

4 Node Implementation

In this section we discuss the implementation of the basic node configurations BNC1 and.
BNC2, starting with BNCL1.

BNC1, as outlined in the previous section, has three different subsystems: a trans-
mitter, a tunable receiver and a ‘P’ stream receiver permanently tuned to the previous
node in the frequency comb. We analyze these subsystems one by one. Fig. 10 shows the
overall node structure, to serve as a reference throughout this section.

For STARNET, we propose coherent heterodyne detection, with external optical mod-
ulation. The rationale behind these choices will be discussed in Section 11.

4.1 The Transmitter

The transmitter has to multiplex two independent data streams, the ‘C’ stream and the
‘P’ stream. For now, we consider the TDM multiplexing solution: the transmitter devotes
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part of the time to ‘C’ data and part of the time to ‘P’ data. Other multiplexing solutions
and their performance will be addressed in Section 5.

The transmission laser is kept at a fixed frequency in normal operation.

4.2 The Tunable ‘C’ Stream Receiver

The tunable ‘C’ stream receiver is a standard heterodyne receiver with a tunable Local
Oscillator (LO). In the ‘C’ stream TDM frame only two ‘slots’ are present, the ‘C’ slot
and the ‘P’ slot. Synchronization to the desired slot, ‘C’ in this case, can be achieved by
putting a unique identifier? at the start of the slot. The length of both the ‘P’ and ‘C’
slots is fixed and the slots are interleaved. Since the identifier can be as short as a few
bits, and the frame length can be several thousand bits, the overhead is negligible.

The receiver laser is tunable over the entire frequency comb. Since we are dealing with
the ‘C’ links, which are used to support circuit-switched broadband traffic, acceptable tun-
ing speeds could be on the order of milliseconds or even tens of milliseconds. This makes
it easier to use tunable semiconductor lasers, in spite of thermal transients and mode
hops. A successful experiment on millisecond laser tuning in a dense WDM environment
is described in [13]. The relaxed constraints imposed by this network arrangement could
make it possible to use direct thermal tuning of DFB sources as well.

Regarding polarization problems, any means of achieving polarization insensitivity (i.
e. polarization diversity, polarization scrambling etc.) is compatible with our network (for
a comprehensive review of these methods see [14]).

4.3 The Fixed Receiver

The fixed receiver is permanently tuned to the transmitter of the previous node in the
frequency comb.

This task could be carried out by another independent tunable receiver, which would
remain permanently locked on the previous node carrier. However, it is possible to build
the additional receiver so that it does not require another tunable laser and at the same
time eases frequency stabilization of the whole comb of carriers, as follows.

Part of the transmitter laser light is tapped out before it enters the optical modulator
(Fig. 10) and is used as LO signal for the fixed receiver. If the frequency comb of channels

For instance, FDDI makes use of a very short unique identifier to mark the beginning of a packet.
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is equispaced, the IF spectrum in the fixed receiver looks as shown in Fig. 11. Both the
previous and the following channel in the comb are present, but they overlap due to the
heterodyning process and information cannot be recovered.

To solve this problem, we resort to a new carrier allocation strategy [15] shown in Fig.
12b. For comparison, the conventional equispaced frequency allocation is reported in Fig.
12a. The channel spacing in the new allocation strategy is determined as follows. First,
the minimum electrical spacing at the heterodyne receiver IF for equispaced channels, £, is
determined. This corresponds to an optical spacing equal to §. Then, carriers are grouped
in pairs along the optical comb. The optical separation between the channels belonging
to the same pair is reduced to §/2, while the separation between different pairs is kept
at the value 8. This carrier allocation still permits heterodyne reception of any of the
channels without interference [15], and therefore does not adversely affect the 'C’ stream
interconnections established through the tunable receivers.

This new concept was originally conceived to save bandwidth: the theoretical band-
width wasting due to heterodyne detection, with respect to homodyne detection, is de-
creased by at least 50% as compared to the equispaced channel arrangement.

In STARNET, an additional effect occurs: at IF, in the fixed receiver, the spectra
of the previous and the next carrier in the comb are now separated, although the IF at
which they are located can be either one of two values. In Fig. 13 we show the new signal
spectrum at the output of the IF stage of the fixed receiver.

With the simpler node structure BNC1, only one of the two channels is demodulated.
With BNC2, both the previous node signal and the next node signal are demodulated?
With both BNC1 and BNC2, the receiver controller has to find out ‘which is which’
between the two channels, due to the IF location ambiguity shown in Fig. 13. This
identification is needed at the network set-up time only.

Through IF filters, the desired channel is isolated and sent to the demodulator, where
the ‘P’ TDM frame is extracted. ‘P’ stream TDM frame synchronization acquisition is
done at the network set-up time. Then, maintaining frame synchronization consists of
just counting a number of bit intervals. As a result TDM frame synchronization is easily
maintained as long as regular bit clock synchronization is not lost.

If direct modulation of the transmitter laser were used, it would not be possible to
utilize part of the light of this laser for heterodyning at the fixed receiver. Therefore the
fixed receiver would need a separate LO laser. Also, in STARNET direct modulation of the
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transmitter laser would make it difficult to take advantage of the frequency stabilization
method described below.

4.4 Frequency Stabilization

Like any coherent receiver, the fixed receiver must keep its LO tuned so that reception
of the desired channel takes place. Since the LO of the fixed receiver is also the node
transmitter laser, the frequency control operated by the fixed receiver to keep its LO
locked on the previous node carrier also provides relative frequency stabilization between
the two nodes. Since this is done by all the nodes in the comb, each node is frequency
locked to the previous node and overall network frequency stabilization is achieved.

The above idea needs experimental confirmation, since it is not clear what the effects
of propagation of random frequency fluctuations along the comb would be.

However, a recent experiment [16] has shown that semiconductor lasers exhibit a sur-
prisingly good frequency stability once their temperature is tightly stabilized. This conclu-
sion suggests that in STARNET, once the network has been set up, tightly temperature-
controlled lasers might need only a very slow control, or even just occasional adjustments,
to keep them at their nominal frequencies. If this is the case, propagation of random
frequency fluctuations along the chain could be reduced or even avoided. Tuning adjust-
ments could be triggered or controlled by the network protocol, and information on the
overall stability of the comb could be exchanged through the packet network.

Finally, the first node in the comb has to be locked to an absolute reference. This
reference needs to be one stable spectral line only, which would establish the ‘origin’ of
the frequency comb. :

If direct modulation of the transmitter laser were used, then the fixed receiver would
have to use a separate LO laser. The above frequency stabilization method could still be
used indirectly by keeping the node transmitter laser locked onto the fixed receiver LO,
but at the cost of a much greater complexity.

4.5 Implementation of BNC2

The BNC2 transmitter is identical to the BNC1 one, except for the fact that there are
three TDM data streams instead of two: ‘C’, ‘P1’ and ‘P2’. The ‘C’ stream receiver is
identical. The fixed receiver extracts the ‘P1’ stream from the left adjacent node and the
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‘P2’ stream from the right adjacent node in the optical frequency comb. Both are visible
at IF in the fixed receiver (Fig. 13). Frequency stabilization is again done with respect to
the previous carrier in the frequency comb.

BNC2 is therefore only slightly more complex than BNC1. As shown in Section 3.
BNC2 permits a greater variety of packet network logical topologies and therefore a wider
compatibility (above the physical layer) with existing standards, which makes it an inter-
esting alternative to BNC1.

5 Data Stream Multiplexing

In the previous section we assumed that TDM was used to multiplex the ‘C’ and ‘P’
data streams on the same carrier. In this section we explore and compare the following
alternative solutions:

¢ TDM;

e combined modulation formats;

¢ subcarrier multiplexing;

¢ multilevel modulation.

We define the ‘power penalty due to multiplexing’ (A) as the ratio between the power
needed to transmit both ‘C’ and ‘P’ streams, and the power needed to transmit the ‘C’
stream only, at the same fixed error probability.

5.1 Time Division Multiplexing

When TDM is used, transmission speed has to be increased with respect to transmission
of the ‘C’ stream alone in order to accomodate the ‘P’ stream. As a result, the bit duration
is decreased and so is the energy per bit. To restore the level of energy per bit that was
available with the ‘C’ stream alone, and therefore obtain the same error probability, extra
power is needed, and the multiplexing power penalty is (see Appendix A.2):

(1)

[bit rate of ‘P’ stream])

A = 10logy, (l + [bit rate of ‘C’ stream|

A plot of the power penalty A versus the bit rate ratio:

_ speed of ‘C’ stream
p= speed of ‘P’ stream
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is shown in Fig. 14. The performance of TDM is the best among all the solutions con-
sidered here. However, a negative aspect of TDM is that both the transmitter and the
receivers must work at the aggregate speed of the two multiplexed data streams.

5.2 Combined Modulation

Some modulation formats can be utilized simultaneously on the same carrier and detected
independently. For instance, low-modulation-index ASK can be used simultaneously with
any modulation format which does not rely on transmission power variations (PSK, DPSK,
FSK, POLSK, etc.).

We computed the performance of the combined modulation approach for ASK with
heterodyne PSK and DPSK. In both cases the ASK stream is extracted by squaring the
IF signal to get rid of the phase modulation. IF filtering has to be very loose to ensure
complete cancellation of the phase modulation in the squarer. Instead, post-detection
filtering is tight. The ASK modulation depth is adjusted so that the error probability of
ASK and the companion (D)PSK stream are equal. In Fig. 14 the power penalty A with
respect to transmission of (D)PSK alone is plotted versus the speed ratio:

p = [bit rate (D)PSK]/[bit rate ASK] (3)

The derivation is given in Appendix A.l. Assuming then that the ‘P’ stream is ASK en-
coded and the ‘C’ stream is PSK encoded, both A and p are consistent with those defined
in (1) and (2) for TDM, so that the curves shown in Fig. 14 are directly comparable.

The penalty of combined modulation is considerably higher than that of TDM. For
p < 5 it is about 6 dB. This solution is therefore more attractive if the speeds of the ‘P’
and ‘C’ links are substantially different: for p > 20 the penalty is less than 3dB.

The advantage of combined modulation with respect to TDM is that combined modu-
lation does not need ‘P’ and ‘C’ stream buffering and synchronization at the transmitter,
and time-demultiplexing at the receivers. Also, ‘C’ and ‘P’ stream transmission speeds
do not add up.

Both phase and amplitude modulation can be performed by means of commercially
available multiport single LiNb0; modulators. Therefore no additional light power loss
due to the use of two cascaded modulators occurs.

Combined modulation is well suited for BNCI1, since only one ‘P’ stream is to be
supported. With BNC2, two ‘P’ streams are present and an additional multiplexing
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strategy must be used to accomodate both.

5.3 Subcarrier Multiplexing

This technique has been extensively studied for television distribution networks. It has
also been proposed for some BOLAN solutions [11]. Its feasibility has been proved in
several experiments [21].

With subcarrier multiplexing, the multiplexed streams share the channel amplitude
rather than the channel power®, which lea ' to higher penalties than with TDM. The
multiplexing power penalty A due to subcar r multiplexing of the ‘P’ and ‘C’ stream is
shown in Fig. 14 as a function of the bit rat. catio p defined by (2). The derivations are
shown in Appendix A.3.

Subcarrier multiplexing performs better than combined modulation but it has the
unwelcome effect of greatly increasing the optical channel bandwidth. This effect is detri-
mental because the IF bandwidth of the receivers has to be increased as well. This is
particularly harmful for the fixed receiver that always has to ‘see’ both adjacent nodes
in its [F. As a result, the values of the two channels [F frequencies are likely to become
extremely high.

Also, the spectrum of the transmitted SCM node signal becomes complicated because
the spectrum of at least one of the two multiplexed streams is duplicated, i.e. at the
receiver it appears to the left and to the right of the IF frequency of the channel. This
is likely to make channel tuning and frequency stabilization more difficult. Thus, both
TDM and combined modulation seem to be a better choice. "

However, subcarrier multiplexing could be useful in conjunction with combined mod-
ulation to multiplex two ‘P’ streams for the BNC2 configuration. The two ‘P’ streams
can be first AM electrically subcarrier multiplexed. Then the resulting signal is fed into
the AM port of the LiNb0; modulator, while the ‘C’ (D)PSK stream goes into the phase
modulation port.

3If the number of streams is very high, one can rely on the fact that not all of them are ‘high’ or ‘low’
at the same time and it can be thought that the needed power (not the amplitude) grows linearly with
the number of streams. This is not the case, however, when the number of streams is only two or three.




Kazovsky, Poggiolini 13

5.4 Multilevel Transmission

[n a multilevel transmission system, each transmitted symbol carries more than one in-
formation bit. If each symbol carries n bits, n — k of these bits can be devoted to the ‘C’
link, and k of them to the ‘P’ link. This way, neither TDM multiplexing-demultiplexing
circuitry, nor special combined-format modulators are needed. Also, multilevel transmis-
sion can be beneficial in a WDM network environment where bandwidth is the limiting
factor for the maximum number of nodes (see next section).

On the other hand, coherent multilevel optical transmission, although theoretically
feasible ( using FSK, PSK, QAM or POLSK {22]), is complicated and needs experimental
investigation.

6 Performance of the Circuit Interconnect

Fig. 15 shows the maximum number of nodes as a function of the ‘C’ link bit rate. The
calculations are reported in Appendix B. The following assumptions were made in the
analysis:

e The passive star consists of two-by-two couplers with an excess loss of 0.5 dB per
coupler. The number of stages that each signal traverses is log(/N) where NV is the total
number of nodes. The power splitting factor for each signal is 1/NV.

e The transmission format is DPSK with the ideal sensitivity of 21 photons per bit.

o The presence of two receivers in the node causes a 3 dB splitting loss. No penalty
due to the multiplexing of the ‘P’ stream is accounted for, since different solutions lead to
substantially different performances. The reader can easily scale the power budget results
shown here on the basis of the penalties shown in Fig. 14.

o A system margin of 13 dB is imposed.

o The electrical channel spacing is set at three times the bit rate. The non-equispaced
channel allocation is assumed (Fig. 12b) resulting in an optical channel spacing of 4.5
times the bit rate:

o The maximum available bandwidth is considered to be the width of the 1550 nm
window, approximately 20 Thz.

o A value of 10 nm is used for the maximum tunability range of the lasers*.

4A breakthrough result of 57 nm has just been announced [25]. However, since very little is known so
far on the characteristics and reproducibility of the new component, we choose the safer assumption of
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e Power loss in the fiber is considered to be part of the ‘system margin’.

Fig. 15 shows that the 1550 nm window bandwidth limit is above the power budget
limit. However, if a 7 dB system margin, instead of 13 dB, were chosen, the power budget
curve would lie completely above the bandwidth limit. The limit due to the laser tunability
range is stricter than both the power budget and the 1550 nm window bandwidth limit:
at 1Gbit/s per node, the maximum number of nodes that it allows is 275.

An interesting result is that in this environment optical bandwidth cannot be consid-
ered an unlimited resource and there is a definite advantage in using bandwidth-efficient
transmission schemes.

7 Packet Network

Fig. 16 shows the total mean packet transmission delay as a function of the offered traffic,
including both propagation and queueing delays, for the single-ring logical topology with
100 and 1000 nodes. The following assumptions were made:

o The network is a token ring, working according to the exhaustive service discipline.

¢ Queues have unlimited length.

e Transmission speed is 100 Mbit/s.

o The packet length distribution is exponential, with a mean value of 2000 bits. The
token packet has length 200 bits.

o The node geographical distribution is uniform over an area of 6 km in diameter,
having the star at its center. '

e Traffic is symmetric (each station generates the same traffic).

The curve was calculated using the analytical results of [26].

Fig. 16 shows that the total maximum throughput (i.e. the capacity) coincides with
the line rate (100 Mbit/s), although for loads nearing the line rate the expected delay
increases substantially. When the network is lightly loaded, the total mean delay is
propagation-dominated. It amounts to about 2 ms for a hundred nodes and about 20 ms
for a thousand nodes. For a load of 80% of the maximum throughput, these figures grow
by a factor of five and become queueing-delay dominated. These numbers show that with
this topology it is possible to achieve throughputs fairly close to the maximum with total
delays on the order of 4-5 times the propagation delays.

10 nm tunability range.
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With a thousand nodes, the maximum theoretical per-node capacity is 100 Kbit/s,
while it is 1 Mbit/s for 100 nodes.

This topology, as reflected by the results of Fig. 16, offers a per-node capacity which is
inversely proportional to the number of nodes and shows a linear growth of propagation
delay with the number of nodes. By increasing transmission speed, it is possible to linearly
push the capacity limit further away. However, this does not help to fight the packet delay
floor due to propagation delays. Propagation delays may be of concern in STARNET,
since due to its physical architecture the physical path between any two nodes has to
go through the center star, irrespectively of how close the nodes are located. This may
induce higher propagation delays as compared to networks where both the logical and the
physical topology is a ring, and each node is linked to the following through the shortest
possible path?.

If the dual bus configuration is chosen (see Section 3) instead of the single ring, the per-
formance is slightly different but the above general behavior of capacity and the presence
of the propagation delay floor are unchanged.

Therefore, as a whole, the packet network of STARNET has a potential similar to
today’s commercial state-of-the-art optical networks, like FDDI, DQDB and CRMA. This
can be already regarded as a satisfactory result, since the main data transport facility of
STARNET consists of the circuit interconnect. However, as mentioned, the performance
of the packet network degrades very fast with the number of nodes and could worsen to
the point of becoming unacceptable even for the exchange of relatively low-speed data. In
STARNET a poor performance could also impair the circuit-interconnect signaling and
network-management functions that are supported by the packet network and that are
vital for its operation.

In the next section we discuss some alternative logical topologies for the packet network
that substantially improve its performance with little added complexity.

SHowever, in most cases people do not connect nodes through the shortest path, even when this would
be permitted by the network physical topology. In most FDDI installations all the cables converge to a
concentrator in a star-like fashion. Therefore the above drawback of STARNET physical topology may
be more theoretical than actual.
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8 Enhanced topologies

In Section 3 we introduced the basic packet network topologies. Here we explore some
enhanced solutions, still based on the basic node configurations BNC1 and BNC2.

8.1 Description

On the same physical star we allocate M independent packet networks so that they are
contiguous in the optical frequency domain (Fig. 17). Their logical topology can be any of
the ones presented in Section 3. We call them subnetworks. Any node can still connect to
any other by means of the high speed links, even if they belong to different subnetworks,
since the circuit interconnect is not affected by the packet network segmentation.

One node per subnetwork serves as a bridging node. The bridging node is connected
to its subnetwork by means of its ‘P’ streamn and iis fixed receiver. To make the different
packet subnetworks talk to each other, the bridging nodes also establish connections
among themselves by means of their tunable receiver and of the ‘C’ link.

An example of the logical topology that can be implemented this way is shown in Fig.
18. The packet subnetworks are rings and the bac":bone is a ring too. The bridging nodes
are shown as Bj, with j ranging from . to M.

The nodes of a subnetwork serd to the bridging node all the packets whose destination
is outside the subnetwork. The bridging node 1eads these packets and queues them onto
the backbone ring. The bridging node of the destination subnetwork takes care of reading
the packets and queueing them into its subnetwork ‘P’ stream. :

A remarkable point is that the backbone network could be implemented at a speed
different from that of the subnetworks, being based on the use of part or all of the
capacity of the ‘C’ link. In particular, it could be faster than the subnetworks, enabling
heavy inter-subnetwork traffic to be exchanged without saturating the backbone.

8.2 Performance

We define three quantities:

e V: total number of nodes in the network;

e M: number of subnetworks into which the packet network is split (each subnetwork
contains N/M nodes);
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e a: fraction of traffic generated by a subnetwork whose destination is outside the
subnetwork: a = 0.1 means that 10% of the subnetwork traffic is sent to nodes that
belong to other subnetworks.

Assuming first that the backbone network has unlimited capacity, the total maximum
throughput® of the packet network is given by:

1

Tt = I—"C.m M (4)

where C,, is the capacity (assumed equal) of each subnetwork and & is an effective pa-
rameter related to the individual a’s of the subnetworks as described in Appendix C.1. If
all subnetworks have the same a, then & = a.

According to (4), the total throughput is bound by two values. When a = 0 for all
subnetworks, each subnetwork produces only traffic that stays within that subnetwork.
Therefore, the whole network behaves like a set of disconnected entities and the total
throughput is the sum of the throughputs of the individual subnetworks: T.,; = C,, M.
This is the maximum achievable value. At the other extreme, when a =1 for all subnet-
works, i.e. all the traffic of each subnetwork has to be sent elsewhere, the total throughput
is ; of the above, which corresponds to the minimum value.

These results show that total throughput can be ideally increased at will by segmenting
the network more and more. The potential increase is at least proportional to ;M.

However, the actual backbone capacity Cyack is not unlimited, and (4) holds true only
as long as the backbone is not saturated. The traffic that has to be processed by the
backbone is:

5 :
Track = mCmM (5)

which shows that when & = 1 the capacity that the backbone has to have is Cyser >
Tiack = 3 Con M, which is also equal to the total network throughput in that condition
and hence possibly very high. However (5) also shows that the required Cyoci considerably
decreases as & decreases. Hence, having a low & permits to obtain the total throughput
promised by (4) with a much lower than worst-case Cjycs-

The chance that & is substantially low relies on the circumstance that the network
can be segmented into islands of heavy traffic which talk relatively little to one another.

®In the following we will refer to ti; ‘total maximum throughput’ Ty, dropping the ‘maximum’
qualifier, so that it will be ‘total throughput’. This is because we are going to discuss the marimum value
and the mazimization of Ti,s With respect to various parameters: the denomination ‘maximum of the
total maximum throughput’ might sound confusing.
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These islands can consist for instance of a mainframe and all its terminals, or a cluster of
workstations with its servers. This concept is similar to that of bridging and is extensively
used for example in Ethernet networks. In STARNET, groups of heavily interconnected
users can be placed in the same subnetwork simply by assigning suitable frequencies to
their transmitters. Subnetworks do not need to have the same size.

8.3 Total Throughput Maximization

To maximize the total throughput, it appears from expression (4) that the network ought
to be segmented as much as possible, to increase M. Further and further network seg-
mentation, however, would finally cause a sharp increase in &, which occurs when the size
of the subnetworks becomes so small that they are not capable of containing a full traffic
island anymore. For instance, if a mainframe has sixty terminals and the subnetwork size
shrinks to thirty nodes, then thirty terminals will be in a different subnetwork from the
mainframe and substantial inter-subnetwork traffic would have to be supported.

Even so, expression (4) indicates that increasing M could overcome the penalty due
to the increase in & However, expression (5) tells us that if we do not keep & low,
the backbone throughput would soar to very high values and could possibly exceed the
backbone capacity

The problem of finding the best values of M, &, and Chacx is difficult to solve analiticaliy
because it depends on parameters like the cost of increasing Cigck or the dependence of
& on M which are difficult to characterize. However, if the subnetwork and backbone
capacities are fixed a priori, then an optimization rule can be found, based only on
the reasonable assumption that & is a monotonically increasing function of the network
segmentation” M.

In Fig. 19 we show a plot of network total throughput for a backbone capacity of
500 Mbit/s and a subnetwork capacity of 100 Mbit/s, versus @ and M. For low values
of & the curve shows a linear increase of the total throughput with respect to M, which
corresponds to the behaviour predicted by (4). For higher values of & the offered traffic
for the backbone network increases according to expression (5) and it may eventually
saturate the backbone. Backbone saturation causes the apparent levelling in the plot of
Fig. 19, i.e. a flat region where the total throughput cannot increase with M because the

7More precisely, it is also necessary to assume that & does not grow ‘too rapidly’ when M is increased.
This constraint is discussed in Appendix C.2 and appeats to be easily satisfied in a realistic environment.
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backbone network is saturated. A clearly visible slope discontinuity on the plotted surface
coincides with the boundary of the backbone saturation region.

[t can be shown (Appendix C.2) that the highest possible total throughput is achieved
precisely along that slope discontinuity. The corresponding optimal relationship between
M and a 1s:

m=(1+ -};) Chack/Cim (6)

A plot of the best M versus & for the example of Fig. 19 is shown in Fig. 20.

The relationship (6) can be regarded as a target for the optimization of an actual
network: the network segmentation M should be increased as long as this brings & closer
to the optimal value given by (6).

To give a feeling of the performance improvement made possible by the segmented
topology, we consider a 1000 node packet network having the characteristics specified in
Section 7 for the single-ring network. We segment it into a ring-of-subring network like
the one shown in Fig. 18. We assume that the throughput maximization process described
above yields M = 30 (thirty subrings) and & equal to 0.2. Assuming a backbone capacity
of 500 Mbit/s and subring capacity of 100 Mbit/s, the total throughput is 2.8 Gbit/s,
as opposed to the 100 Mbit/s of the unsegmented network. Delays show a remarkable
improvement too. We computed the mean total delay of the segmented solution and
compared it to the single-ring solution (Fig. 21). The calculations were carried out based
on the analytical results reported in [27]. The plot shows that mean total delay is greatly
reduced with respect to the single-ring solution.

8.4 Alternative solutions for the backbone network

The bridging nodes are essentially network-dedicated nodes. Instead of disseminating
them throughout the geographical extension of the LAN, they could be gathered and
sheltered at the same location, in order to improve their safety and simplify their main-
tenance.

Once the bridging nodes are put together, it becomes superfluous to connect them
through the star. A more cost-effective solution may be that of hooking them up to one
another with point-to-point links. But possibly the best way to exploit the co-location of
the bridging nodes is that of connecting them through an ATM switch. ATM switches
with total throughputs on the order of several Gbit/s are currently being built in research
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labs and are expected to be commercially available soon.

Using subnetworks with 600 Mb/s capacity (like for instance the DQDB top standard),
assuming a backbone based on an ATM switch with 4.5 Gbit/s throughput (30 inputs at
150 Mbit/s each), and otherwise using the parameters of the previous examples, the total
throughput of the segmented packet network grows to 15 Gbit/s (with a backbone load
of 3.6 Gbit/s), which would make it an extremely powerful data transport facility.

Concentrating the bridging nodes would not harm reliability. On the contrary, failure
of one or more of the bridging nodes would result in just the merging of the subnetworks
of the failed nodes with other subnetworks. If all the bridging nodes failed together, the
STARNET packet network would always have the capability to survive in a single-ring

configuration, or set-up a ring of subrings using the standard nodes present in the network.

9 High speed packet traffic

The solutions described so far are suitable for traffic which is either packetizable at low-
to-medium speed, or conveyable at very high speed through circuit connections with
relatively slow set-up time.

This scenario leaves out broadband packet traffic which requires that several nodes be
able to exchange packets at sustained rates of several hundred Mbit/s per node®. This
speed is too high for the lower-speed packet network. As for the circuit interconnect, its
interconnection speed is inadequate to support the set-up and tearing-down of a high-
speed link each time a packet has to be transmitted.

In the following we show that STARNET has the potential to accomodate broadband
packet traffic too, by exploiting the high speed links in a different fashion.

9.1 High speed packet rings

An arbitrary subset of STARNET nodes can form a logical ring through the node ‘C’
links and the tunable receivers. A packet network can then be established on it, up to
the full speed of the ‘C’ link.

This simple solution is very attractive for broadband packet exchange only if the

number of nodes involved is small, since the per-node bandwidth is inversely proportional

8The HIPPI interface, for instance, is designed to handle fully packetized traffic at 800 Mbit/s.
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to the number of nodes on the ring. Delays would be very low too, if the number of nodes
to be traversed is low. More than one of these rings could exist in STARNET at the
same time, since they would not interfere with each other or with the low-speed packet
network.

However, if the number of nodes on the ring exceeds 6-8, then it is likely that per-node
capacity becomes too low, and more sophisticated solutions are necessary.

9.2 Multihop subnetworks

Many recent proposals advocate the use of multihop logical topologies for optical networks
(for instance perfect shuffles (18, 19], the Manhattan Street Topology (16, 17] or general
multihop adaptive topologies [9]). These networks are thought to cover effectively the
very high speed packet traffic segment for a high number of nodes.

Multihop topologies require that each node have m outgoing and m incoming high-
speed data links, where m is called the ‘order’ of the multihop topology. In the following
we will show that in STARNET it is possible to implement multihop packet networks of
order two without altering the basic node configurations (BNC1 or BNC2).

The picture of the logical connectivity that we want to attain for a STARNET multibop
node is shown in Fig. 22. Transmission of the two independent outgoing high speed data
streams is obtained by just labelling the outgoing packets differently, according to which
one of the two target nodes they are meant for. Then, all the packets are queued together
on the (single) ‘C’ stream of the node. The two target nodes are tuned simultaneously to
this ‘C’ stream and upon reception of a packet they accept it or drop it according to its
label.

Each node has to support two incoming streams, but owns just one tunable receiver.
The fized receiver can be used to make up for the lack of a second tunable receiver.
The only requirement is that the nodes hooked up in the multihop network are put
contiguously in the optical frequency domain. Then, fixed receivers, besides extracting
low-speed packet information, also extract the broadband packet information from one of
the two adjacent nodes.

The fact that the fixed receiver can only receive the adjacent nodes in the frequency
comb poses no limitations on the topology of the multihop network. Any fully-connected
multihop topology contains a path, called Hamiltonian path, that connects all the nodes
and in which every node appears only once. In other words, these topologies contain a
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ring that links all the nodes of the multihop network. Since the Hamiltonian path is a
ring, it can be implemented with the fixed receivers, in a fashion similar to the low speed
packet network of Fig. 7.

The remaining links, necessary to complete the multihop topology, may follow more
complicated patterns. However, since they utilize the tunable receivers, any connection
pattern can be arranged. As a result, any order-two fully-connected multihop topology.
like for example bi-dimensional Manhattan Street networks or order-two ShuflleNets, can
be set up in STARNET.

To illustrate the concept, in Fig. 23 we show the case of a 16-node Manhattan Street
network, which breaks down into four rings. The four rings are shown separated in Fig.
24. A similar topological decomposition of ShuffleNets is discussed in [20].

One node, and only one in the whole multihop network, needs to have two tunable
receivers in order to close the Hamiltonian ring. This can be easily arranged but, as an
alternative, a user can be given two standard nodes that, being at the same location, can
be connected directly without going through the star.

For all but this one node, no additional optics is required with respect to BNC1 or
BNC2 (that need just two lasers), making this solution very appealing. Also, topologies
are easily reconfigurable and optimizable by re-tuning the tunable receivers or by changing
the node order along the frequency comb. More than one independent multihop network
can coexist in STARNET, without interfering with one another.

A higher order generic multihop network can be implemented among STARNET users
if they own two (or more) elementary nodes. Each user would then have two (or more).
high speed transmitters and two (or more) high speed tunable and fixed receivers.

9.2.1 Comparison with other multihop arrangements

The difference between implementing a broadband packet network and implementing a
broadband packet network in STARNET is that in STARNET multihop users still have
access to the low-speed packet network and therefore keep in touch with all the other
(non-multihop) STARNET nodes. Thus, besides data, also control and management
information can be exchanged among all the nodes.

STARNET multi-logical-network solution is attractive because, most likely, not all the
nodes in the network need to have broadband packet transmission capabilities. Only the
ones that really need it have to be equipped with upgraded electronics, thus increasing
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cost-effectiveness.

10 Broadcasting and video-conferencing

The easy exchange of control information through the low-speed packet network effectively
enhances the potential of the circuit interconnect.

High speed broadcast transmission is set-up by sending a (broadcast) packet announc-
ing it through the packet network. Any node can tune independently to the broadcasting
node.

Video-conferencing is seen as one of the most attractive facilities for a future network
to provide. Several manufacturers are already testing video-conferencing products®.

Video conferencing can be handled through the packet network and the use of broad-
casting for a low-speed compressed video format (=~ 2Mb/s per video signal). In this
picture one node is the broadcast node. At the meeting set up, all the other participants
are requested to tune to the broadcast node high speed link. A series of virtual circuits is
also arranged on the packet network, linking each participant’s terminal to the broadcast
node. This node picks up all the data of these virtual circuits and TDM-multiplexes it
onto its ‘C’ data stream, which is broadcast. Each node receives this flow of information
that contains all the video signals in a TDM-multiplexed fashion, and displays them to
the meeting attendee.

The above solution may turn out to be inadequate if either the packet network is
not capable of supporting enough users, or if low-compressed or HDTV video quality is .
desired. In this case, another arrangement is possible, which completely relies on the
high-speed links (except for control information). -

The nodes involved in the meeting form a logical ring using their high speed links.
Each node is assigned a TDM slot and retransmits what it receives. It takes out its own
old data and puts new one in its time slot. Synchronization is established by the flow of
the different TDM frames.

As a result, at each node the complete visibility of all the video signals is achieved and
no overhead is borne by the packet network. The connection limit is set by the capacity
of the high speed link.

For instance DEC already has multimedia software that runs on X-window/X-media which fully
implements video-conferencing for up to eight simultaneous participants.
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Compressed HDTV has recently been proved feasible at 20 Mbit/s. With reasonable
transmission speeds (1 Gbit/s) as many as 30 attendees per video-conference can be
multiplexed. For standard (non-HDTV) compressed video the number grows to over 200.

These figures apply to the number of active attendees. The number of spectators is
unlimited since every node in the network can tune to an active node and pick up the
conference signal. Also, there is no limit to the number of simultaneous video-conferences,
since they do not interfere with one another.

11 Why Coherent Detection?

STARNET is based on coherent transmission. In this section we comment on this choice.

Most of th= novel solutions employed in STARNET rely on coherent detection: the use
of the transm. :er laser as LO of the fixed receiver; the consequent visibility of the neigh-
boring channels in the frequency comb, which allows the implementation of the packet
network; the frequency stabilization method and data multiplexing through combined
modulation. All of these could not be obtained with direct detection.

Nevertheless, none of the above implementation solutions is absolutely essential to the
realization of a WDM network. The same functions could be implemented differently,
without coherent technology. In general, it would be possible to design a direct detection
WDM network functionally similar to STARNET. However, the final performance and/or
cost of the direct-detection solution could be remarkably different from that of STARNET.

[ncoherent technology proves simpler and cheaper as long as the required network-
performance is modest. Two examples are given by the successful experimental testbeds
RAINBOW and LAMBDANET. RAINBOW [23] implements a pure circuit interconnect
(no packet network embedded) with channel capacity of 200 Mbit/s and a maximum num-
ber of nodes of 32. The node optics and electronics was assembled on a standard IBM-PC
board. LAMBDANET? (34] achieved transmission of 16 channels at 2 Gbit/s/channel.

However, if a star network with the capability of serving hundreds of nodes is desired.
then direct detection has to resort to optical amplifiers and extremely tight optical filter-
ing. The resulting complexity is similar to that of coherent technology but the obtained

performance is not as good, at least at the present state of research: direct detection

IOLAMBDANET is primarily meant to be a distribution network, but the experimental testbed gives
an indication on the potential of direct detection WDM independently of the final application.
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systems are limited by the 35 (or less) nm bandwidth of EDFA (Erbium Doped Fiber
Amplifiers); optical filtering does not have the selectivity of electronic filtering!?.

In the long-term the key point that will most probably determine the success of either
coherent or direct detection is integration. Both EDFA and optical filters are not integrat-
able, while entire heterodyne receivers, including tunable lasers, have been monolithically
integrated on the same substrate (24]. The process is claimed to be compatible with the
integration of a new 57-nm tunable laser [25]. Several laboratories are working on the
integration of a full polarization-diversity receiver.

Finally, coherent technology has the so far unexploited potential of reducing by a
factor of up to 4-5 the channel bandwidth, through multilevel transmission.

The picture just presented could change dramatically in favour of either approach as
a result of technological breakthroughs. Therefore the matter is far from being settled
and it is not possible to rule out either technology on the basis of the present knowledge.

12 STARNET feasibility

Overall, STARNET relies on some long-studied (but still challenging) techniques, like
WDM. It also contains several new concepts and solutions:

e the achievemnent of transversal connectivity along the frequency comb of nodes;

e the use of the transmitter laser of the node as LO for a fixed receiver;

e the achievement of relative frequency stabilization between adjacent nodes in the
frequency comb, which in turn is used to ensure overall frequency stabilization in the
network; ‘

e multiple data stream multiplexing over the node carrier by means of innovative
techniques, like combined modulation;

¢ the bridged medium-speed packet network and the flexible use of the high speed
links to create virtual generic multihop topologies for broadband packet transport.

An experimental 4-node STARNET prototype is currently being built at the Optical
Communication Research Laboratory of Stanford University. The testbed is meant to
verify the feasibility and effectiveness of all aspects listed above. For some of them this

'Multiple-stage Fabry-Perot filters attaining a bandwidth of 0.01 nm (~ 6 Ghz) have been reported.
However, these filters suffer from many problems that, presently, are thought to hinder their practical
use (35]. Similar considerations can be made for multi-stage Mach-Zehnder filters.
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will entail full realization of all networking features, up to the application layer, for others
it will involve showing the feasibility and performance of the physical layer only.

The ‘C’ links are implemented through heterodyne PSK, at a speed of up to 3Gbit/s.
The ‘P’ stream is multiplexed by combined PSK-ASK modulation (see Section 5.2). The
packet network is organized on a single ring and makes use of standard FDDI electronics.
while FDDI optics is replaced by STARNET optics. The high speed links carry data
according to the SONET OC-48 2.4 GBit/s transmission standard. Each node will be
controlled by a RISC workstation, where multimedia (DEC X-MEDIA) applications, like
video-conferencing, will run and exchange information through STARNET.

13 Conclusions

We propose a new broadband local area network, STARNET, based on a physical passive
star topology. STARNET offere all users two data trasport facilities: a moderate-speed
packet network and a b* © peed WDM circuit interconnect, both running on the same
physical network.

The moderate-speed packet network is used for control, reliability, rearrangeability.
optimization, .naintenance and exchange of low and medium speed data. Enhanced topo-
logical solniions can push the capacity of this packet network into the Gbit/s range.

The WDM circuit interconnect provides the users with high speed links that can be
used for high speed node-to-node connections, broadcasting, or to build virtual broadband
packet multihop networks among arbitrary subsets of nodes.

As a result, STARNET can effectively support many different kinds of traffic.

STARNET appears to be feasible with presently available research technologies. An
effort toward an experimental demonstration of a 4-node, 3 Gbit/s per node, FDDI and
SONET OC-48 compatible (with the packet network and the circuit interconnect, re-
spectively) STARNET, that will be used to run X-MEDIA ™ multimedia and video-
conferencing applications, is currently in progress at the Optical Communication Research
Laboratory of Stanford University.
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Appendices

A Data Stream Multiplexing Penalties

We define the ‘power penalty due to multiplexing’ (A) as the ratio between the power
needed to transmit both ‘C’ and ‘P’ streams, and the power needed to transmit the
‘C’ stream only, at the same fixed error probability. In this appendix we report the
calculations concerning the power penalty results presented in Section 5 for Combined
Modulation, TDM and Subcarrier Multiplexing.

A.1 Combined Modulation

The penalty for Combined Modulation is calculated as follows. The IF signal in the
receiver carries both the PSK and the ASK modulation and can be written in the compler
envelope form as:

2EAsx

s(t) = 2(1 — Beb) up(t — kT)\[ —== wIrtei®® 4 [n (1) + jn,(t)] 17 (T}

k=0
where:

ur(t)={01ft<00rt>T (8)

1 otherwise

The factor ¢/*® represents PSK modulation, while 3, € {0,1} represents binary ASK
data. The factor 6 determines the depth of the ASK modulation. The quantity E sx
is the energy of the signal within a bit period T of the ASK stream (which can be
different from that of the PSK stream). The processes n.(t) and n,(t) are white Gaussian
and independent. Their two-sided noise spectral density is Ny while Ny/2 is the power
spectral density of the real (non complex-envelope) white noise originating them.

We first analyze the performance of the ASK stream reception.
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We assume that the IF bandwidth of the receiver is large enough not to distort the
IF signal substantially, and in particular not to cause conversion of the PSK modulation
into amplitude modulation. .hen, after squaring, the resulting baseband signal is:

b(t) = %{ 3 ur(t=47) [(1 - 5,8), [ 22ask +npc(t)] ¥ n%,(t)} o)

where ng (t) and ng,(t) are independent Gaussian processes of variance 02 = NyByr.

They originate from the IF filtering of the processes n.(t) and n,(t). The quantity B;r is
the equivalent noise bandwidth of the IF filter.

The baseband signal can be affected by a large amount of excess noise since we need
very loose IF filtering. It is therefore necessary to use post-detection filtering. To deal
with the statistics of noise in this case, we follow the procedure outlined in [28, 30]. First,
we assume that the post-detection filter is an integrate-and-dump filter integrating over
a time T. Then, we observe that:

1

1 M m
T (k=1)T ot)dt ~ M Z b (UC - T+ MT) (10)

m=1
i.e. the integrate-and-dump post-detection filter can be approximated as a discrete av-
crage. The number of discrete samples M is equal to the ratio between the IF filter
bandwidth and the low-pass filter bandwidth v = %‘ This condition also ensures that
the M samples of b(t) are statistically independent. The decision variable for the k-th
symbol of the ASK stream is then:

2

M M »
d=a S b(k-UT+2T) = 2 5 +n (1) (1)

m=1 m=1

[(1 - B2 + e

where for convenience we have defined:

M M
The probability density function (pdf) of the decision variable dj is a Non-Central Chi-
Square with 2M degrees of freedom [31]:

! (z)%ﬂ.e'gﬂ’""l ( :zk >0

R, = ng, ([k 1T+ -"lT) . n,, =np, ([k ~UT+ -"-"-T)

p4,(z) = 5; bT. ECA 7 A8}

where D, is the value of di in the absence of noise, and Ip—1(-) is a Bessel Function of
order M — 1.
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From this pdf of d, an analytical error probability expression can be derived:

poac = fi-ou ([227) +oe 3/3)

where Dy and D, are the values of D, when 8, is equal to 0 and 1 respectively, Qv 15 a
Marcum function of order M [31] and 6 is the threshold. The optimum value of § depends
on the signal-to noise ratio.

For the PSK stream, we find an upper-bound of the error probability by assuming
that 3, is always 1. With synchronous demodulation, the error probability is:

1 E
P(e)psx = Eerfc ([1 - 6] ;fzk (12)

while for non-synchronous (DPSK) demodulation it is:

1 -{(-sp2Engsx
P(e)ppsxk = 3¢ (( =% ) (13)
If no ASK modulation is applied, then § = 0 and expressions (12), {(13) degenerate into the
well-known error-probability expressions for PSK and DPSK. The symbol energy E(p)rsx
is different from the quantity E4sx defined for the ASK stream, since the rates of the
two streams are, in general, different. We have:
Epypsk _ (D)PSK bit rate _
Eusk ASK bit rate

The curves of Fig. 14 were calculated as follows. Given a value of p, a value of ASK

modulation depth § satisfying:
P(e)ask = P(G)(D)psx = 10"?

was numerically found. Then, the penalty on the (D)PSK stream due to the concurrent
transmission of the ASK stream is, from (12) and (13):

A = 20log,,(1 — 6)

A.2 Time Division Multiplexing

The energy per bit, when only one stream is transmitted, is given by:

P
E,=P-T=—
Bpy
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where P is the available power, T is the bit duration and Bp; is the bit rate. When we

squeeze in another stream, the bit rate must be increased and the bit duration decreased.

The new bit duration is: .
" Bp + Bre
where Bp; is the bit rates of the second data stream. If we keep the optical power constant,

the energy per bit shrinks since now the energy per bit is:
1 ! P
E,=P T = ———<E,
: BR, + BR,

To restore the original amount of energy per bit (and therefore the original error proba-
bility) we need to increase power to a new value P':

, P
P = —B——(BRl + Bp,)
Ry

Defining p as the ratio of the bit rates of the two multiplexed data streams:
Bp,
pP=g-
Ry
the multiplexing power penalty A, i.e. the ratio between the optical powers needed to
ensure a bit energy equal to E, before and after the multiplexing of the second data

stream, can be written as follows:

P’ 1
A = 101log,, (-p-) = 10log,, (1 + ;)

In Fig. 14 we assumed ‘stream 1’ to be the ‘C’ stream and ‘stream 2’ to be the ‘P’
stream.

A.3 Subcarrier Multiplexing

The penalty for subcarrier multiplexing was found as follows. Both streams were assumed
to use the same modulation format. Therefore, the amount of energy per bit £, that they
need in order to show the same P(e) is the same. Given the maximum electric field
amplitude, the two streams share this amplitude. Putting together the constraints of
having a constant E, for each stream, independently of the bit rate, and that the sum of

the amplitudes of the two streams is a constant (say, A), we get:

ﬁ,ﬁ,
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where T} and T; are the bit durations of the two streams. Taking as a reference the
amplitude needed for the transmission of stream 1 alone (Ac4;), the ratio between A and

Achl is:
4 _VEAVE T 1
—=Yh YN 14 /L =14,-=
Acm ‘/_,_E T, p

where p is the ratio of the bit rates of the two multiplexed data streams:

(bit rate stream 1)
(bit rate stream 2)

A = 20log,o (1 + \/;1—:)

In Fig. 14 we assumed ‘stream 1’ to be the ‘C’ stream and ‘stream 2’ to be the ‘P’
stream.

p:

The resulting power penalty is:

B Circuit Interconnect Performance

According to the assumptions listed in Section 6, a minimum electrical channel spacing of
3 times the bit rate was chosen. This spacing yields a penalty lower than 1dB with most
coherent transmission formats [33]. Adopting the non-equispaced channel allocation (Fig.
12b), the resulting average optical channel spacing is 4.5 times the bit rate.

The ‘laser tunability’ and ‘bandwidth’ curves of Fig. 15 were found by dividing the
relevant available optical bandwidth by the average optical channel spacing. For 10 nm
laser tunability range, the corresponding available optical bandwidth is 1.25 Thz. The
bandwidth of the 1550 nm window is about 20 Thz.

The power budget limit was computed as follows. The available number of photons
per second at the receiver is:

m
- — -1 lqz(N)
P=Pp 3N 10-15

where P, is the launched number of photons per second, the factor } accounts for the fact
that at each node there are two receivers, NV represents the power splitting at the star
coupler and m is the system margin. The number of successive splitting stages through
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which the signal has to pass at the star coupler is logy(V). If s is the excess loss of each
stage in dB, the factor 10~ 51°82(¥) represents the excess loss of the whole star.

According to the assumptions listed in Section 6, m = 0.05 (-13 dB), £ = 7.8 - 10'®
[ph/s} (0 dBm at 1550 nm) and s = 0.5 dB. Finally, dividing the number of available
photons per second by the needed number of photons per bit (21 for DPSK) we find the
maximum sustainable bit rate:

Bgr = P/21

C Enhanced Packet Network Performance

C.1 Total Throughput Expressions

In Fig. 19 we show a three-dimensional plot of the total throughput of the enhanced
packet network of Section 8 as a function of the parameters M (number of subnetworks)
and a ( fraction of out-of-subnetwork traffic) defined in Section 8.2. In this appendix we
describe how this plot was obtained.

We first make the assumption that each subnetwork generates the same amount of
traffic. For the time being we also assume that all subnetworks have the same a and
that the outgoing traffic generated by each subnetwork is equally split among the other
subnetworks. Later we will show how to compute an effective fraction of out-of-subnetwork
traffic @ that permits to relax the assumption that all subnetworks have the same a.

When the backbone is not saturated, every subnetwork can operate at its maximum,
capacity C,n. This capacity is used to process three types of traffic. V

There is in-subnetwork traffic {traffic generated within the subnetwork whose destina-
tion is within the same subnetwork) which is equal to:

I‘n = (1 - a)Tm

where T,, is the total amount of traffic generated within the subnetwork.
There is out-of-subnetwork traffic ( traffic generated within the subnetwork whose
destination is in other subnetworks). By definition of a, it amounts to:

O = aTyn

Finally, there is out-of-subnetwork traffic which was generated in other subnetworks,
whose destination is within the subnetwork under consideration. This traffic enters the
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subnetwork and must be delivered to one of the nodes belonging to the subnetwork. Since
we assumed uniform destination distribution of the out-of-subnetwork traffic generated
by each subnetworks, this implies that the incoming out-of-subnetwork traffic must equal
the outgoing out-of-subnetwork traffic and therefore it amounts to aT,, = O,n as well.

The final constraint is that the sum of these three contributions should equal the
subnetwork capacity:

C.’ﬂ = [Jﬂ + 20"‘ = (1 + Q)Tlﬂ
The total throughput Tio¢ of the whole network is M times T, and therefore:

M
Ttot = lesn = mcsn (14)

which corresponds to expression (4) of Section 8.2.

When the backbone is saturated, the network total throughput is found as follows.
The amount of out-of-subnetwork traffic that is exchanged in the network in this condition
is exactly Cioca. By definition of a, we can write:

Chack = aM - T,a

On the average, every subnetwork generates and processes an amount of in-subnetwork
traffic equal to (1 = &) Tin, so that the total amount of in-subnetwork traffic of the overall
network is:

I=(1—Q)M'Tan=%i_cback

The network total throughput, when the backbone is saturated, including both in-subnetwork
and out-of-subnetwork traffic, is then the sum of the above:

1 -
Tiot = Coach + I = ;Cbach (15)

The actual network total throughput for given values of Cn, Chacks M and a is the
minimum between expression (14) and (15):

1
l+a

Tt = min { —=—Cun; ZCea} (16)

In Fig. 19 Check and C,n are fixed and T is plotted versus M and a.
If a is not equal for all subnetworks, in general (14) and (15) are not valid. However, if
the amount of out-of-subnetwork traffic that enters a subnetwork is equal to the amount
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of out-of-subnetwork traffic that exits that subnetwork, then the above expressions are
still valid replacing a with an effective o (&) defined as follows:

1 - Ml ‘_+L_
- 1= '
Z‘:l lla.‘

where q; is the out-of-subnetwork traffic fraction generated by the i-th subnetwork.

C.2 Total Throughput Maximization

In Section 8.3 we claim that, given Cjsex and Clyn, the values of M and & that maximize
the network total throughput are given by (6), under the constraint that &(M) is a
monotonically increasing function, i.e.:

da

M 20 (18)
In words, the above condition means that further segmentation of the network causes a
heavier exchange of out-of-subnetwork traffic.

In order to obtain (6), we first compute the gradient of the total throughput (16) with

respect to & and M:

C, 7 __ CaM 2 )
VTt = #EM . 1+5)7% ?f backbone ?s not saturated (19)
- &a if backbone is saturated

Starting from a non-segmented network (M = 1), and as long as the backbone is not’
saturated, the above expression of the gradient shows that any increase in M causes an
increase in total throughput, unless: '

oa l1+a
———— S ————— 2
M- M (20)

This condition is found by computing the direction of no growth of the total throughput,
which is orthogonal to the gradient of T.

If (20) is true, even on!- for some (& M), then no general rule can be found on the
maximization of the total throughput. The problem must be solved on a case-by-case
basis

However, condition (20) is extremely unlikely to occur, as a straightforward numerical
substitution can show. Therefore, we assume that in a realistic environment the total
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throughput does increase when M is increased, as long as the backbone is not saturated.
As a result, increasing M brings us closer to the maximum of the network total through-
put.

But M cannot be increased indefinitely. Eventually, the backbone saturation limit is
reached. This is unavoidable, given the above assumptions. At the saturation point, the
expression of the gradient (19) tells us that the only way to further increase T, is to
decrease &. However, in order to decrease &, given (18), it is necessary to reduce M. This
would cause moving back into the operating regime where the backbone is not saturated
and where a reduction in M causes a reduction of the total throughput. Therefore,
when the backbone saturation limit is reached, both increasing M and decreasing it will
deteriorate the total throughput. Hence the maximum total throughput is achieved at
the onset of backbone saturation.

Backbone saturation occurs when (14) and (15) become equal:

1

1
m‘ m = ;Cbuck

which immediately yields equation (6).
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Figure 1: Some of today’s and tomorrow’s network services.

passive
star

Figure 2: Each STARNET node has a two-fiber connection with the star: one carries the
node signal to the star and the other brings from the star the signals of all the nodes.
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Node Structure
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Packet stream

=P Fiber To Star

Circult stream

<= Fiber From Star
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P: packet data
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Figure 3: Block diagram of the basic node configuration.

TRANSMITTER FREQUENCY COMB

each node signal carries two independent data streams
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Figure 4: The node transmitter multiplexes two independent data streams onto the same
lightwave carrier.
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Transmitter Frequency Comb

‘P’ stream
optical
carriers fr-equenc\/
! : i
nodes i-2 i-1 i i+ i+2 i+3

Figure 5: Each node ‘sees’ the ‘P’ stream of the previous node at all times. A logical
chain connection is thus achieved.

Transmitter Frequency Comb

‘P stream ‘P’ stream
WNQW m
1 2 nodes -2 t=1 1 ie N=-1 N

‘P’ stream

dedicated receiver of node *#1 extracts ‘P’ aata from node N

Figure 6: The first node (node 1) of the chain is equipped with a receiver which extracts
the ‘P’ stream out of the last node in the comb.




Kazovsky, Poggiolini 19

Virtual
Ring
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Nodes 3 2

Figure 7: A logical unidirectional ring topology is arranged on the underlying physical
star network.

‘P1" stream

carriers

S N N NN

‘P2 stream

Figure 8: A virtual bidirectional store-and-forward chain is obtained using the logical
connectivity of BNC2.
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Figure 9: With BNC2, a virtual double counter-rotating ring topology can be arranged.
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Figure 11: Carrier visibility at [F in the fixed receiver of node i, employing the node

transmitter laser as the local oscillator.
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Figure 12: Equispaced and minimum optical bandwidth occupancy (for heterodyne de-
tection [13]) frequency allocation. The quantity §/2 is the minimum acceptable electrical-

domain channel spacing at the receiver IF.




Kazovsky, Poggiolini 17

Minimum Bandwidth Optical Comb

() &2 o |
_ )
carriers -3 -2 i-1 1 el 162 tical
op
frequency

il

IF rreauencv

carriers  1=3  je2 st {-) ' -1 s 1e2 -3
-2 1-2

Minimum Bandwidth Optical Combd

(b) 24 | 8

& e

carriers -2 1-1 ' (R i*2 13
optical
frequency

Recelver If tj
) lF!requency
carriers 1+3 102 11 et | der 11 o2 o3
1-2 i-2

Figure 13: Carrier visibility at IF in the fixed receiver of node ¢, employing the node
transmitter laser as LO and the non-equispaced allocation of carriers. In (a) and (b) the

two possible IF spectra are shown, depending on the i-th node position in the comb.
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Figure 14: Plot of the multiplexing penalty A, defined as the ratio between the
power needed to transmit both ‘C’ and ‘P’ streams and the power needed to trans-
mit the ‘C’ stream only at a fixed error probability P(e)=10"°, versus the speed ratio
p = [speed ‘C’ stream}/[speed ‘P’ stream]. The curve TDM refers to Time Division Mul-
tiplexing whereas SCM stands for Subcarrier Multiplexing.
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Figure 15: Maximum number of nodes versus the transmission rate of the circuit inter-

connect (‘C’) stream.
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Figure 16: Mean packet delay for a hundred and a thousand nodes in a single-ring topol-
ogy. Curves ‘A’ are queueing delay only, curves ‘B’ are total delay (queueing and propa-

gation).
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Figure 17: M basic packet networks are arranged on the same physical star so that they

are contiguous in the optical frequency domain.
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Figure 18: Data flow and virtual topology of a ring-of-subrings enhanced packet network.
The B;’s are the bridging nodes.
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Figure 19: Total throughput of a segmented packet netowrk versus number of subnetworks
M and out-of-subnetwork traffic fraction @ The subnetworks have a capacity of 100
Mbit/s, the backbone of 500 Mbit/s.
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traffic between subrings

103 ( internal subring traffic
enhanced network
107 = -
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Figure 21: Total mean delay for the single-ring and ring-of-subrings packet networks.
Parameter values are: 1000 nodes, subnetwork and single-ring capacity 100 Mbit/s, 30
subnetworks, backbone capacity 500 Mbit/s, @ = 0.2. Other assumptions are listed in
Section 7. Separate curves are shown for packets whose source and destination are in the
same subnetwork or in different subnetworks.
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to communicate through the
node low-speed packet network
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Figure 22: A multihop node has two outgoing and two incoming high speed logical links

(black arrows).
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Figure 23: 16-node Manhattan Street Topology. The Hamiltonian path is shown in black.
The remaining links (gray) form three smaller rings (see Fig. 24).
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Figure 24: The node ordering in the optical frequency domain must follow the numbering
shown in figure. The Hamiltonian ring (upper left) is then obtained using the fixed

receivers, the other rings are set up by means of the tunable receivers.
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Abstract- The performance of Manchester-coded optical \fvavclcngth division multiplexing (WDM) systems is
evaluated taking into account the shot noise and the four wave mixing (FWM) caused by fiber nonlinearities. The
result is compared to conventional non-return-to-zero (NRZ) systems for ASK and DPSK modulation formats.
Further, the dynamic range, defined as the ratio of the maximum input power (limited by the FWM), to the
minimum input power (limited by receiver sensitivity), is evaluated. For 1.55 pm 16 channel WDM systems, the
dynamic range of ASK Manchester coded systems shows a 2.0 dB improvement with respect to the NRZ; the
corresponding number for DPSK is 2.1 dB. This result holds true for both dispersion-shifted fiber and conventional

fiber; it has been obtained for 10 GHz channel spacing, 1 Gbps/channel bit rate and 100 Km transmission length.
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[. INTRODUCTION

Future multichanne! optical transmission systems will utilize the large bandwidth of
single mode fibers using wavelength division multiplexing (WDM). The performance of
optical WDM systems may be degraded by the nonlinearities of optical fibers [1,2]. One
important fiber nonlinearity is four wave mixing (FWM). This effect occurs when two
or more optical waves at different wavelengths mix to produce new optical waves at
other wavelengths. The new optical waves may lead to ¢ ns.talk [3,4].

Several studies of four wave mixing in WDM communication systems have been
published [5,6]. These studies showed that the FWM crosstalk limits the number of
channels, the maximum allowed input power per channel and the channel frequency
separation. The allowed power per channel, for a given number of channels and a given
frequency separation, depends on the fiber dispersion and attenuation. Previous studies
took into account FWM only, and neglected other noise sources, such as shot noise. In
addition, the bit error rate in previous studies was calculated under the assumption that
the entire power of the interference due to FWM falls into the signal bandwidth.

In this paper, the performance of optical Manchester coded WDM systems is
evaluated. Our analysis takes into account the shot noise originating from the light
detection process and FWM noise resulting frdm the optical fiber nonlinearity. These
two effects limit the transmission distance as follows: the nonlinearity of the optical
fiber limits the maximum transmission power, and the shot noise originating from the
detection process limits the minimum receiver power. The ratio of the maximum
transmitter power launched into the fiber to the minimum receiver power limits the
acceptable attenuation and, therefore, the maximum transmission length. We show that

Manchester coding reduces the impact of FWM on WDM sysiems. Our analysis does




IMPACT OF FWM ON MANCHESTER CODED WDM SYSTEMS 3

take into account the spectral distribution of FWM, and so is believed to be more
accurate than previous studies.

The rest of this paper is organized as follows. The system block diagram and the
FWM are described in Section II. Receiver output signal and noises are described in
Section III. Section I'V deals with autocorrelation functions for the NRZ and Manchester
codes and the signal-to-noise ratio. Bit error rate is evaluated in Section V. Numerical
results and discussion are contained in Section VI. Finally, Section VII contains the

conclusions of this paper.

II. WAVELENGTH DIVISION MULTIPLEXING SYSTEM AND
FOUR WAVE MIXING

The block diagram of an optical WDM system employing Manchester coding is
shown in Fig. 1. Encoders are used to convert NRZ data to Manchester-coded data. The
matched filter is used as a decoder in the receiver. We assume that all transmitters use

the same modulation format.

INFORMATION

SOURCE 1 ENCOOER §=8» TRANSMITTER 1
) FIBER
INFORMATION L e R 3-8 TRANSMITTER COUPLER RECEIVER

SOURCE n JJ.
INFORMATION
SOURCE N HPEENCODER Nl TRANSMITTER N

Fig. 1. Block diagram of an optical wavelength division multiplexing system.

To investigate the impact of FWM on the N-channel optical WDM system, we use
the first order nonlinear differential equation that governs the optical wave propagation
in a nonlinear medium. For the case of light with a finite spectral width, this equation

looks as follows [1]:
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d 1 2nw, .
‘-i;Eﬂ(w’z) = —EaEp(w’z)+ ;J_n‘c_(DXun)exP(JAkz)

3 = ’ o ” ’ ” ’ ”
-exp(——z-az)j_gw [ do’E,, ,(@+0"-0) E(@) E(@") (1)
where it is assumed that the light propagates along the z axis, E is electric field in the
optical fiLer, ® is angular light frequency, n is fiber core refractive index, ¢ is the
velocity of light in vacuum, a is the fiber power attenuation constant, X111 is third order
nonlinear susceptibility, D is the degeneracy factor, u,v and p = 1,2-- N and Ak is the

phase mismatch given by [2]
& =28NC(fy = funv-p X o = Fuwv-p)/ € (2)

where C is the group velocity dispersion (G.V.D.). In the derivation of (1), it is assumed
that the field depletion due to FWM is small, so that the field amplitude is reduced solely
by fiber attenuation. This assumption is valid when the field amplitude of the incident
light at the fiber input is much larger than that of the converted wave at the fiber end.
Nonlinear term due to four wave mixing is represented by the double convolution of the "
electric fields of three channels. Expressiori (1) is a first order nonhomogeneous

differential equation. We can obtain the solution at z=L:

21w,
Ep(er) = “[Ep(wvo)"’z./—;;_DXHULc
uy

[ [~ do'E;,, @ +0" - 0) E (@) (") 3
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where the fiber attenuation u and the effective length in the presence of dispersion L. are

given by

u=exp(-a-L/2) 4

_ 1—u’exp(jAkL)

L, :
a - jAk

(5)

Taking the inverse Fourier transform of (3), we obtain the complex amplitude of the

electric field in the time domain:

E(tL)= u’{\/l’p(t) explj9,(0]1+ 3, B.(1) expljg, (1)]} (6)

where u' is defined by
u=uld N

where d, the conversion factor between power and electric field, is defined by [1]
d*=—A4 (8)

where A¢r is the effective core area of the optical fiber. In equation (6), Pp(t) and ¢p(t)
are the signal power and phase at the fiber input, and P,(t) and @q(t) are the power and

phase of the optical noise process due to FWM given by
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P,(t)=K2D'NP,.,_, (NP, ()P, (1) )
¢n(r)=¢y<r>+mr)—¢w-p<r)+Arg(L,)-% (10)

where the phase mismatch factor 1 denotes the ratio of the power of the generated waves

without phase matching to their power with phase matching. The parameters x and 1

are given by
32n° L,
=d Ay b
2 .2
n a ]+4exp( al)sin“(AkL /2) (12)

oAk {1~ exp(-al)}’
where L. is the fiber effective length.

[II. RECEIVER DESCRIPTION

We consider ASK and DPSK modulation formats in this paper. The block diagrams
of ASK and DPSK receivers are shown in Fig. 2. We assume the lowpass filter just
removes the second harmonic components resulting from the delay-and-multiply
demodulator without changing the baseband components in the DPSK receiver of Fig. 2
b. Figures 3 and 4 show the impulse response of the matched filter and the time-domain
signals for both receivers.

In a multichannel system, complex amplitudes of the received optical signal and local

oscillator field are given by [7]




U —
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Fig. 2. (a) A Heterodyne ASK Receiver, (b) A Heterodyne DPSK Receiver.

N
E;=YE,(tL) p=12-nn N (13)
p=l

E,=\P,/d (14)

where F,(t,L) is the complex amplitude of channel p, N is the total number of optical :
channels, Pro is the local oscillator power, d wals defined in expression (8) and Ep o is the
electric feld of the local oscillator. We assume that the channel separation is large
enough to neglect the inter-channel crosstalk [7]. The directional coupler output

amplituces are then:

E (1) = %[E,,(r,m Eyo] (15)

E0)= 5 E,(.1)= Eyp) (16)
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The resulting photocurrents are

i(t)= g{usz(1)+ WY P()+ P, + 2u22,/Pp(t)P,,(t) cos[®, (1) = ¢,(1)
ny uv

+26'Y Y JP(OP, (1) cosl#, (1) - §,(1)]

WV sy vay

+2u\(P,, {[,/Pp )+ nc(t)]cos[a),,,t +¢,(O]+n(1)sin[w, L +¢ p(t)]}}

+n,(f) (17)

iL(t)= g{usz(1)+ W'Y P(0)+ P, +2’ 2,/Pp(t)P,,(t) cos[¢, (1) - ¢,(1)]

+20°Y, Y PP (1) cosl®, (1) - 6,(1)]

WY s vay
2u [Py ([ B + 1.0 coslet + 8, ()] m,(E)sinfe,-+ 0, )}
+n,(1) (18)

where Py(t) and P,'(t) are the noise powers of p-th channel corresponding to W,v and
p',Vv', respectively, R is the photodetector responsivity, ni(t) and np(t) are shot noises -
originating from the detection process, and the .in-phase and the quadrature components

of noise are given by

n (@)=Y JP.(t)sing,, (1) (19)
n, ()= Y P,(t)cosg,,, (1) (20)

The phase change due to FWM is given by
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Pup() =9, () +9,(1) =B, (1) - 9, (1) + Arg(L,) (21)

The phases §uvp(t) are regarded as independent random variables to simplify the analysis.

The resulting output voltage is
V()= A{[,/Pp(t) + nc(l)]cos[a)mt +0,(0)]+n,()sin[w 1 + ¢p(’)]} +n(t) (22)

where the amplitude A and the shot noise n(t) are given by

A=2Ru [P, (23)

n(t)=n,(t)-n,(t) (24)
IV. CODING METHODS AND SIGNAL-TO-NOISE RATIO
A. Power Spectral Density of Coded Signals

The signal-to-noise ratio for conventional NRZ coded signals and Manchester coded -
signals are given in this section. In the case of unipolar NRZ, the binary 1 is represented
by a higher level (+A) and the binary 0 is represented by a zero level (0). In the
Manchester code, the binary | is represented by a positive pulse occupying 50% of a bit
slot followed by a negative pulse of the same duration. Similarly, a binary 0 is
represented by a negative pulse followed by a positive pulse.

The baseband power spectral density (PSD) of a polar NRZ signal is given by [8]

Gz (f) =T, sinc*(fT,) (25)




IMPACT OF FWM ON MANCHESTER CODED WDM SYSTEMS 10

where Ty, is bit period, and the bit rate is Ry=1/Ty,; the total signal power is normalized to

unity. The autocorrelation function of the baseband NRZ signal is

Hul
Rz (T) ! T, Irl < (26)
0 |d>1,

The baseband power spectral density of the Manchester-coded baseband signal is

given by [8]
GmN(f)=7;sinc2(fI;/2)-sinz(7§ﬂ"b/2) 27)

The bandwidth of the Manchester-coded signal measured to the first null is twice that of
the NRZ bandwidth. The Manchester-coded signal has a zero dc level on the bit by bit
basis. Moreover, long strings of zeros do not cause a loss of the clocking signal. The
Manchester-coded signal is generated by multiplying frequency-doubled bit clock with
the NRZ-coded signal. The autocorrelation function of the Manchester-coded baseband E

signal is given by

(1—3J1| |r|<£

T, 2
R (T) =1 l—;,j—l -T2i<|t|<Tb (28)
]

0 lt|> T,
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B. Signal-to-Noise Ratio

The matched filter output voltage at the terminal B of Fig. 2 is given by

Vo(B)= [V, (1) (T, = 1)at

= jor’ S(6)-W(T, = t)dt + j:’n(z)-h(zg, — ity (29)

where h(t) is impulse response of the matched filter. The first term gives the signal, and

the second term is a zero-mean Gaussian random variable; its variance is given by
R T, (T,
o® = [ [ R (6, -t (T, - t,)(T, 1, )ditdl, (30)
where R, (t1-t2)=E[n(t))n(t3)] is the autocorrelation function of the noise.
Assume that all channels use the same modulation scheme and have the same power.

Then, from expressions (19) and (20), the autocorrelation function of the noise due to

FWM is given by

2
R s (T) = A—Z-szp’R’(r)z D'n (31)
1214

where R'(7) is given by

R(1)=R(1)cosw,.T (32)
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where R(7) is the autocorrelation function of each signal. An explicit expression for R(7)
will be given in Section V for each modulation and coding format investigated in this

paper. Substituting (31) into (30), we obtain the variance of FWM noise:
2 AZ 2p3yr2o2ri
Lo Jiy =—2—x PPV ST, 33)

where V2 and S2 are defined by

- 1 ¢n T.R't T T d 14

-EJ‘O -[o (1"’2)}’( b-tl)h( b":)dtl L, (34)

$*=3Y D (35)
I7RY

The autocorrelation function of the shot noise is given by

R o () =qRP,6(1) (36)

Substituting (36) into (30) we obtain the variance of the shot noise;
O =qRP,TW 37)

where W is given by

1 ¢h
W= [ o (38)
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Therefore the total signal-to-noise ratio y defined as the ratio of the signal power to

the noise power, is given by

_Arp, 1
 Ak(OlLu, +0%)  K[2K*PAS? +qW | RT,u*P,)

Y (39)

where k=4 for the Manchester-coded ASK system and k=1 for the three other modulation
and coding formats considered in this paper. This equation shows that as the input signal
power P, increases, the signal-to-noise ratio y first increases due to the relative
suppression of the shot noise, and then decreases due to the FWM. Thus, at some value

of Pp, a peak value of v is reached corresponding to the optimum system performance.
V. ASK AND DPSK SYSTEM PERFORMANCE EVALUATION

A. Heterodyne ASK System

Bit Ermor Rate
We consider first the ASK receiver shown in Fig. 2 a. We assume that a matched |
filter is used in the receiver. The impulse responses of the matched filters for the NRZ

and Manchester coded ASK signals are given by

cosw,t for te{0,1;]
0 for te[0,T1,]

M0 sme =1 O  for ail t (41)

] P (t)={ (40)
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cosw,t for te(Tl,/2,1,]

Al 1= 42
cosw,:t for tel0,7,/2]
hO = 43
ASKJHAN( ) { O fO" tE(O,T;/Zl ( )

The impulse responses (40) to (43) are shown in the top of the Fig. 3.

To find the noise variance due to four-wave-mixing, we need the autocorrelation

function R(t) of each ASK signal:

Risk sz () = ';'[1 + Rz (7)] (44)
Ruse s ()= 311+ Ry (9] 5)

where the baseband autocorrelation functions Rnrz(T) and Rman(T) are given by

expressions (26) and (28) respectively. Substituting (44) and (45) into (32), we obtain
the autocorrelation function R'(t). The power spectral density of the crosstalk due to
four wave mixing is given in the Appendix. Next, we substitute (32) and (40) into (34) -

to obtain

Vi vmz =0.01916 (46)

Similarly, substituting (32) and (42) into (34), we obtain

Vi v =0.00385 (47)
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Substituting (40) and (42) into (38), we obtain Wask Nrz = 0.5 and Wask mMaN = 0.25.

The bit error ratio of the heterodyne ASK system is given by [9]

1
BER g gz = Ee’(p[_

o |~

| 49)

1
BER ¢ rpan = 5 exP[‘

&=

|

Using expressions (48), (49), (46), (47), (39) and (35), we obtain the numerical value of
BER of the ASK multichannel system impaired by the shot noise and the four wave
mixing.

Fig. 5 shows BER for the 8 th channel* of a 16 channel WDM system using a
dispersion shifted (DS) fiber versus the optical fiber input power for several values of the
fiber length; the assumed system parameters are given in Table I. Inspection of Fig. 5
shows that an increase of the input power results in a decrease of the BER for small
powers and in an increase of the BER for large input powers. The increase of BER at

high powers is due to the FWM that is proportional to the cube of the signal power.

D ic Rag

The system dynamic range i< defined as the ratio of the maximum input power to
minimum input power to maintain BER below 109 a more detailed description is
contained in Section VI-B. Fig. 5 shows that the dynamic range of a Manchester-coded
system is about 2.0 dB larger than that of an NRZ system. The maximum allowable
power for the Manchester-coded system is 2.0 dB larger than that for the NRZ coded

svstemn, and receiver sensitivity for the Manchester coded system is same as that for the

* Other channels have better BER.
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NRZ system. The maximum transmission distance of a system using the Manchester

code is 220 Km, and is about 10 Km longer than that of the NRZ system.

B. DPSK Heterodyne System

Bit Error Rate
Fig. 2 b shows a block diagram of a DPSK receiver. The impulse responses of the

matched filters for NRZ and Manchester coded DPSK signals are given by

cosw,t for te[0,7,]

0  for te[0,T;] 0

hDPSK.NRZ n= {

—cosw,t for te[0,T,/2] '
Popsk saan (1) =7 cOs@t  for te[T,/21;] (5D
0 Jor t¢[0,T,]

Table I. System parameters

System Parameters

Retractive Index,n 1.47
Wavelength, 1.55 ym
Attenuation Coefficient, « 0.2dB/Km
Channel Spacing 10 GHz
Bit Rate 1 Gbps
Effective Fiber Core Area,A o NDS Flber 22 rum :
DS Fiber 16 xpm
o ) NDS Fiber 15 ps/Km am
Group Velocity Dispersion,C oS Fibor PR v—
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These impulse responses are shown in the top of Fig. 4.

To find the noise variance due to four wave mixing we need the autocorrelation

function R(t) of each DPSK signal:

Rppsi wrz (T) = Rigz (T) (52)
Rppsiasan (T) = Ry (7) (33)

where Rnrz(T) and Rpman(t) are the autocorrelation functions of the baseband NRZ
signal and the baseband Manchester coded signal given by expressions (26) and (28),
respectively. Substituting (53) and (54) into (32), we obtain the autocorrelation function
R'(t). The power spectral density of the crosstalk due to four wave mixing is given in the

Appendix. Next, we substitute (32) and (50) into (34) to obtain

Voserz =0.10040 (54)

Similarly, substituting (32) and (51) into (34), we obtain

V2w = 0.03889 (55

Substituting expressions (50) and (51) into (38), we obtain WppsgkNrz = 0.5 and
Wppsk MaN = 0.5. The bit error ratio of the heterodyne DPSK system can now be found

as [9]

BER o = —;exp[—%] (56)
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Using expressions {56), (54), (55), (39) and (35), we obtain the numerical value of BER
of the DPSK optical multichannel system impaired by the shot noise and the four wave
mixing.

Fig. 6 shows the BER for the 8 th channel* of a 16 channel versus the optical fiber
input power for several values of the fiber length: the system parameters are shown in

Table L

Dynamic Range
The Manchester code gives a 2.1 dB larger dynamic range than the NRZ. The
minimum power due to shot noise is the same for NRZ and Manchester-coded systems.
According to Fig. 6, the maximum transmission distance of Manchester coded systems is
247 Km, 10 Km more than that of NRZ coded system. Table II compares the maximum
transmission length of DPSK and ASK systems utilizing NRZ and Manchester coding.

The largest transmission distance is achieved using Manchester-coded DPSK system.

Table II. Maximum transmission length for a 16 channel

WDM system (in Km)

Modulation

e Fomat | ASK | DPSK
Type LCoding™
MAN 220 247
NRZ 210 237

MAN| 271 299

DS

NDS
NRZ | 261 288

* Other channels have better BER.
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VI. NUMERICAL RESULTS AND DISCUSSION
A. Maximum Tra