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1 Introduction. DL Epuetal
There are a number of areas of inquiry that can he. P\\
locked at either from a normative point of view or a
descriptive point of view. Dawvid Hurme, in the reswse of -
Human Haturd, remarked forcefully on the distinction 9
between “i3" and “"ought. " He took to tazk those authors who %}
imperceptikly slip frormn asserting propositions about what s
the case to asserting propositions about what cuef2é to be the -
caze.  Thiz distinction, and the fallacy of 1gnoring 1t, have
kecome basic featurez of our scientific outlook It 1z a proper 'i‘;
part of cience to oesvrde the kehavior of people i their ch
relations to other people, to Jescrrhe the events of the b
-

rmarkestplace.  The normative characterization of what people
may or should do in their relations with other people, of how
the rarketplace should opersto, 13 no part of sclence, but
left for philosophers and preachers. The sociologist or
anthropologist 1z warned, "Don't make walue judgementz!” [t
1z true that scientists make walue judgements pertaining to
the conduct of perzonal and public life; but thew do 2o as
citizens and roral beings, not az :cientists.

We can look at decimon theorw, to take one of the rnost
complicated cases, either a: a theory of how hurnan bemngs
do actually make decizions, or az a theory of how human
beings ought ideslly to make decizions. The former s
descriptive; the latter normative. In the former case we are
offering a theory of how pecple act. In the latter case we
are offering a theory of how they ought to act  This seems
sairnple eniough on the face of it, but closer exarnination
renders the diztinction less clear.
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The theory of how people ought to sct ic hikely to have, for
many, ethical or even rnoralistic overtones. (One ought to begin
to eat onlv after the hostess has mnwvited one to begin, or has
herself started to eat.) On the face of it, decsion theory is not of
a plece with manners. Decision theory is purely practical: a
question of how to choose in such a way as to maximize one's
satisfactions, or expected satisfactions. It 15 a matter, as
philosophers have been wont to put it, of practical reason.

Normative, no doubt. But we slid disjunctively over an
important distinction: “in such a way as to maximize one's
satisfactions” or "in such a wav as to maximize one's expected
satisfactions.” The ideal goal of a theorv of decision, one would
think, would be to provide rules that would masximize one's actual
satisfactions, not one's expected satisfactions. (We leave to one

side the question, perfectly valid and at least as important as
these other questions, of what satisfactions: present? future?
actual? ideal?] “Wwhy is this not the zeal of a normative decision
thearw?

To maxirmize satisfactions 1z not the goal of & normative
decision theory, because we take it for granted that no theory can
do this  In a similar vein, we take it for sranted that no
normative episternological theory can insure hoth that our bodies of
kl‘lD‘n’lE‘.lﬂE{E have content and that they eschew all error.  These

onstraints on possible decision theories or on possible theories of
knowledge are constraints that derive from our knowledge of
human lirnitationz. It iz a part of the human condition that we
cannot predict the future perfectly, and therefore cannot choose
the course that will in fact mazxirmize our satistactions. It 1s part
of the way in which we can, at hest, learn about the world, that
we cannot always avoid error.

In principle, this is a somewhat slippery slope. For just as
I canncot avold sornetirmes getting misleading samples when |
sample from the world, however conscientiously [ try to do my
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sarnphing in the best way, so | cannct avod sometimes getting
the wrong answer when | add up a column of figures.

Vet we take the ideal, 1 the tormer caze, to be
raraples that are no rmore rmizleading than would be expected
statistically (at the 5% significance level, we expect to make falee
rejections of hypotheses no more than 5% of the time), while the
ideal in the latter case 1s never to make a mistake

What we take as a normative theorv, as the ideal, depends
on what we take to be possible for humsan agents, but 1t depends
on 1t in no zimple wawv. It neverthelesz requirez input reflecting
the akilities, potentialities, and perhsps interests, of human beings
-- all matters of descriptive rather than norrnative character

In the other hand, a descriptive theorv of human decision
rnaking appears to require a normative =lement Thus, for
ezample, although a man may chosze 4 cver & he magr recognize
that he has made an error when he 12 rermunded of hiz own
probabilities and utiities. It 12 verw difficult to draw a distinction
hetween thiz caze, and that in which & man adds 7 and £ to 22t
153, Thers zeems to be an waplct underlriis normative theory
behind the description of how people make d=cizions and what thew
k

o
o

to be errors in their decisions

[A(

Let uz illustrate these idea:s 1in three dornaun:  deductive

logic, defeasible ressoning, and decizin theorw

2. Deduction.

Deductive logic seems cpuite straight—forward If vou helisve
that all men are mortal and that Jocrates 12 a man. then vou
zhould believe that Socrates 132 mortal

Humbug. In the first place it 1z not at all clear that
standard first order logic iz the appropriate reprezentational
discipline for heliefs —— even such simple beliefs a: this, leaving
entirelyy aside beliefs about necessities, oblizationg, and unicorns.
Jupposing that this 1s an appropriate repre<entation for some
beliets, 1t 1sn't clear that thiz 1z one of those keliefz Iz the
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universal quantifier the right quantifier” [s the truth—-functional
conditional the right connective? Should we be expressing the
kelief bv sorme relation, rather than by a connective! If so,
should we thunk of 1t 23 a relation between sentences, between
propositional functions, or between properties, or classes, or zetz’

It could be argued that in fact it 1z the intuitive valdity of
this argument that constrains the wav in which we express the
component ingredients of the argurnent. This in turn could be de-
fended as a descriptive generalization of human hakits of inference
of the better sort. "The hetter sort," of course, could be unpacked
i1 terms of success: n point of tact, such habits of inference will
lead frorn truths only to truths.

An even better sort would be a habit of inference that will
lead to a lot of truths, and onlv truths, from any premises, true
ar false. DBut that 13 not for us.

Let ug leave to one side the problem of translating our bodw
of knowledgze into some standard notation, and let us suppose that
the standard notation iz that of first order logic. Given the
ideahity of the translation, we still should not expect the resulting
theory to constitute a description of anybody's actual body of
knowledge. Mere finitude precludes that. This applies as well to
cur a. 1. systerns: they, too, are finite, and thus cannct contaun
{for example) all the logical truths

e rnight make our dermand weakesr: we rmught ask for
conzistency, rather that closure. Thus instead of saving that wvou
zhould helieve that Jocrates 1z mortal, perhaps all we should azk iz
that vou mof believe that he 15 sumorfal  Even consistency
adrnitz of grades, though  Strong consistency would demand that
the set of one's beliefs be consistent in the sense that no
contradiction 1s contamned in its deductive closure. But this is
surelv not a description of anvy realistic bodv of belief. Surely
among the beliefs of the best of us there lurks a set of propositions
that entails a contradiction.




<o one might weaken the demand even more: we might ask
onlv for 4-consistencv: that 1z, that there be no =zet of £ or less
staternents in the bodw of knowledge that entall a contradiction

Now we could turn back to the question of what logic e
szhould adopt —— three wvalued? One with zome form of ztrnct
mmiplication or some form of zubjunctive conditional? Should e
decide on the basis of descriptive facts about the way people think?
Or on the basns of the wav we take 1desl people to resson? Cr on
the basis of the way we think people ougd to reason? Or on the
basis of the way we want our ideal constructions mn A [ to
aperate?

There are genune disputes about logic. Thevy fall into two
categories.  Some people think that the standard first—order
predicate calculus iz sericuszly in error: we should adopt a logic
that embodies a nurnber of truth values bevond "true” and “falie,

- that 1s not cornrmtted to kiwvalence, or that does ncot have t
distrilbution principle as a theorern. There are more people wwho
think that standard logic 17 too weak to do justice to real human
inference, and who thersfore want to extend first order lonic to
deal with modal, deontic, episternic, stc. arguments.

Howewver we decide what logic 1z the best for our purposes, 1t
will surely not ke the caze that our formal and ezplicit logic wnll
accurately reflect how pecple do in fact reason or think, and 1t
will surely not be the case that our formal and exphat logic wnll
reflect the divine norm of achiewing all and only truths.

3. Probabilistic Inference.

There i1s & lot of concern now i artificial intelligence for
systerns of defeasible reasoming, or default reasorung, or non-
monotonic reasoning, or (a special case) inheritance hierarchies.
In the classical philosophical tradition, this is the same as the
traditional philosphical concern with inductive reasoning, non-
deductive inference, amphative 1nference, zcientific reasoning, and
0 on. We mavy also think of 1t as the problem of probabilistic in-
ference

un




By “probabilistic inference” I do not mean manipulstions of
probabilities in accord with the probability calculus. | mean real
Inference —— that 1s, arguments that proceed from premuises taken
as evidence, to a categorical (not a probabilistic) conclusion
zupported by but not entauled by that evidence.

A paradigm case iz that of statistical inference. [f we obtain
a large sample of 4 's, and find that the proportion in the sample
that are &'s 1 7; then a natural thing to do i1s to conclude that

5

the proportion of Z's among .4 's 1s close to »» This 12 NOT the
same as concluding that it is probable that the proportion of &'s
among .4 's 1s close to s; though that, too, 15 true.

Whether or not it is best to allow probabilistic inference in
this sense 1s open to fquestion and argument. Some writers —-
those who find the Bavesian paradigm attractiveé —— think that a
probabilistic rule of acceptance iz awkward, unreazonakle, and un-
warranted. Others think that the only wav to being to rmake
substantive reasoning tractible 1z to allow for defeasible infererice,
and to permit the acceptance of statements that mav in due
course come to be rejected. Here again intuitions differ.  And
hers again, 1t seems likely that only the construction and
cornparison of actual systems 1z going to lead to a resolution of the
question. My own wview 15 that, technical questions of
mntractakility aside, a purely Bawvesian approach that eschews
acceptance 1¢ doomed to be practically unranageable. But thiz 1s
a question that deserves to be tested.

4. Decision Theory.

If deductive logic represents a mixture of norrnative and
descriptive elements, decision theory is even rore of a muddy
mixture. The Bayesian principle that one ought to mazimize one's
expected utility seems on the surface to be both a description of
what people, however inefficiently and awkwardly, try to do, and
such a pervasive and intuitive principle of raticnality that no one
could deny 1it. The principle has come wvery close to being regarded
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as a tautology in recent decades, since Frank Famszev®, FRichard
Jeffrevt, Jimmw Savaze’, VWard Edwards?, and other: have taken
preferences to reveal what there iz to be revealsd akout
probakilities and utilities

Again, however, people's preferences are not consistent with
the Bavesian axioms concerning probabilit.ies and utilities  The
theorv is not, at first glance, an adequate descriptive theorw of
the preferences people have or the wav in which they make deci-
10N

Should we treat thiz as a matter of weak flesh {or neurons)?
cavage thought ¢ He recognized that his own preferences could
well be inconsistent with the Bavesian axiorns, and argued that
the import of thiz was merely that he would be inclined to rmake
adjustments in hiz keliefs {and utilities) at any point at swhich
such an inconsistency rmizht be pointed out to him. That 1z the
Bavesian axioms are to be taken as a normative standard of
revizion, rather than a: a description of normal human preference
structures.

But thers are difficulties even with thiz somewhat norrmative
view .  First of all, people do not alwavs modify their beliefs to
contorm to the calculus of probability, even when disparitizs are
pointed out, as Kahneman and Tverskv™ and others hawve ?hrr-.»a,-'n.

Zecond, there are zome caze:s, described by Allais® ) by Ellsher

where very smart people have argued that the classic rules are
wrong. Third, there are psvchological studies, such as those
conducted and referred to by Lola Lopes!?, that indicate that a
nurnber of central rnoments of distributions, rather than just the
expectation, or even the expectation and variance, are relevant to
the way people make dezisions.

Our concern 1z not to try to argue one way or the other
about these matters, but rather to point out that it is not at all
clear how norrative and descriptive aspects of decision theory are
supposed to interact. Ve do not agree on what to take as nor-
rmative —— even within the Bavesian frarnework -—- and we take
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the descriptive, when 1t 15 quite unmiversal, a:z 1t 1= 1n the case of
the "paradozes” of Allais and of Ellsberg, to he an influential
In our norrnative gquest.

Thig 12 a non—trivial matter in philosophy, where, arter all,
we would hke to understand what 15 right and what 1z wrong in
theories of decision under uncertamnty. But it 13 an absolutely
crucial matter in artificial intelligence, where we are gomng to buld
into our systerns sormne decision procedure. ‘what our systern is
zoing to do will depend on what decision procedure we build into
it. 'We had hetter give this question szome serious thought 1if cur
systerns are to be taken serously.

This coin has ancther side: it may well be that the artificial
systems can give us a testhed for our philosophical 1deas about
decizion theorwv. “wWe can see how one approach or another turns
out.  Thiz can ke done in zeveral wawvs., The traditional
philosophical way 13 to see if there are natural or snormalous
consequences of the a sumpfmn: we make.  An artificial svstem
can generate a lot more consequences than a piece of paper and a
pencil. There 15 also the possibility, not avalable to the
traditional philosophy, of running such a svstem on a range of
problerns, or in a range of possible circumstances, and seeing how
well it deez.  Perhapz we should measure a decision theory by ats

zucoess!

()

This leads to another problern: “We surely do not mean t
measure the appropriateness of a decision theorv by its short-term
success. Ewen if Madam DuBois correctly picks the winner in the
next horserace, we do not install her as our fundamental principle

of decision theorv. ‘wWhat we want 1s not an instance of success
but a reasonable indication of long-run success. And this 1z a
matter of induction or defeasible inference, which we already
considered in section 3.

9. Probabilities.




Even if evervbody's preferences and choces could he hent
mnto a chape that could be accounted for hv a subjective
}ertilbabilit'-f function and a subjestive utility function, there are
normative considerations that would lead u: to ke cnitical of zome
of those functions.  For preaent purposes we chall leave atiity
functions to one zde, hut there are surely proballity functions
that we would regard as crazy. This judgrnent has empirical and
descriptive roots: most people dori't believe preposterous things for
no reason (except in matters of religion)  There are. some of us
helieve, narms for probahility judgment that go bevond conformite
to the probahbilitv calculus.

According to Frank Ramsev, mv desrees of belief should
zatisfv the probability caleulus "on pamn of inconsistencw.” This
makes 1t sound az if ( ome of ! the norm: of probability judgzment

can restoon priru::mlm of deductive logiz.  Buarn 1t iz mizleading The

alleged "inconsistency” consists in laving oneszslf open to hawving &
hook rnade again‘st e, Comeeons whose  behef: were deductivelw
:ound would not have a book made azainst hirn regardless o) his

.

heads, and = degree of belief ec u=d to 1/3 i tails, [ am, on
Famszew's wiew, expressing mvy willingnezz to het at 2.1 agzainst

zads and mv willingness to het at 201 against taills. Eut [ am

=Ty et

not, by anv stretch of the maginauon, ezpreszsing my wnillingness
to bet simultaneously at 2:1 against hzads and at Z:1 against
taills.  First come, first served, [ say.

Furthermore, chserve that | am not bound to loze with these
degrees of belief. Every bet [ raake at these crazv odds, on a
sequence of occasions, 2285 turn out in my favar.

I take 1t to be a descriptive fact that most reasonable people
would regard these odds as odd. I take it to be a norrmative fact
that they <how/d be regarded as odd —— 1. e., that there 15 a
standard to which degrees of kelief chould conform that goes

beyond conformity to the probability caloulus.




Interval-valued episterruc prokakility promdes one normative
view according to which some degrees of belief, miven the evidence
that we hawve, are prohibnted a: wrational and unac:c:eptabls. It 1
a gratifying feature of that wview of probakbty that one can chow
that thers emats a classical kelief function that conformes to the
intervals of epistemic probahilityll

Here agean we see a balance kbetwsen descriptive and
normaeative considerations playving a role in the development of our
theorv.  And while we rmay and zhould take descriptive facts
concerning the degrees of belief that people have az a clue to the
normative standards we wish to embody in our rachines and 1n
curselves, and Just as intuition concerning basic pronciples and
mtwition concerning particular cases can also plav a role, the

ultirnate test of the cocking 12 in the pudding.

6. Updating Probabilities.

There are Dutch Book arzurments that concern the updating
of desreez of helief, just as there are Dutch Eock argurnents
concerning static degress of belisf.  Agzain, thnere is no question of
‘inconsistency” in having one's behefs viclate the dynarnic

condition of updating by temporal conditionalizationn. But thiz time
it turnz out that temporal conditionalization 13 .nconaiztent with
interval walusd episternic probability as we have defined 1t

Thiz provides a real, down to earth, allustration of the
theoretical dynarmics of normative snd descriptive considerations.
People tend, other thingsz beir.gz equal, to conform to temporal
conditionslization.  People tend, other things being equal, to hase
their probakbility assessments on reference classes that vizld
relatively sharp probabilities. These two tendencies cocme into
conflict in certain rather special situations, and intuitions conflict
about what 1s the nght way to go in these situations.

Here 1s a case where 1t see niz quute hikely that artificial
intellizence systems, run on a collection of senuble cases, mav

enahle us to make a philosophical judgment about the best way to
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g0 It iz also a case where, vathout an wutial philosophical guesz,

there would be no wav for an A [ svstem to get off the zround

7. Testing.

we have looked at a number of i1ssues that constitute onlv a
fraction of those that corne up in either the philosophical or the
cornputational snalysis of cogrution. It has been suggested that in
some sense we should judgs these 13sues by reference to the
performance of systems that embody one or another of the possible
zets of commitments one raight make.

We've already noticed that thiz 12 more compheated than it

appears, since short run "success” can't be our standard.  “What

we need as a bauis for chowce 12 evidence concerning the long run
success of one et of cormrnitrments as opposed to another. But thas
1z & matter of defessible inference, or induction, or probalmbstic
inference, or probahbilit«: that iz, 1t 13 a matter of the very kind
of thing that 15 at 1s3ue.

Cne possible basis for choice armong ths principles that satisfy
our intuitions and that seern to be reflected 1in actual hurnan

behavior would be the frankly prasmatic banz of content.  Azzume

that there i1z zome plausible way to measare the content of a firate

et of zentences l-1 10m:',l For wverw zimple languages, 1t mzht ke
the cardinality of the set.  For languages with gquantitative

functions, 1t rmight depend on the precision of the assertions
emhodied 1n the sentences.

Given such a measure of content of a firute set of sentences,
we rnight compare two logical/linguistic frarmeworks according to
the content of thewr predictive aszzertionz. This takes probalality
for granted, and thus mav begz the question concerning the choice
of probabilities. On the other hand, perhaps it takes for granted
only what is comren to anv plausible vnew of probability.  This s
an area to be ezplored. The object of the present exersize 15 to
indicate that 1t 1s an area that should be exzplored.

11




& wview that haz attracted considerable attention mna 1 1z
the wnew that we can elucnidate defeasible reasoning in terrns of
sveciiovéss Inats simplest forra the specificity principle directs us
to forraulate our (defeanble)] opinion: about an object according to
the srallest set of which we know that 1t 13 a member The
classical illustration 1z that of Tweetw the penguin: we infer that
Twesty does not fly, sven though Tweetv 13 a bird, kecauze
penguins are & subset of birds, and penguans don't fly.

o far so good. Eut this does not take care of all casez, as
haz keen widely recogmized. The next development of the principle
has to do with logical strength: base vour defeasible inference on
the lozically strongest knowledge wou have of the object in
LISItlon .

if thiz 13 construed merelr az a principle of total ewvidence 1t
ieerns uncontrowversial, kuat 1t doss not cuide us an the chace of a
tet of objects to which we should refer the object in gquestion, or
anrrthing hke that [t wrowvides no concrete guidance.  Tn the

other hand, there are two cazes about which our intwtions zeem

to ke pretty strong, that do not zeern to be sccounted for by any
kind of specificityls.

8. Conclusion.
can claimm both that logic

R

Subiect to thiz last congecture,
{and probakilitv, and decizion theorv) 13 conventional, and st the
szarme time that there are rational wavs of choosing among the
available conventions. The choice reflects the interplay among the
cts of human cognition and especially humean hnmitations, our
ntuitions concerning the principles to be found in simple caces,
and pragmatic considerationz of the zort last mentioned.
Probakility gives us a handle on these things, but of course
probability is one of them itself. Is it more fundamental? Sure.
Does that cut much 1ce? Mot much. To the extent that we can
limit our conziderations to what 12 common to a number of views
of probability, we mav find that we have a hasis for choice:




YWhat we need 15 an account of defeasible reasoning —— that
15, of a kind of reasoning that will give us practical certamntiez,
but that Is not rmonotonic. It wall ke a kind of reasomng that
allows us to change our rmunds in response to new evdence

Thiz principle of specificity seems to work well inoa lirmted
dornain of cases —— namely the cazes in which we should he
locking at subsets. Construed kroadiy, az logical strength, the
principle seern: uncontrovertuble, but at also seerns dewvod of uzeful

content. Construed as something in between the recormnrnendsation
to choose a subset over a szuperset as a refPrPn ce class, and the
general heuristic recomrmendation to uze all the evidence you

H—-

1qve, 1t 1s not clear how to apply the principle.
Cme lezson we learn 1z that while the basic distinction
hetween normative and descriptive principles seems as sohdly

srounded as ever, the principles frarm among which we must zelect

both in constructing norrmative philosophical frarneworks for
knowledge and inference, and in constructing artificial svrstern: for
both pure and applied purpozes, must include hoth zortz. e

must look to what people do, to what they are capable of doing,
and to what thev cuzht to do, in or-:ler to zather the raterials for

epistemic reconstruction and ==lf improvement.

Henrv E. Hyburg, .Jr. Univerzity of Rocnester
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