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1. INTRODUCTION

Combustion instability in a ramjet engine is an extremely complex phenomenon involv-
ing nonlinear interactions among acoustic waves, vortex motion and unsteady heat release.
Typically, the instability manifests itself as a large-amplitude pressure oscillation in the low-
frequency range (100-800 Hz) and is very difficult to control. When the amplitude of the pres-
sure oscillation reaches some critical limit, it can cause structural damage due to fatigue or
can cause an engine “unstart,” which occurs when the shock in the inlet duct is expelled to
form a bow shock ahead of the inlet. This phenomenon of engine unstart is one of the most
serious technical problems encountered in developing an operational ramjet engine.

In recent years, both experimental (e.g., Schadow et al., 1989; Smith and Zukoski, 1985;
Hedge et al., 1987) and numerical (e.g., Menon and Jou, 1990, 1991; Jou and Menon, 1990)
investigations have been conducted to determine the mechanism of the combustion instabil-
ity. Attempts to control combustion instability using both passive and active control tech-
niques have also been carried out in the past (Culick, 1989). Passive control methods that
typically involve structural (i.e., geometrical) modifications have proven insufficient for con-
trolling the low-frequency instability. Recent experimental studies (e.g., Langhorne and
Hooper, 1989; Schadow et al., 1990; Gutmark et al., 1990) suggest that active control tech-
niques may be more effective in controlling the combustion instability in a ramjet. In parallel
to the experimental studies, a numerical study of active control methods was carried out in
this project. Earlier, the result of numerical studies of active control using acoustic feedback
techniques was reported (Menon, 1990, 1991) and it was shown that combustion instability
can be successfully controlled using such techniques provided certain feedback criteria are
satisfied. Although, the results are in good agreement with experimental observations, it is
well known that in realistic ramjet combustors, acoustic feedback control using loudspeakers
as the controller may not be practical due to the prevailant hostile (hot) environment in the
combustor. A numerical study of another type of active control technique which uses secon-
dary injection of the premixed fuel as the controller was also carried out. Such a technique
has been shown experimentally to be a more practical and effective control system (e.g.,
Langhorne and Hooper, 1989).

In this report, the results of the simulations carried out over the two-year period (May
1990 - May 1992) are summarized. For completeness, the papers that were written using the
results of the study (Menon, 1990, 1991, 1992a, 1992b) are included in Appendix A.

2. THE SIMULATION MODEL

The simulation model used in this study was developed through a series of numerical
experiments starting with cold flow studies (Menon and Jou, 1987, 1990; Jou and Menon,
1987, 1990) and culminating in the simulation of combustion instability (Menon and Jou,
1991). The equations are the full compressible Navier-Stokes equations formulated in the
axisymmetric coordinate system. The original numerical technique is an unsplit second-
order-accurate, finite-volume scheme based on MacCormack’s method; it has been described
elsewhere (Menon and Jou, 1987, 1990). In the present study, a fourth-order-accurate spatial
differencing scheme has been used for most of the simulations. The modeled ramjet combus-
tor consists of an axisymmetric inlet duct connected to an axisymmetric dump combustor by a
sudden expansion. A convergent-divergent nozzle is attached downstream of the combustor.
This configuration is similar to an experimental test rig currently being used for active control
studies at the Naval Weapons Center, China Lake, except that, in the simulations, a
convergent-divergent nozzle is attached downstream of the combustor, This is more
representative of a real operating ramjet configuration. The flow through this nozzle is
choked, and the outflow at the downstream computational boundary is supersonic.
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2.1. The Combustion Model

In premixed combustion, the amount of heat release per unit area of flame is determined
by the local flame speed and by the specific chemical energy available in the fuel. If a finite-
rate chemical mechanism for premixed combustion is employed in an LES, the numerical
simulation must implicitly compute the local flame speed. Unfortunately, this is difficult to
achieve in practice. The flame speed depends upon the dissipation mechanism and therefore,
the internal structure of the flame sheet. Because the number of grid points are limited in
LES, the flame sheet cannot be resolved adequately. Also, all numerical schemes involve
some form of artificial dissipation, either explicitly added to stabilize the computations or
implicitly present due to the differencing algorithm. As a result, the computed flame struc-
ture will be numerically diffused and the temporal-spatial distribution of the heat release
could be overwhelmed by numerical diffusion.

The problems associated with employing a classical finite-rate model can be circum-
vented by using a thin flame model. In this approach, the flame thickness is considered small
compared to the smallest turbulent length scale (i.e., the Kolmogorov scale), and if the changes
in the reaction-diffusion structure due to turbulent straining are also small, then the reaction
zone can be considered to be asymptotically thin. Within the thin flame approximation, a model
equation for premixed combustion is considered in which the local flame speed explicitly
appears. If the local flame speed v, is known, a progress variable G can be defined that is
governed by the equation (Kerstein et al., 1988; Menon and Jou, 1991):
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where p is the density and u; is the fluid velocity. Equation (1) describes the convection of the
flame by the local fluid velocity and the flame propagation into the unburmt mixture through a
Huygens type mechanism, ur | VG | . Here, by definition, G = 1 corresponds to the premixed
fuel state, G = 0 corresponds to the fully burnt state and the flame is located at a prescribed
G = G, level surface, where, 0<G,<1. For laminar premixed combustion, the local flame speed
ug is the laminar flame speed S; which contains the information on the chemical kinetics and the
molecular dissipation. When Equation (1) is applied to turbulent flows, the local flame speed u;
is taken to be the local turbulent flame speed uy, where uy is a prescribed function of local tur-
bulence intensity ¥ and the laminar flame speed S, (here treated as a constant chemical pro-
perty, though in reality it is sensitive to the strain field affecting the flame). The implementation
of the thin flame model as a part of the LES transport equations therefore explicitly requires the
specification of the subgrid turbulent kinetic energy to determine the turbulent flame speed.
This is accomplished in the present study by explicitly computing the subgrid turbulent kinetic
energy as described in Section 2.2. The next issue that must be addressed is the determination of
the functional relation: uy = wp(S.,u). It appears that a general functional relationship
between the turbulent flame speed, the laminar flame speed and the turbulence intensity which is
valid for all types of fuel and flow conditions is difficult to develop. Yakhot (1988) used renor-
malization theory to develop a relation of the form up/S, = exp(u%r2) which reduces to the
linear scaling, uT/S,_ = (1+u/S,) when u/S,_ >> 1 limit, and to the Clavin-Williams relation
uT/SL = (14 (u/S.)), where p = 2 when u/S; < limit. He also showed that, at least for high
u/S, cases, this expression shows good agreement with experimental data. However, recently,
Kerstein and Ashurst (1992) showed that for low u/S;, the Clavin-Williams expression maybe
incorrect and proposed 8 scaling with p = 43. In the present study, both Yakhot’s expression
and the more simplified approximations (linear scaling, i.e., p = 1 for u/S; > 1 and the modified
Clavin-Williams relation, i.c., p = 43 for /S, < 1) were investigated. Yakhot’s relation is a
nonlinear equation that requires iteration at every grid point and at every time step to determine
the turbulent flame speed. This is computationally very expensive and therefore, to reduce com-

putattonal effort, an approach is being implemented in which a look~up table of ur = ur (S, %)
is first generated and then the turbulent flame speed is determined by using interpolation rou-
tines. However, since this approach is still under development, so far, the more simpler




relations described above have been used to determine the turbulent flame speed.

In addition to the specification of the turbulent flame speed, the effect of heai release
must be included to couple the effect of combustion with the large-scale transport. The chem-
ical energy of the mixture is included in the formulation by specifying the specific enthalpy h
of the mixture in the energy equation as h = C,T + h;G. Here, h; is the heat of formation
of the premixed fuel, C, is the specific heat of the mixture at constant pressure, and T is the
temperature. The heat of formation of the fuel determines the amount of heat released during
combustion and thus is a function of the equivalence ratio for a given fuel. The product tem-
perature T, can be estimated for a given heat of formation by the relation by = C,(T, - Ty,),
where Ty, is the fuel temperature at the inlet. In the simulations, the combustion product
temperature is initially specified, and the heat of formation is determined from the above
noted expression for ;.

2.2. The Subgrid Model

In a practical ramjet device, the Reynolds number of the flow is extremely high. A LES
of such a flow requires a validated subgrid model. Subgrid models for compressible flows
have just begun to be investigated (e.g., Speziale et al., 1987, Squires and Zeeman 1990). At
present, it is not clear what is an appropriate subgrid model for flows such as those in a ram-
jet combustor. The earlier simulations (Menon and Jou, 1991) with the short inlet duct length
were carried out using a constant eddy viscosity model and a constant turbulent flame speed
for flows in a moderate Reynolds number range. Some important physical properties, such as
the spatial nonuniformity of subgrid turbulence and its effect on the local flame speed and the
amount of heat release, were not included in this approach. However, as shown earlier
(Menon and Jou, 1991), the major qualitative interactions between the large-scale vortex struc-
tures and the combustion heat release could be captured by the constant flame sp2ed model.
In the present study, the effect of nonuniform subgrid turbulence on the turbulent flame
speed and on combustion instability has been included by using a subgrid model for turbulent
kinetic energy and then determining the turbulent flame speed based on the scaling relation-
ships described in Secfion 2.1. The subgrid model used for this study is described in this sec-
tion.

Recently, Zeeman (1990) has proposed a model for the subgrid eddy viscosity which
requires the determination of the subgrid turbulent kinetic energy. He employed concepts
from the traditional Reynolds-averaged second-order closure approach to derive this model
and showed that this eddy viscosity model reduces to the Smagorinsky’s model in the
incompressible limit. Although this model has been tested only for simple problems, such as
decaying, compressible homogeneous turbulence (Squires and Zeeman, 1990), the relevant
feature of this model is that the subgrid kinetic energy is computed in terms of the resolved
fields to determine the subgrid eddy viscosity. Since, the subgrid kinetic energy distribution
is essential for the specification of the turbulent flame speed, this model has been imple-
mented to determine its applicability for LES of reacting flow fields.

The formulation begins by considering a one-equation model for the subgrid turbulent
kinetic energy, and then neglecting the convective term Dk/Dt by using inertial range scaling
to show that the convective term is much smaller than the source terms of this k-transport
equation. Without going into the details of this formulation (Squires and Zeeman, 1990) a
final expression for the subgrid kinetic energy is obtained as:
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Here, A is the characteristic filter size, u;, p, ; and T are, respectively, the Favre-filtered
(Erlebacher et al., 1988) large-scale (resolved) velocity, density, pressure and temperature, and
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k= %(u, ) is the subgrid turbulent kinetic energy. Also, S; = —;—(;%— + 3?-) is the strain
i

tensor in terms of the resolved velocity field. The constants C and Py, are chosen for the
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present study to be 0.05 and 0.8, respectively.
The subgrid eddy viscosity v, is related to the subgrid kinetic energy by the expression:
1

v, = C k2A Once k is known, the subgrid turbulence intensity u’ (u' = V2k) and the tur-
bulent flame speed u; can be determined. This model is also used to determine the turbulent
subgrid fluxes appearing in_the momentum equations. Thus, the subgrid stresses in the
momentum transport, 7;* = p(u;u; - w;u;) = pu; u; is given as

T‘f’ - -;-1'.*’8,7 = —ZEV'S-,',' (3)
Closure of the subgrid terms appearing in the energy transport is also accomplished using the

eddy _viscosity model._ The typical term that needs to be modeled is:
g = pc,(Tu; -Tu;) = pc, T u;. This term is modeled as
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Some modifications are required to implement this model in axisymmetric flows and in
flows with complex geometries. To include the effect of walls, an additional correction has
been used to ensure that the subgrid stress variation is modeled correctly near the wall. Here,
the wall damping model of Piomelli et al. (1988) is used to redefine the filter width as
A = A,[1 - exp(-y*¥A*?)] where A, is the characteristic grid size, y* = yu,V is the distance
from the wall in wall units and A* = 25. With this definition, the subgrid stress 7,,* varies as
¥*3 near the wall.

A major issue for LES of complex flows is whether the primary assumption that the
subgrid scales are primarily dissipative (and contain negligible kinetic eneryy) is valid. Past
direct numerical simulations of relatively simpler flows (e.g., Piomelli et al., 1990) have
demonstrated that the unresolved scales can contain significant kinetic energy and thus the
phenomena of backscatter (transfer of energy from the small scales to the large scales) will
have to be take into account. Thus, in general, equation (4) will not correctly reflect the pro-
cess of energy transfer at the filter cutoff. A stochastic backscatter model was recently
developed by Chasnov (1991) for application as a subgrid model. However, this model was
developed in the spectral space and, as such, is not practical for application to complex flows
and to complex geometries. Here, we consider an approach in the physical space that con-
tains the elements of the model developed by Chasnov in the spectral space. A backscatter
model was also recently shown by Leith (1990). By carrying out a simple phenomenological
analysis, a similar model has been developed that uses the results of the study by Chasnov.
The basic properties that are used to derive the backscatter model are: (1) forward scatter
and backscatter are modeled by two distinctly different mechanisms, (2) forward scatter is
modeled by an eddy damping term as in the spectral formulation (results in an expression
similar to equation 3), (3) backscatter is modeled by a random force (as in the spectral formu-
lation) which satisfies certain constraints (it is uncorrelated in time with a zero mean, and, to
ensure that it adds a finite amount of energy to the turbulence, the force is proportional to
At42), These properties are discussed in more details by Chasnov (1991).

Thus, the total subgrid eddy viscosity is a sum of two terms: an eddy damping term v,
and a random “diffusion” term such that: v;(x,t) = v,(x, t) — F,(x,t), where vy is the
total subgrid eddy viscosity and F,(x, t) is the random diffusion term. The model of the
anisotropic part of the subgrid Reynolds-stress term is then written as
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The eddy damping term v, is chosen to be the same as the original forward scatter eddy
viscosity, v,, given above. The backscatter contribution to the subgrid stress is determined by
using the points noted above and by using simple dimensional analysis. Without going into
details (Menon, 1991b) the random diffusion term is given as:

5, = Cp rand S 151 5,12 0
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where 151 = | §,~,~ S-,-,- 1 X, rand is a random number with zero mean and unit variance and
Cps is a constant of O(1) taken here to be 0.1. On using equations (3) and (7) in equation (6),
the final expression for the two-term subgrid model is
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3. RESULTS OF THE STUDY

This research program has made significant advances towards accomplishing the
research goals and objectives. The simulation model has been further extended for general
applications, the axisymmetric code has been implemented on a massively parallel processor
and studies of two active control techniques have been carried out. In the following, the vari-
ous accomplishments so far in this research study are briefly described in separate subsec-
tions.

3.1. Further Development of the Simulation Model

The simplifying assumptions used for the earlier combustion instability simulations have
now been removed. For example, the earlier model employed a second-order-accurate
numerical scheme with a constant eddy-viscosity subgrid model. The turbulent flame speed
used for the combustion simulations was also assumed to be a constant. The numerical
scheme is now fourth-order-accurate in space and a new subgrid model that explicitly com-
putes the subgrid kinetic energy has been successfully implemented (see section 2.0 and
Menon, 1992b, for more details). The inclusion of a more general subgrid model allows simu-
lations with coarser grids and at higher Reynolds number. Simulations of flows at high Rey-
nolds number are essential to model realistic combustor flows. The new subgrid model also
allows the proper closure of the subgrid Reynolds stresses and heat flux terms (which were
assumed to be constants earlier). The spatial accuracy has been increased to ensure that the
reduction of the grid resolution does not effect the computed physics of the flow field. Prel-
iminary validation of the new simulation model has been completed (Menon, 1992b) and the
results show that the current approach is capturing features of combustion instability seen in
recent NWC experiments. Further validation studies are currently being carried out.

With the subgrid kinetic energy known, a more general expression of the turbulent
flame speed (in terms of the laminar flame speed and subgrid turbulence intensity) is now
being used for all simulations. Thus, the current simulation model allows the inclusion of the
effects of nonuniform turbulent flame speed on combustion instability and control. Some of
these simulations are discussed in Menon (1992a). It was found that for a long inlet duct con-
figuration (this is a configuration similar to a NWC test-rig), the inlet duct acoustics controls
the dominant mode of the pressure oscillation. It was also shown that when the inlet flow
speed was changed the frequency of the pressure oscillation is effected indicating that in
some cases, in addition to the inlet duct acoustics, a convective mode (i.e. a coupled
acoustic-vortex mode) may play a role in exciting combustion instability. This is exactly what
has been observed in many experiments, at NWC and at UC Berkeley.




Enemabe s e die, ol

I e v Armemw s

-6-

3.2. Development of a Massively Parallel LES Code

Another major development task accomplished during this research year was the imple-
mentation of the simulation code on a massively parallel processor (the iPSC/860) at NASA
Ames. This task was not in the original work plan; however, it was considered worthwhile
since processing capability of supercomputers such as the Cray is not increasing and thus, full
3D LES on these machines will be very expensive. On the other hand, the scalable nature of
the massively parallel processors provides a capability that may be more efficient for detailed
3D LES in the near future. To evaluate these types of machines, the axisymmetric LES code
was successfully implemented on the iPSC/860 and preliminary simulations have been com-
pleted. The results of these tests suggests that the current code executes with nearly the
same speed on a 32-processor iPSC/860 as on a single Cray-YMP processor. We are currently
carrying out combustion instability simulations to evaluate the performance of the new code
and to obtain data for analysis. Some results of this study will be reported soon (Menon and
Weeratunga, 1992; Weeratunga and Menon, 1992).

3.3. Acoustic Feedback Control of Combustion Instability

Simulations of combustion instability in the ramjet were carried out earlier using the
simplified subgrid and combustion models (Menon and Jou, 1991). These simulations showed
that two types of instability processes can occur. The first type (Type I) is characterized by a
small-amplitude high-frequency pressure oscillation, and the second type (Type II) involves a
large-amplitude low-frequency pressure oscillation. Both types of combustion instabilities
have been experimentally observed at NWC and CalTech. Furthermore, many of the numeri-
cally computed features, such as the levels of pressure fluctuation, the phase relation between
velocity and pressure fluctuations, and the structure of the flame, were qualitatively similar to
experimental observations.

Using the stored data for these simulations, an investigation of acoustic feedback control
technique was carried out. The experimental control system, which consists of a sensor
(microphone), a phase shifter, an amplifier and a control driver (loudspeaker), was numeri-
cally modeled. A time-delay controller which is a more general implementation of the phase-
shift controller was used for the simulations. It was shown that the control of both Type I
and Type II instabilities in the ramjet can be successfully accomplished using this closed-loop
system. A significant decrease in the pressure fluctuation levels occurs when the control is
used. It was shown that with active acoustic feedback control, the pressure oscillation level
can be brought down to the level seen in cold flows. It was also shown that the instability
returns to its original form when the control is turned off.

The control also appeared to be effective for different values of time-delays between the
sensor and the control signals, indicating that this is not an “anti-sound” approach (which
would require a specific phase relation between the sensor and control signals). The success
of different time-delays in suppressing the instability was similar to the observations made at
NWC using different phase shifts. The results also showed that not all time-delays will pro-
vide control. This is again similar to the observations made in the experiments. By careful
parametric analysis of the numerical simulations, a criterion for achieving control using acoustic
feedback was determined. It was shown that as long as the cross-correlation between the sensor
(microphone) and driver (loudspeaker) signals remained negative, the control technique will
succeed and when the cross-correlation becomes positive, the control will fail. The results of the
acoustic feedback control studies were described in a series of papers (Menon, 1990; Menon,
1991 and Menon, 1992a) which are included in Appendix A.

3.4. Secondary Fuel Injection Control of Combustion Instability

Another active control strategy that is being studied is the introduction of additional
premixed fuel at some chosen location. Earlier experiments have shown that this approach is
quite effective in suppressing combustion instability and may in fact result in an increase in
thrust. Also, such a controller is probably more practical for realistic combustors since,



e A e A i

.7.

acoustic drivers may not survive in hot environments. Only simplified control systems have
been investigated so far to first understand the behavior of the instability when additional
heat release occurs. These controllers employed steady injection, pulsed injection or injection
with a fixed time-delay. These controllers can be considered simplification of a general con-
troller (which employs a dynamically varying time-delay) that is now being investigated.

The location used for injecting the secondary fuel is in the inlet upstream of the dump
plane. This is similar to the approach taken in earlier experiments at Cambridge University.
It is also somewhat similar to the NWC fuel modulation approach since one of the effects of
secondary fuel injection in the inlet is a modification of the inlet duct boundary layer. The
net effect of this approach is a modification of the total mass flow rate of the fuel into the
combustor and thus a modification of the associated heat release. The results of these studies
are described in a series of papers (Menon, 1991, 1992b, 1992¢).

The secondary fuel injection control technique resulted in some interesting behavior that
gives a physical insight into the mechanism of the instability and the effect of secondary heat
release. In the short inlet configuration studied earlier (using the constant flame speed
model), it was found that when the control is only partially effective, although the amplitude
is reduced, the source of the oscillation is uneffected but when the control is very effective,
not only the amplitude is reduced drastically, the source of the oscillation also is changed.

When secondary fuel injection control technique was used in the long inlet configura-
tion, two important behavior was uncovered. In the case when the inlet duct acoustics was
controlling the instability, the control results in reduction of the pressure fluctuation level
from the original 30 percent to around 15 percent, but the frequency remained uneffected.
This showed that inlet acoustics is still driving the instability. In the case when a convective
mode of oscillation was occuring, the injection control again reduced the pressure level from
the original 30 percent to 15 percent, but now, two new low frequencies appears in the oscil-
lation. It appears from the preliminary analysis that the lower new frequency is related to the
convective component while the higher one was again the inlet duct acoustic mode.

The behavior of the instability seen in these simulations are in remarkable agreement
with recent observations at NWC. For example, in their recent study, when one mode was
controlled additional modes of oscillation was excited. Control of both modes of oscillation
appears to require a dual-mode controller. We are also now investigating a dual-mode,
dynamically adjusting controller for our simulations so that when a new mode of oscillation
appears the controller will automatically adjust for the change. The results of these studies
will be reported in the future.

4. SIGNIFICANCE OF THE ACCOMPLISHMENTS

The development of a numerical simulation tool to study complex and realistic
phenomena such as combustion instability in a ramjet is a major accomplishment in computa-
tional research. The development of a massively parallel LES code is also a major develop-
ment in CFD since, so far, no one has yet addressed the potential of parallel computing for
unsteady combustion. Results obtained so far indicate that active control techniques can be
studied using such a simulation code. The study of acoustic feedback control has resulted in
the determination of a criterion that can be used to judge whether control will work or not. If
further experiments of acoustic feedback control are planned it would be worthwhile to find
out if this criteria can be used to develop an automatic controller that would work for a wide
range of operating conditions. The secondary fuel injection control approach will be the
major focus of the next year study. The results obtained so far has clearly shown that many
of the important features of the instability seen in the experiments have been captured in the
simulation. The effect of control is also quite similar to that seen in the experiments. Further
research using theoretical considerations are planned to provide some insight into the details
of the instability process and its control that cannot be determined experimentally.




5. WORK PLAN FOR THE NEXT TWO YEARS

The research will be continued for the next two years at Georgia Tech, where the princi-
pal investigator is becoming an Associate Professor. There are three major objectives for the
rest of this program:

[1] Use theoretical considerations to analyse the simulation data to determine a fuel injec-
tion controller

[2] Simulation and Active Control Studies on the iPSC/860
[3] Full Three-Dimensional Simulations of Combustion Instability and Active Control

[1] Use theoretical considerations to analyse the simulation data to determine a fuel injection con-
troller

Since it is computationally expensive to carry out a series of simulations to train a con-
troller (as done experimentally), it is planned to address the active control techniques from a
theoretical standpoint. Some work in that direction has already started (Menon and Yang,
1993). In this approach, the simulated instability signals will be used in a theoretical model
for combustion instability developed by Vigor Yang to determine the stability margin required
for controller. The theoretically derived controller will then be used in the simulation. Since
the theory neglects some important nonlinear features, further finetuning will be required;
however, it is hoped that only a few training simulations will be required to develop a robust
controller. If this approach succeeds, then a strong theoretical/numerical capability would
become available that could be used for active control studies.

(2) Simulation and Active Control Studies on the iPSC/860

Since the current code is operationzl on the iPSC/860, most of the next two years
axisymmetric simulations are planned on the parallel machine. Further development of the
LES model to account for flame curvature and local extinction will be incorporated and tested
on the Cray, and then ported on to the iPSC/860.

(3) Full Three-Dimensional Simulations of Combustion Instability and Active Control The full 3D
code is now ready and we have received sufficient time on the Cray-YMP to carry out a lim-
ited number for full 3D simulations. The goal of this study is to evaluate the importance of
three- dimensionality on the evolution of the coherent structures and on the combustion insta-
bility. Since the computational cost of 3D LES is quite extensive, active control studies will be
considered only after the controller has been successfuly demonstrated on the axisymmetric
code and only if sufficient computer time is available. From practical standpoint, full 3D LES
may be more economically feasible on the iPSC/860; however, porting the 3D code on to the
parallel machine will require a major effort and will have to wait availability of further
resources.
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ABSTRACT

A large-eddy simulation model has been developed to study combustion instability in a ramjet
combustor. A thin-flame model for premixed combustion is employed in the numerical scheme, which
explicitly uses the local turbulent flame speed in the governing equation. Combustion instability in
the ramjet has been numerically simulated. Two types of instability are observed: a small-amplitude,
high-frequency instability and a large-amplitude, low-frequency instability. Both such instabilities
have been experimentally observed, and Mom computed flow features are in good qualitative agree-
ment with experimental observations. The information obtained from these simulations has been used
to develop an active control strategy to suppress the instability. Control of both types of combustion
instability was successfully achieved using the acoustic feedback technique, and the control could be
used to turn the instability on and off. The control is effective over a range of time delays, and the
pressure fluctuation levels in the combustor are significantly reduced when active control is used.

1. INTRODUCTION

Combustion instability in a ramjet engine is an extremely complex phenomenon involving non-
linear interactions among acoustic waves, vortex motion, and unstecady heat release. Typically, the
instability manifests itsclf as a large-amplitude pressure oscillation in the low-frequency range (100-
1000 Hz). This instability is related to longitudinal acoustic waves and is the most difficult to control.
When the amplitude of the pressure oscillation reaches some critical limit, it can result in system
failure, either by causing structural damage due to fatigue or by causing an engine “unstart,” which
occurs when the shock in the inlet duct can no longer be stabilized downstream of the choked inlet
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throat and is expelled to form a bow shock ahead of the inlet. This phenomenon of engine unstart is a
serious technical problem encountered in a ramjet engine. In recent years, both experimental (e.g.,
Schadow et al, 1987, 1990; Gutmark et al, 1989, 1990; Smith and Zukoski, 1985; Sterling and
Zukoski, 1987; Hedge et al, 1987) and numerical (¢.8., Menon and Jou, 1987, 1990, 1991; Jou and
Menon, 1987, 1990; Kailasanath et al., 1989) investigations have been carried out to determine the
mechanism of the combustion instability. Attempts to control combustion instability using both pas-
sive and active control techniques have also been carried out in the past (see Culick, 1989, for a
review), Passive control methods that typically involve structural (ie, geometrical) modifications
have proven insufficient for controlling the low-frequency instability. Recent experimental studies
(c¢.g., Poinsot et al.,, 1987; Langhorn: <t al., 1990; Schadow et al., 1990; Gutmark et al., 1990) suggest
that the use of active control techniques may be a more effective approach for controlling the combus-
tion instability in a ramjet. This paper discusses a8 study of active control techniques using large-cddy
simulations (LES).

2. THE SIMULATION MODEL

The simulation mode! used in this study was developed through a series of numerical experiments
starting with cold flow studies (Menon and Jou, 1987, 1990; Jou and Menon, 1987, 1990) and cul-
minating in the simulation of combustion instability (Menon and Jou, 1991). The equations solved in
this model are the full compressible Navier-Stokes equations formulated in an axisymmetric coordi-
nate system. The numerical technique is an unsplit, second-order-accurate, finite-volume scheme
based on MacCormack’s method and is described elsewhere (Menon and Jou, 1987, 1990). The ram-
jet combustor modeled in these studies consists of an axisymmetric inlet duct connected to an axisym- .
metric dump combustor by a sudden expansion. A convergent-divergent nozzl: ‘s attached down-
stream of the combustor. Figure 1a shows the typical ramjet configuration used in these studies.

2.1 The Numerical Model

The details of the numerical model and the validation studies have been described elsewhere
(Menon and Jou, 1987, 1990; Jou and Menon, 1987, 1990) and will not be repeated here. However,
some pertinent issues related to the implementation of the numerical boundary conditions are
reviewed here,
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For the spatially developing flow problem studied here, the inflow and outflow boundarics are
computational boundaries. The implementation of proper inflow/outflow conditions is very important
to easure that no spurious (numerical) acoustic waves are generated. The ramjet is modeled here with
a convergent-divergent nozzle attached downstream of the combustor, as in a real operating ramjet
engine. The flow through this nozzle is choked, and the outflow at the downstream computational
boundary is supersonic. Since at a supersonic outflow all characteristic waves (i.c., the acoustic waves,
the entropy wave, and the vorticity wave) are outgoing, the imposed boundary conditions will not
affect the interior flow field.

For the ramjet configuration shown in Figure 1a, subsonic inflow conditions are employed. These
inflow conditions are similar to the conditions used in some of the experiments (e.g., Gutmark et al.,
1989). Numerically, at the subsonic inflow three boundary conditions (the stagnation pressure, the
stagnation temperature, and the local flow inclination) are specified corresponding to the three incom-
ing characteristics (ic., the vorticity wave, the entropy wave, and the right-running acoustic wave).
The characteristic variable carried by the outgoing acoustic wave is determined by solving the per-
tinent decoupled interior characteristic equation. The spplication of these boundary conditions
implies a certain "impedance” condition. Earlier, the characteristics of the current impedance condi-
tion were examined by a linearized analysis, and the condition was proven to be of the damping type.
Thus, pressure disturbances reaching the inflow boundary will not be amplified.

In a realistic ramjet combustor, the upstream impedance condition is provided by the inlet shock,
which under stable conditions resides downstream of the inlet throat. Thus, to simulate flow in a real-
istic ramjet combustor, the inlet nozzle must be included in the computational domain. Figure 1b
shows a full ramjet configuration with & 320x64 grid distribution (only every other grid line is shown),
which was used to discretize the computational domain. In such s ramjet geometry, the inflow is
supersonic and all characteristics are incoming. Thus, all conditions can be specified. The supersonic
inflow slows to a sonic condition (chokes) at the inlet throat and becomes supersonic again for a short
distance downstream of the throat. Further downstream, the flow becomes subsonic due to the inlet
shock. It has been noted earlier (¢.g., Bogar and Sajben, 1979) that the flow oscillations downstream
of the shock in the inlet diffuser may participate in the flow oscillations in the combustor. The shock
also undergoes longitudinal oscillations that can, under some circumstances, become large-amplitude
oscillstions, resulting in the engine unstart phenomenon described earlier.
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The full ramjet engine is currently being numerically modeled in a new study. Although a detailed
analysis of this study will be presented in the future, some results are shown in Figure 2 to demon-
strate the feasibility of modeling realistic flows in the full ramjet. Figure 2a shows a time sequence of
vorticity contours during cold flow in a full ramjet engine. Figure 2b shows the typical Mach contours
in the combustor. For this simulation, the shock undergoes oaly a small-amplitude oscillation about its
stable location in the inlet diffuser. Analysis of the flow field indicates that the boundary layer on the
inlet duct wall undergoes unsteady separation downstream of the inlet shock. This separated shear
layer rolls up into coherent vortical structures, as seen in Figure 2a. The boundary layer sometimes
reattaches on the inlet duct wall before finally separating at the dump plane. Downstream of the
dump plane, this separated shear layer also undergoes vortex rollup, as seen in earlier cold flow stu-
dies (Menon and Jou, 1990). Complex vortex motions and merging processes are observed in the
combustor as a consequence of the boundary layer separation in the inlet duct and the shear flow in
the combustor. Many of the flow features observed during this simulation (and in other simulations
not shown here) are in good qualitative agreement with the observations by Bogar and Sajben (1979).
Currently, combustion is being initiated in the full ramjet, and the results will be reported in the
future.

The results presented here are for the test configuration shown in Figure 1a, in which combustion
instability has already been numerically simulated (Menon and Jou, 1991). The active control of the
instability will be the focus of this paper.

2.2 The Combustion Model

To simulate combustion instability, an accurate evaluation of the chemical heat release is required.
In particular, the amount of heat release and its time-dependent spatial distribution must be accurately
computed. In a recent study (Menon and Jou, 1991), a thin-flame model (Williams, 1985; Kerstein et
al, 1988) was incorporated. In this model, the local turbulent flame speed up appears explicitly and is
determined as a function of the laminar flame speed u; and the local subgrid turbulence intensity »’
using the renormalization group (RNG) theory mode! of Yakhot (1989). The effects of detailed chem-
ical kinetics are contained in the laminar flame speed, and a progress variable G is defined which is
governed by the conservation equation

2+ emlG = = puy 9G] W
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where u, represents the fluid velocities, G = 1 for the fuel mixture, and G = 0 for the combustion pro-
duct.

The turbulent flame speed uy is given by the RNG model as

yr i

The chemical heat release is a function of G and the specific chemical energy of the fuel mixture.
The chemical energy of the mixture is included in the formulation by specifying the specific enthalpy
h of the mixture in the energy equation as A = C,T + & G. Here, h; is the heat of formation of the
premixed fuel, C, is the specific heat of the mixture at constant pressure, snd T is the temperature.
The heat of formation of the fuel determines the amount of heat released during combustion and thus
is a function of the equivalence ratio for a given fuel. The product temperature T, can be estimated
for a given heat of formation for the fuel by the relation &, = C/(T, — Ty,), where T, is ue fuel
temperature at the inlet,

Due to the explicit appearance of the local flame speed in Equation (1), the amount of heat release
does not depend on the computed internal structure of the flame. Even when numerical diffusion
broadens the flame, the flame speed is not severely affected. The effect of numerical broadening was
discussed earlier (Menon and Jou, 1991), and it was shown that numerical diffusion does not signifi-
cantly affect the dynamics of the flame propagation. The model, as currently implemented, does not
include flame broadening and flame extinction phenomena. These effects will have to be included
eventually to generalize the combustion model.

2.3 The Subgrid Model

In s practical ramjet device, the Reynolds number of the flow is extremely high. Large-eddy simu-
Iations of such s flow would require a validated subgrid model; however, subgrid models for compres-
sible flows have just begun to be investigated (eg, Yoshizawa, 1986; Speziale et sl, 1988). At
present, it is not clear what would be an appropriate subgrid model for flows such as those in a ramjet
combustor. It is, apperent, however that to close the combustion model described in Section 2.2, the
subgrid turbulence imtensity must be determined. Therefore, for the present application, a one-
equation model for the subgrid turbulent kinetic encrgy is being investigated; this model is an exten-
sion of the Schumana's model (cg., Schmidt and Schumana, 1989). With such & model, the subgrid
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- turbulence intensity in Equation (2) can be directly computed, and the subgrid stresses can be
modeled.

At present, this model is still undergoing evaluation. Many issues still need to be resolved; these
issues include, for example, the type of fiitering to be used, the effect of variable grid distribution, the
near-wall modifications to the eddy viscosity (e.g., Piomelli et al,, 1989), and the proper closure for the
Leonard and cross terms so that the filtered equations maintain Galilean invariance (c.g. Speziale,
1985; Germano, 1990).

Since a validated subgrid model is currently unavailable, all simulations carried out so far were for
flows in a moderate Reynolds number range. This is considered a first step towards understanding
the complex physical processes involved in the ramjet combustor. To model the dissipative effects of
the subgrid turbulence, a constant eddy-viscosity model is employed. This eddy-viscosity is chosen to
be the laminar dissipative coefficient at the reference temperature and can be viewed as a simple
subgrid model, as noted by Ferziger and Leslie (1979). A uniform value of the subgrid turbulence
intensity is also used; typically, this value is a small percentage of the reference velocity. Some impor-
tant physical propertics, such as the spatial nonuniformity of subgrid turbulence and its effect on the
local flame speed and the amount of heat release, are not included at present. However, as shown ear-
lier (Menon and Jou, 1991), the major qualitative interactions between the large-scale vortex struc-
tures and the combustion heat release have been captured by the present simulation model. The
effect of nonuniform subgrid turbulence on the turbulent flame speed and on combustion instability
will be included once the subgrid model has been fully implemented.

3. SIMULATION OF COMBUSTION INSTABILITY

The details of the simulation of combustion instability in a ramjet combustor are described else-
where (Menon and Jou, 1991). The present focus is on active coatrol of the numerically simulated
combustion instability. Before describing the control studies, however, some important features of the
computed instability are reviewed in this section.

In general, combustion instability in & combustor depends upon various perameters such as the sys-
tem geometry, the flow parameters, the fuel type, and the equivalence ratio. In the earlier study
(Menon and Jou, 1991), in addition to the flow parameters (cg., the Mach pumber M and the Rey-
polds sumber Re) and the geometrical parameters (e, L, L, Aya/A" ; sce Figure 1a), two important
thermochemical parameters were identified. One is ¢ = 7,/T, , which is the ratio of the product
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temperature T, to the stagnation tempersture T, ; the other is o = up/u,y , which is the ratio of the
characteristic flame speed up to the characteristic reference velocity u.y. For a fixed fuel mixture, ¢
can be related to the equivalence ratio ¢, and o can be related to the chemical kinetic rate and the
level of subgrid turbulence. The effects of varying the geometrical parameters, the ratio between the
inlet and throat areas (4../4"), and the thermochemical parameters ¢ and o have been studied
(Menon and Jou, 1991). It was determined that increasing o, with the other parameters held fixed,
excites the large-amplitude, low-frequency pressure oscillations typical of combustion instability in a
ramjet. This instability was also excited when the area ratio A.u./4* was increased. The area ratio is
increased by reducing the nozzle throat area A®. This decreases the inlet mass flow rate and reduces
the inlet mean flow velocity u,, . Thus, the effect of increasing the area ratio can be interpreted as an
increase in the effective thermochemical parameter 0* = up/fu, = o(u,¢/u,). This appears to indicate
that o™ may be a more general thermochemical parameter than o.

Two simulations described in this section showed two different types of combustion instability: a
small-amplitude, high-frequency combustion instabdility (Type I) and a large-amplitude, low-frequency
combustion instability (Type II). Both types of instability have been observed in various experimental
studies (c.g., Smith and Zukoski, 1985; Sterling and Zukoski, 1987; Schadow et al, 1987). Detailed
analyses of these simulations have been described elsewhere (Menon and Jou, 1991). However, to put
the results of the active control studies into perspective, a brief description of the pertinent features of
the combustion instability is given in this section.

For all the simulations discussed in this paper, the reference Reynolds number and the reference
Mach number were held fixed at Re = 10,000 and M = 0.32, respectively, based on the inlet duct
diameter and the reference velocity of u,y = 100 m/sec. A grid resolution of 256x64 was used for all
the simulations, with the grid clustered in regions where high gradients are present, such as the boun-
dary layer and the separated shear layer. For this grid resolution and the chosen Reynolds number,
structures of the order of the boundary layer thickness could be resolved in the flow field (Menon and
Jou, 1990). The thermochemical parameters # and o were also held fixed at ¢ = § and ¢ = 0.05. For
# = 5, the product temperature T, was 1500 K. All system (gcometrical) parameters, such as H, L,
and L, were held fixed for both simulations except for the area-ratio parameter Ay /4", which was
increased from 1.05 for the Type 1 instability simulstion to 1.20 for the Type Il simulation. This
results in an increase in the thermochemical parameter ¢® from 0.042 to 0.048. In the following sec-
tions, some pertinent features of the Type I and Type II combustion instabilities are briefly described.

TP-276/02-91 7
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3.1 Small-Amplitude, High-Froqueacy Instability (Type I)

In a Type 1 combustion instability, the pressure oscillations initially show a large-amplitude, low-
frequency oscillation that eventually decays so that a high-frequency oscillation at around 935 Hz
dominates the pressure field. The peak-to-peak level of the high-frequency pressure fluctuation is
around 15 percent of the mean pressure, as shown in Figure 3a. This level is around three times higher
than that observed in earlier cold flow studies (Menon and Jou, 1990). Note that although the fluctua-
tion level is small, it is by no means insignificant for s reslistic ramjet combustor and may be suffi-
cient to expe! the inlet shock.

Flow visualization shows that the shear layer separating st the rearward-facing step rolls up into
vortices; further downstream, these vortices undergo pairing, as observed in earlier cold flow studies.
The flame front initially resides along the high shear region in the shear layer, and as the vortex
rollup/pairing process occurs, the flame is entrained into the vortical structures. The typical flame
structure and vorticity field distribution for this simulation is shown in Figures 3b and 3c. For com-
parison, an experimental visualization by Smith and Zukoski (1985) of premixed combustion in a
two-dimensional combustor is shown in Figure 3d. Both the numcrical and experimental visualization
show qualitatively similar vortical structures in the shear layer.

Classical considerations using the Rayleigh criterion have been used in the past (c.g., Sterling and
Zukoski, 1987; Hedge et al.,, 1987) to demonstrate that the unsteady fluctuations in heat release should
be in-phase locally with the pressure fluctuations for the instability to occur. A local Rayleigh param-
eter R(X, ¢) is defined such that

R®) = %{q'(r. 'R, )t 3)

where T is the time period and ¢'(%, 1) and p'(X, ¢) are the unsteady heat release term and the pres-
sure fluctustion, respectively. When R(X) is positive, local amplification of the instability occurs.
When R(X) is integrated radially, one obtains R(x), which is the axial varistion of the Rayleigh
perameter. Alternatively, if R(X, 1) is integrated in both the axial and radial directions, a volume-
averaged parameter R(¢) is obtained, which represents the time-dependent state of the combustion
process in the combustor. If R() is further integrated in time, a global Rayleigh parameter R*® is
obtained. ’
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Both R(x) and R(1) in the combustor were cvaluated for this simulation. Figure 4a shows the
time-dependent variation of the volume-averaged Raykeigh parameter R(¢) normalized by R* for two
cycles of the high-frequency pressure fluctuation. Also shown is the normalized pressure fluctuation
(Ap/p) at the base of the step for this simulation period. This figure shows that during the high-
frequency oscillations there are periods of time when the combustion process is damped. If we
assume the pressure fluctuation shown in this figure is representative of the volume-averaged unstcady
pressure ficld (an assumption that is strictly not valid since the amplitude and phase of the high-
frequency oscillation are not constant in the combustor), then to obtain the observed variation in the
Rayleigh parameter, the unsteady heat release term (Ag) should have a variation as sketched in Figure
4a. This indicates that the unsteady heat release fluctuations occur at a much higher frequency than
the pressure fluctuation during the Type I instability. Figure 4b shows the axial variation of the Ray-
leigh parameter R(x)/R™ for the time period shown in Figure 4a. Although the combustion instability
is globally amplified, there are regions in the combustor where it is locally damped. The instability
appears to be strongly amplified in the diffuser region where the vortices in the shear layer impinge
on the wall. A similar amplification of the instability in the vortex impingement region was observed
in experimental studies (Sterling and Zukoski, 1987).

3.2 Large-Amplitude, Low-Frequency Instability (Type II)

In a Type I1 combustion instability, the pressure fluctuations show a large-amplitude, low-
frequency oscillation with peak-to-peak levels around 50 percent of the mean pressure, as shown in
Figure 5a. The oscillation rapidly reaches a limiting cycle and shows a type of pressure signature that
is typical of that observed during combustion instability. The flame propagation, however, is quite
different from that observed during a Type I instability. A large hooked-flame structure propagates
through the combustor at a low frequency, and associated with this flame is a large mushroom-shaped
vortical structure. The combined vortex/flame structure propagates through the combustor at the
same low frequency. Spectral analysis has shown that the dominant mode of oscillation is occurring at
s frequency of sround 166 Hz. The amplitude and phase of the pressure oscillation at various loca-
tions in the combustor were nearly the same, indicating that this pressure oscillation is similar to the
bulk-mode oscillation observed in some experiments. ‘ ‘

A typical flame structure and vorticity contour field are shown respectively, in Figures 5b and Sc.
For comparison, the experimental visuslization of Smith and Zukoski (1985) is shown in Figure 5d.
Further analysis was carried out by Menon sad Jou (1991), and it was shown that many
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characteristics of Type II combustion instability, such as the pressure and velocity fluctuation levels,
the phase relation between the pressure and velocity fluctuations, and various features of the
vortex/flame structure propagation, qualitatively agreed with experimental observations.

The Rayleigh criterion for this instability was also computed. Figure 6a shows the variation of
R(1)/R™ and the pressure fluctuation at the dump plane for one period of the low-frequency oscilla-
tion. During the Type II instability, the pressure amplitude and phase are nearly the same throughout
the combustor, and thus the pressure fluctuation shown in Figure 6a can be considered to represent
the volume-averaged pressure field in the combustor. Figure 6a shows that during the low-frequency
oscillation there are two time periods during which the combustion process is locally damped. Again,
this is due to a phase difference between the pressure fluctuations and the unsteady heat release term,
as shown in Figure 6a. However, unlike the Type 1 instability case (Figure 4a), the fluctuation in the
heat release term appears to be occurring at the same low frequency as the pressure fluctuation. The
spatial variation of the Rayleigh parameter, R(x)/R*, is shown in Figure 6b. As seen during the Type
I instability (Figure 4b), the combustion process strongly drives the instability near the vortex
impingement region in the diffuser. Figure 6b also shows that there is a region near the dump plane
where the combustion process is locally damped. In contrast, during Type 1 instability (Figure 4b)
multiple regions in the combustor show local damping of the instability.

4. ACTIVE CONTROL OF COMBUSTION INSTABILITY

Using the stored data for these two simulations, a new study was initiated to investigate techniques
for controlling both types of instabilities. Experimentally, various approaches are being considered.
In general, active control strategies fall in three categories: control using acoustic feedback (c.g., Lang
et al., 1987; Poinsot et al, 1987; Gutmark et al, 1990; Schadow et al, 1990); control by unsteady
modification of the inlet mass flow rate (c.g., Bloxsidge et al., 1988); and control by manipulation of
the unsteady heat release in the combustor (c.g., Langhorne et al, 1990). Each of these methods has
shown promise in laboratory tests. In this paper, the focus of the numerical experiments is the study
of active control using acoustic feedback. Some results of active control using secondary fuel injec-
tion were recently presented (Menon, 1991).
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4.1 Acoastic Feedback Control

Active control through acoustic forcing was demonstrated earlier by Lang et al. (1987) and Poinsot
et al (1987). The latter study showed that this technique provided the capability of turning the insta-
bility on or off at will, thereby providing s means to study the transient behavior. It was also shown
that the power required for control was quite small and that control can be achieved over a wide
range of phase differences. This indicates that the control technique is not an anti-sound approach,
which would have required a specific phase relation. Recent studies (e.g., Schadow et al, 1990) have
further demonstrated that acoustic feedback control of the combustion in a dump-combustor confi-
guration is possible.

A typical acoustic feedback system used in the experiments involves a loudspeaker/microphone
system in the active control loop. In this technique, the pressure signal is sensed at some chosen loca-
tion using a microphone (or pressure transducer). The signal is analyzed, phasec-shifted (or time-
delayed), amplified, and then fed back at some other chosen location using a loudspeaker (see Figure
1a). Here, a similar technique has been studied numerically. To account for the effect of time delay
in the control system, a control signal was chosen such that

Po(t) = Ga pusc (t—1) 4)

where the amplification parameter Ga = A,—?— with 4, a constant (typically, 4, = 0.2, unless other-
Pwic

wise specified). Here, p indicates the time mean value of the pressure, and the prime indicates
unsteady fluctuation. Also, the subscripts sp and mic denote, respectively, the loudspeaker and the
microphone. Once the acoustic pressure is determined by Equation (4), the axial acoustic velocity u,,’
generated by this pressure fluctuation at the loudspeaker surface is determined by using the acoustic
relation u, =p,’/pc. No transverse scoustic velocity fluctuations are assumed to occur (ic.,
ve = 0). Here, pand c are the unperturbed mean deasity and the speed of sound, respectively. Once
Pe 80d u,’ are determined, the pressure and velocity boundary conditions at the speaker surface
DECOME Py = Fop + Py 880 My = u,,’, Vo = 0, respectively. The other boundary conditions at the
loudspeaker surface are obtained by modeling the speaker surface as an adiabatic, noncatalytic sur-
face (ien £L = 0 and £€ = 0, where n ia the sormal direction). Typically, ten grid points along the

base of the step were used to model the loudspeaker surface. The parameter r is a specified time
delay between the signal recorded by the microphone and the control signal used to drive the

TP-276/02-91 1




- =

loudspeaker. In the simulations, the time delay /7, where T is the time period of the oscillation (
T » 1,07 msec for a Type I oscillation and T ~ 6.02 msec for a Type 11 oscillation), is specified prior
to initiation of the active control. The time delay is chosen by analyzing the uncontrolled pressure
signals in the simulations computed earlier; once chosen, the time delay is held constant for the entire
duration of the control simulation. The effects of using different time delays have been investigated,
and the results of these simulations are discussed below.

42 Active Control of Type I Instability

During a Type I instability, the pressure fluctuation at the basc of the step shows a peak-to-peak
level of around 15 percent of the mean pressure, as shown in Figure 3a. For reference, a short time
interval of the pressure fluctuation is shown again in Figure 7a. A control system as shown in Figure
1a and the control law as given by Equation (4) were chosen for the study. Cross-correlation analysis
of the uncontrollqd pressure fluctuations at the microphone and speaker locations was carried out.
The result is shown in Figure 7b. This figure shows that, for r/T" & 0, the pressure fluctuations at the
two locations arc nearly perfectly negatively correlated. This indicates that a time delay close to zero
should be effective. Figure 7c shows the pressure fluctuations at the base of the step with active con-
trol using r/T = 0.03. Clearly, the controller is quite effective; within two cycles of oscillation, it
reduces the peak-to-peak pressure fluctuation level from 15 percent to less than 4 percent of the mean
pressure. A 4 percent peak-to-peak fluctuation in this combustor is about the same level as seen dur-
ing cold flow simulations (Menon and Jou, 1990).

Figure 7d shows the pressure signal at the dump plane with another time delay of +/T = 0.15 used
for the control. The control is quite effective in this case as well, with the peak-to-peak pressure fluc-
tuation level again decreasing to around 4 percent of the mean pressure. This figure also shows the
effect of turning off the control at a later stage. The pressure fluctuation quickly recovers to the levels
observed earlier with no control. Note that for r/T = 0.15, the correlation coefficient is still negative.
This suggests that for a chosen time delay, if the correlation between the pressure signals from the
microphone and loudspeaker locations is megative, then the control may be effective. This would
imply that there may be a range of time delays for which coatrol of the instability is possible. A simi-
lar observation was made in a recent experimental study (Schadow et al, 1990). In their test rig, the
control was most effective within & specific phase range of 250 to 330 degrees.
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That such an effectiveness range in terms of time delay exists can be ascertained from the simula-
tions by comparing the simulation shown in Figure 7¢ with the earlier simulations (Figures 7¢ and 7d).
Figure 7¢ shows the pressure signal using active control with 4, = | and a time delay of 7/T = 0.5.
For this chosen time delay, the correlation coefficient is strongly positive, as can be seen in Figure 7b.
It appears that in this case the control signal has only a small effect on the high-frequency oscillation,
and the peak-to-peak fluctuation level is not reduced.

The study described above showed that using a fixed time delay for the control signal was quite
effective in reducing the pressure fluctuation level, provided the time delay was properly chosen.
Cross correlations between the pressure fluctuations at the microphone and speaker locations during
active control were also carried out for the simulations described above. Figures 8a arnd 8b show the
cross correlation for the simulations shown in Figures 7c and 7d, respectively. For the chosen time
delays, /T = 0.03 (Figure 8a) and r/T = 0.15 (Figure 8b), the correlation coefficient remai- ; negative
during active control. For the case where control was incffective witu ¢/T = 0.5 (Figure 7¢), the

correlation coefficient remains positive during control ‘not she'wn).

Flow visualization of the flame propagation during .ct: -¢ control showed that the flame structure
does not change in any significant manner .Jrom the structure seen in the uncontrolled case (Figure
3b). Spectral analysis of the pressure fluctuation in the combustor showed that as the control becomics
effective, the dominant frequency increases from 935 Hz to around 1.2 kHz. When the control is

turned off, the frequer. , drops back to the -riginal value,

Ia some experimental st. lies (¢.g., Schadow et al, 1990; Wilson et al, 1991), the sensor (micro-
phone) was located approximately one step height downstream of the dump plane, due to the restric-
tions imposed by the test rig configuration. To numerically determine the effect of sensor location on
the control ¢. sctiveness, simulations were performed with the sensor located one step height down-
stream of the dump plane as in the experiments (location ¢, Figure 1a). Using cross-correlation data
(not shown here), a time delay of ¢/T = 0.3 was chosen, for which the correlation was negative. Fig-
ure 9a shows the pressure signal for this case. Comparison with Figures 7¢c and 7d shows that, for this
time delay, control of the pressure fluctuation is again achieved, with the peak-to-peak level dropping
to less than § percent of the mean pressure. The importance of a proper choice of time dehyiug.ain
demonstrated by carrying out another simulation with a time delay of v/T" = 0.15, for which the corre-
Iation coefficient is slightly positivc. Figure 9b shows the result of this simulation. Although the pres-
sure fluctuation Jevel drops from the 15 percent uncontrolied level to around 5 percent ,of the mean

TP-276/02-91 13



pressure, comparison with Figure 9a shows that for this time delay the control was less effective.

4.3 Active Coatrol of Type II Instablility

The active control strategy employed for the control of a Type I instability was then applicd to a
Type I instability. A typical time trace of the uncontrolled pressure fluctuation at the base of the
step during this instability is shown in Figure 10a. Cross correlation between the pressure signals
from the dump plane and the diffuser location & showed that s peak negative correlation occurs
around r/T = 0.5. This is shown in Figure 10b. Thus, it was expected that the control signal using a
time delay of #/T = 0.5 would be effective. Figure 10c shows the pressure signal with the active con-
trol system turned on with r/T = 0.5 for the same time period as in Figure 10a. It is clear that the
control strategy was quite effective in reducing the pressure fluctuation levels. In fact, the peak-to-
peak level of oscillation, which was around 50 percent of the mean pressure for the uncontrolled case
(Figure 10a), is now reduced to almost 4 percent (Figure 10c); this level is about the same as that
achieved for the Type 1 instability. As seen in the figure, the control does take a certain amount of
time (roughly equivalent to two periods of the low-frequency oscillation) to become effective. In
another simulation (not shown), the control was turned on carlier, at around ¢ = 0.13 msec (see Figure
5a), to determine if the controller is more effective if the low-frequency oscillations have not been
established. It was determined (Menon, 1990) that in this case, the peak pressure level reached in the
combustor is reduced, thereby increasing the effectiveness of the control system. Increasing the gain
parameter 4, also reduces the overall time to achieve control, as described in Menon (1990). The
effect of turning off the control is illustrated in Figure 10d, which shows the pressure signal after the
control signal was turned off at the end of the simulation shown in Figure 10c. Although it takes a
finite amount of time, the Type Il instability does return.

Another simulation was carried out with a time delay of /T = 0.03 between the sensor and con-
trol signal. In this case, cross correlation of the original signals (Figure 10b) indicates a strong positive
correlation. Figure 10¢ shows the pressure signal for this control case; clearly indicating that the con-
trol is quite poor; however, it is interesting to note that the pressure fluctuation level does decrease
slowly. Also shown in this figure is the computed Rayleigh parameter, R(t)/K™®, and the projected
varistion of the unsteady heat release term. The Rayleigh parameter also decreases slowly, indicating
that although the control is poor, it has & damping effect on the pressure oscillation.
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The Rayleigh parameter for the case when control is effective (with r/T = 0.5) shows quite dif-
ferent behavior. The time variation of the Rayleigh parameter and the pressure fluctuation at the
dump plane for such a case is shown in Figure 10f. The Rayleigh parameter indicates that the oscilla-
tion is still being driven during the carly period of the control; as the control becomes effective, how-
ever, the Rayleigh parameter becomes very small, indicating that the instability is being damped.

The propagation of the vortex/flame structure seen in the uncontrolled case (Figure 5b) is also
changed drastically, with the flame structure now taking a shape similar to that observed during the
Type 1 instability simulation (Figure 3b). A typical flame structure in the combustor during control of
the Type 11 instability is shown in Figure 11a, corresponding to the time shown in Figure 10c. When
the control is turned off, the large-amplitude, low-frequency oscillation reappears (Figure 10d) and the
flame structure begins to return to the large hooked shape seen in Figure 5b. This is shown in Figure
11b (corresponding to the time shown in Figure 10d). When control is turned on, the vortex structure
in the shear layer changes from the large structure seen during instability (Figure 4c) to the relatively
smaller vortices in the shear layer similar to those shown in Figure 3b. The vortex motion in the shear
layer with active control is shown in Figure 11c. Subsequently, when the control is turned off, the
amalgamation of the vortices in the shear layer into the large vortex reoccurs as the instability begins
to reestablish in the combustor.

Spectral analysis of the pressure fluctuation in the combustor both with and without active control
(Figures 10c and 10d, respectively) was carried out. When the control is first turned on, the dominant
166 Hz oscillation frequency increases to 175 Hz, but as the control becomes effective and the pres-
sure fluctuation level drops, only a high-frequency fluctuation at around 1.2 kHz remains. This
increase in fluctuation frequency during active control is similar to that observed during control of the
Type I simulation described in Section 4.2. When the control is turned off, the dominant frequency
begins to decrcase and the amplitude increases until finally only the low-frequency, large-amplitude

oscillation remains.

The Rayleigh criteria in the combustor during control sheds some light on the effect of active con-
trol. Figures 12a and 12b show, respectively, the variation of R(t)/R™ and R(x)/R™ in the combustor
during active control. Figure 12a, which corresponds to a portion of the simulation shown in Figure
101, shows that with active control there are multiple time periods during the oscillation when the ins-
tability is being damped. Figure 12b shows that during active control there are multiple regions in the
combustor where the instability is being locally damped. This behavior is similar to that seen during
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the Type 1 instability (Figures 4a and 4b) and quite different from that seen during the Type 11 insta-
bility (Figures 6a and 6b).

Although only a limited number of simulations with and without active control have been per-
formed so far, some comments concerning the effect of active control on the pressure oscillation can
be made from the analysis of the simulation data. The data show that with active control the large-
amplitude, low-frequency oscillation secen during Type II instability is completely suppressed, and
only a high-frequency oscillation around 1.2 kHz remains. The Type I oscillation also shows the same
frequency with control. The analysis of pressure and vorticity spectra without control (see Menon
and Jou, 1991) for both Type I and Type 11 instability show that a distinct peak at a frequency around
1.2 kHz is seen in the vorticity spectra. This suggests that this frequency is related to the vortex
motion in the shear layer. Examination of the vorticity field in the shear layer during control (see for
example Figure 11c) shows that the large vortex structure seen during Type II instability is now
replaced with smaller vortices characteristic of vortex shedding in the shear layer. The large vortex
formed during the Type II instability was shown (Menon and Jou, 1991) to be related to the large
acgative axial velocity fluctuations (associated with the large positive pressure fluctuations) occuring
at the step location. Due to the negative velocity fluctuations, the vortex shedding mechanism was
inhibited till the pressure fluctuation becomes negative and the velocity fluctuation becomes positive.
Then, the entire seperated shear layer was forced into a large vortex. With active control, both the
pressure and the velocity fluctuation levels are reduced significantly. The shear layer dynamics is no
longer inhibited and thus, the characteristic vortex shedding mechanism dominates.

Finally, it is instructive to look at the acoustic power used to drive the loudspeaker during active
control of the Type 11 instability. Figures 13a and 13b show the acoustic power as a function of time
for the control simulations shown in Figures 10c and 10e, respectively. Here, the acoustic power (in
watts) is defined as

n
P = 2xfp,'uy rdr ()
n

where r; and ry are the radial dimensions of the loudspeaker. Note that for the axisymmetric
geometry, the modeled loudspeaker is actually a circular strip of thickness (r, — r;). Figure 13a shows
that, initially, the loudspeaker is driven at a high power level, but as the control becomes effective, the
power level also drops off. Figure 13b shows that, for the case where the control is less effective, the
power level is quite high for a longer period of time. However, it is interesting to note that as the
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control slowly becomes effective (see Figure 10¢) the power level also begins to drop off. These data
indicate that for effective control of the Type II instability, a large power level is required only for a
short time initially, and as the control becomes effective, the overall power required becomes quite
low. The acoustic power required to drive the loudspeaker during coatrol of the Type I instability
(not shown here) is much lower (by an order of magnitude) when compared to the power require-
ments for the Type II control. Thus, the power requirement for controlling the Type 1 instability
remains quite low at all times. This computed low-power requirement for achieving control is in qual-
itative agreement with the experimental results of Poinsot et al. (1987).

S. CONCLUSIONS

A large-eddy simulation model has been developed that contains the essential physics of combus-
tion instability such as the acoustic wave motion, the interactions between the large eddies, and
combustion and unsteady heat release during premixed fuel combustion in a ramjet. The combustion
model used for the simulations explicitly incorporates the local turbulent flame speed and avoids the
erroncous numerical heat release that would occur in a finite-rate chemistry model, while attempting
to resolve the internal structure of the flame. Two types of combustion instability have been identi-
fied from the simulation results: a small-amplitude, high-frequency instability and a large-amplitude,
low-frequency instability. Both types of instability have been experimentally observed, and many of
the qualitative features of the numerically computed instabilities are in good agreement with the
experimental observations.

The data stored during the simulations were then utilized to study closed-loop techniques to con-
trol the unstable pressure oscillations. The first phase of this study involved the application of acous-
tic feedback control techniques. It has been demonstrated here that active control of both types of
instability can be accomplished by such a technique. Furthermore, it was shown that the instabilities
could be turned on and off. This capability can be used to study and understand the transient process
prior to the growth of the instability. Both the control and recovery of the Type II instability take a
relatively longer time period than the Type I instability.

The effect of varying the time delay between the sensor and control signals was also studied, and it
was shown that control is possible for different choices of the time delay. This clearly demonstrates
that active control is not an anti-sound approach, which would have required s specific phase relation.
This finding is in qualitative agreement with experimental observations. The results obtained so far
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also suggests that cross-correlation analysis of the signais from the seasor and the driver (loudspeaker)
locations could be utilized to devise an effective control signal. Note, however, that in the present
study a constant time delay was used for the control signal. This approach was found to be effective,
since for the Reynolds number simulated here, the original uncontrolled flow field had a single dom-
inant frequency during both Type I and Type Il instability. In a realistic combustor, the flow field
will be highly turbulent and the pressure spectrs could contain multiple distinct frequencies. In such
a case, a constant time delay controller may not be effective, and a more complex control signal will
be required. For example, the controller may require a dynamically changing time delay to respond to
the changes in the flow field during active control. High Reynolds number flows will be simulated in
the near future once the subgrid model has been fully implemented. More complex controllers can
then be investigated.

It was also shown in this study that the acoustic power required to drive the loudspeaker is high
for only a short initial period; as the control becomes effective, the power requirement becomes quite
low. Again, this finding agrees with earlier experimental observations (eg., Poinsot et al, 1987).
Although these results appear to suggest the potential of using acoustic feedback control in a practical
combustor, such a system still needs to be demonstrated, especially experimentally. Realistic combus-
tors, which typically operate in the megawatt range, are extremely hot and noisy environments.
Acoustic drivers that can survive such a hostile environment and deliver high power output may not
exist. Therefore, to develop controllers for practical combustors, another approach to control the
combustion instability is currently being explored. This technique uses secondary fuel injection, both
steady and unsteady (c.g., Langhorne et al, 1990); results obtained so far suggest this approach may be
more practical for realistic combustors. Some results of numerical simulations using steady and pulsed
secondary fuel injection were recently reported (Menoa, 1991). Further investigation of this type of
controller is currently being carried out and will be reported in the future.
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FIGURE CAPTIONS

FIGURE 1 The axisymmetric ramjet configuration; (a) the ramjet geometry without the inlet
nozzle and the active control system, (b) the full ramjet geometry with a 320 x 64 grid

distribution.

FIGURE 2 Typical cold flow field in a full ramjet engine; (a) time sequence of vorticity

contours, (b) mach contours.

FIGURE 3 Typical flow features observed during Type I instability; (a) pressure fluctuation at
the base of the step, (b) flame structure, (c) vorticity field, (d) experimental. (Smith and

Zukoski, 1985)

FIGURE 4 Rayleigh criteria in the combustor for a Type I instability; (a) temporal variation of

R(1), (b) spatial variation of R(x).

FIGURE 5 Typical flow features observed during Type I instability; (a) pressure fluctuation at
the base of the step, (b) flame structure, (¢) vorticity field, (d) experimental. (Smith and

Zukoski, 1985)

FIGURE 6 Rayleigh criteria in the combustor for Type II instability; (a) temporal variation of

R(¢), (b) spatial variation of R(x).

FIGURE 7 The effect of active control on the Type 1 instability, sensor at location b; (a)
control OFF; reference signal, (b) correlation between the pressure signals at the speaker and
microphone locations (control OFF), (c) control ON with r/T = 0.03, (d) control ON/OFF with
7/T = 0.15, (e) control ON with /T = 0.5.

FIGURE 8 Correlation between the pressure signals at the speaker and microphone locations
during active control; (a) r/T = 0.03, (b) r/T = 0.18.
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FIGURE 9 The effect of active control on the Type I instability, sensor at location ¢; (a)
control ON with r/T = 0.30, (b) control ON with r/T = 0.15.

FIGURE 10 The effect of active control on the Type II instability; (a) control OFF, reference
signal, (b) correlation between pressure signals at the speaker and microphone locations (control
OFF), (c) control ON with r/T = 0.5, (d) control OFF, after control ON in Figure 10c, (e)
control ON with r/T = 0.03, (f) control ON with r/T = 0.5.

FIGURE 11 Typical flame and vortex structure during active control of Type II instability; (a)

flame, control ON with r/T = 0.5, (b) flame, control OFF, (c¢) vorticity, control ON.

FIGURE 12 Rayleigh criteria in the combustor during control of a Type II instability; (a)

temporal variation of R(?), (b) spatial variation of R(x).

FIGURE 13 Acoustic power of the loudspeaker during active control of Type II instability; (a)

control ON with r/T = 0.5, (b) control ON with r/T = 0.03.
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ABSTRACT

Combustion instability in a ramjet combustor has been
numerically simulated using » large-eddy simulation {LES)
technique. Premixed combustion in the combustor fe simu-
lated using a thin-flame model that explicitly determines the
turbulent flame speed as & function of the laminar flame
speed and subgrid turbulent kinetic energy. Two different
inlet duct length, a short inlet and a long inlet configurations
were modeled. Low frequency, large amplitude pressure
oscillations characteristic of combustion instability is simu-
lated in both the configurations. Active control using secon-
dary fuel injection upetream of the flame holder employing
different types of control algorithme have been investigated.
Results show that control of the instability can be success-
fully achieved in some cases, while in other cases, the control
algorithm is only partially effective.

1. INTRODUCTION

Cambustion instability in a ramjet engine is an extremely
complex phenomenon involving nonlinear interactions among
acoustic waves, vortex motion and unsteady heat release.
Typically, the instability manifests itself as a large-amplitude
pressure oscillation in the low-frequency range (100-800 Hs)
and is very difficult to control. When the amplitude of the
pressure oscillation reaches some critical limit, it can cause
structural damage due to fatigue or can cause an engine
"unstart,” which occurs when the shock in the inlet duct is
expelled to form a bow shock shead of the inlet. This
phenomenon of engine unstart is one of the most serious
technical problems encountered in developing an operational

In recent years, both experimental (e.g., Schadow et al.,
1989; Smith and Zukoski, 1985; Hedge ot al., 1987) and
numerical (s.g.,Menon and Jou, 1990, 1091; Jou and Menon,
1990) investigations have been conducted to determine the
mechanism of the combustion instability. Attempts to control
combustion instability using both passive and active control
techniques have also been earried out in the past (Culick,
1089). Pamive control methods that typically involve struc-
tural (i.e., geometrical) modifications have proven insufficient

et al., 1990; Gutmark et al., 1990) suggest that active control
techniques may be more effective in controlling the combus-
tion instability in a ramjet. In parallel to the experimental
studies, & mumerical study of active control methods is aleo
being carried out. Barlier, the result of mumaerical studies of
active conbrol wsing acoustic feedback techniques was
reported (Menon, 1000, 1091) and i was shown that
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fied. Although, the results are in good agresment with exper-
imental obesrvations, & is well known that in realistic ramjet
combustors, acoustic feedback control wsing loudspeskers as
the controller may not be practical due to the prevailant hos-
tile (hot) environment in the combustor. This paper
describes a numerical study of another type of active control
technique which uses secondary injection of the premixed
fue] as the controller. Such a technique has been shown
experimentally to be a more practical and effective control
system (o.g.,Langhorne and Hooper, 1989)

3. THE SIMULATION MODEL

The simulation model used in this study was developed
through s series of numerical experiments starting with cold
flow studies (Menon and Jou, 1987, 1900; Jou and Menon,
1987, 1990) and culminating in the simulation of combustion
instability (Menon and Jou, 1991). The equations are the full
compressible Navier-Stokes equations formulated in the
axisymmetric coordinate system. The original numerical
technique is an unsplit second-order-accurate, finite-volume
scheme based on MacCormack’s method; & has been
described elsewhere (Menon and Jou, 1987, 1990). In the
present study, a fourth-order-accurate spatial differencing
scheme (Baylis ot al., 1085) has been used for most of the
simulations. The modeled ramjet combustor consists of an
axisymmetric inlet duct connected to an axisymmetric dump
combustor by a sudden expansion. A convergent-divergent
nozsle is attached downstream of the combustor. Figure 1
shows the typical ramjet configuration used in these studies.
Two different inlet duct lengths were used in the present
study: s short inlet with L,/H = 6.3 and s long inlet with
L;/H = 22.4, where H is the step height. The long inlet duct
configuration is similar to an experimental test rig currently
being used for active contirol studies at the Naval Weapons
Center, China Lake (o.g.,8chadow, et al, 1000). Experiments
have suggested that with a long inlet duct, the inlet duct
acoustics plays a major role in the determining the dominant
frequency of the combustion instability. As shown below,
such an obeervation can also be made from the resuits of the
long inlet simulations.

For the spetially developing flow problem studied here,
the implementation of proper inflow/outflow econditions is
very important (o ensure that no spurious (numerical) acous-
tic waves are generated. In the cuxrent model, a convergent-
divergent nossle s stitached downstream of the combustor.
This is sknilar to & real operating ramjet configurstion. The
flow through this nomsle is choked, and the outflow at the
downsirearm eomputational! boundary is supersonic. Since at



» supersonic outflow all characteristic waves (i.s.,the scous-
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gent part of the inlet noszle. The upstream condition for the
flow in the combustor is then specified by the condition just
downstream of the inlet shock. Simulstions including the
inlet nossle in the computational domain was carried out ear-
lier (Menon, 1991a) and it was shown that the shock under-
goes longitudinal oscillations in response to the upstream pro-
pagating acoustic waves from the combustor and results in
the unsteady separation of the inlet duct wall boundary layer.
This separated shear layer rolls up into coherent vortices
within the inlet duct itself and this vortex train interacts with
the vorticies being shed at the dump plane. Many of the
observed features of the flow field were in good qualitative
agreement with the experimental observations (eg., Bogar
and Sajben, 1979).

Although, combustion instability has been simulated in the
full ramjet engine, active control studies have not yet been
carried out in such configurations, since, it is first neccessary
to ensure that the simulated control techniques work in confi-
gurations that are being studied experimentally. Therefore,
all active control studies discussed in this paper are being
earried out using the configuration shown in Figure 1.

2.1 The Combustion Model

In premixed combustion, the amount of heat release per
unit ares of flame is determined by the local flame speed and
by the specific chemical energy avallable in the fuel. If

!
E
E
|
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model. In this approach, the flame thickness is considered

amall compared 4o the smallest wbulent length scale (i.e.,the

Kolmogorov scale), and ¥ the changss in the reaction-
diffusion siructure due o turbulent straining are also amall,
then the reaction sone can be considered to be asymptoti-
cally thin. Within the thin flame spproximation, a modse!
equation for premixed combustion is considered in which the
Jocal flume speed explicitly appears. If the local flame speed
up is known, s progress varisble G can be defined that is
governed by the equation (Kerstein et al., 1988; Menon and
Jou, 1901):

W dmom e v
where p is the density and u; is the fluld velocity. Equation
(1) describes the convection of the flame by the local fluid
velocity and the flame propegation into the unburnt mixture
through s Huygens type mechanism, up|VG|. Here, by
definition, G =1 corresponds to the premixed fuel state,
G = 0 corresponds to the fully burnt state and the flame is
located at a prescribed G = G, level surface, where, 0<G,<1.
r«wwmmwqun

The next issue that must be sddressed is the determina-
tion of the functional relation: uy = wg(S;,6"). It appears
that a genera! functional relationship between the turbulent
flame speed, the laminar flame spesd and the turbulence
intensity which is valid for all types of fuel and flow condi-
tions Is difficult to develop (Kerstein and Ashurst, 1992).
Yakhot(lm)mtdmumlnhwthmbdﬂelop.nh-
tion of the form wy/5; = exp(u'?/us?) which was shown to
reduce to the linear scaling, sy/5; & (1 + «°/S;) in the
high «’/5; limit, and to the Clavin-Williams relation
wg/8; ® (1 4+ (6'/5.)), where p=2 in the low ¢’/S;
limi. Ee also showed that, at least for high u’/5; cases, this
wmmwwwm

However, recently, Kerstein and Ashuret (1992) showed that
for b' e'/8;, the Clavin-Williams expression maybe
incorrect and propossd a scaling with » = 4/3. In the

ot every time step 90 determine the twrbulent flame speed.

This is compulationally very expemsive and therefore, to

reduce compulational effort, an approach is being bnple-

o lock —up table of wy = ug(S5;, ) is first
the

I
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chemical ensrgy of the mbxture Is included in the formulation
by specilying the specific enthalpy A of the mixture in the
energy equation s & = O,T + MH(G-G,). Here, M;Is the
hent of formation of the premixad fuel, O, is the specific heat
of the mixture at constant pressure, and T'is the tamperature.

¥ the Heavyside function, H(G — G,) is used in the static
enthalpy expression to identify & level surface G = G, as the

2 numerically diffused flame in the 0<@<1 region. How-
ever, dus to the explicit appearance of the local flame speed
in Equation (1), the amount of heat release does not depend

mdhc_odnrlur.(uononundlou,l”l)mditm
shown that numerical diffusion does not significantly affect
the dynamics of the flame propagation

The proper implementation of the thin flame by identify-
ing 8 specified level surface as the flame surface can be
sccomplished by a nmew approach that has been recently
developed in which the G—equation is solved within the
subgrid domain rather than in the resolved scale domain. In
this spproach, the subgrid domain is fiwther discretised into
small cells to resclve the micro-scales that effect the flame

this new “subgrid” flame model. At pressnt, this approsch is
being implemented to study combustion instability in ramjets
and the resulis will be described in the fusture.

23 The Subgrid Maedel
In » practical ramjet devise, the Reynolds sumber of the
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neglecting the convective term Dk /Dt by using inertia! range
scaling to show that the convective term is much smaller than
the source terms of this & —transport equation. (This approxi-
mation is probably inappropriate for the current problem and
will be relaxed in the future. This would result in a one-
equation subgrid mode! for the subgrid kinetic energy.)
Without going into the details of this formulation (see Zee-
man, 1900; Zeeman and Squires, 1090) a final expression for
the subgrid kinetic energy is obtained as:

b = 30835, + oA’l;'!f%' - —V?A’Igvlﬁ, (@)
(] 1]

respectively, the PFavre-filtered (Erlebacher ot al., 1988)
W(mlv::d%vdody, density, pressure and tempers-
bure, a0d b = 2 (&7) Is the subgrid turbulent kinetic energy.
= 1,0 o
Aho.lqa?(;;d»%)hﬂnﬁlhthM

The subgrid eddy viscosity u»; s related to0 the subgrid
kinetic energy by the expression:
)

n = 0Ok%A (3)
mkpmummmy-'
(o= ) sad the twbulent flame speed ap can be deter-
mined. This model is aleo weed to determine the turbulent
the M"g-u the momenhzn ftransport,
#4s; - Su)) ™ Ju; s given »

o~ dnity = -3, 0
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The typieal term that o be modeled i
,,a.;.,(ﬂ,-m-ga. This term is modeled as

X e N

whare, ¢ is determined from the relation:

o = poki- 3 Q)

Some modifications are required to implement this model
in axisynunetric flows and in flows with complax geometries.
The primary fssus s to include the offect of walls. It is well
known that walls can inhibit the growth of turbulent struc-
tures and also reduce the length scale. Although a stretched
grid is used near the wall (which will reduce the length scale)
an additional correction has besn wsed t0 ensure that the
subgrid stress variation is modeled coerectly near the wall.
Here, the wall damping model of Piomelli et al. (1988) is
ased to redefine the filter width »
A=Al - ap(-g**/A*%)] where A, is the characteristic
grid sise, 3* = gu,/v is the distance from the wall in wall
units and 4% = 235. With this definition, the subgrid stres
7,° varies 88 g*® near the wall. Care also needs to be taken
when evaluating Equation (6) near the wall, since, as y—y,.»,
A—0and so does the subgrid kinetic energy &—0.

A major issue for LES of complex flows is whether the
primary assumption that the subgrid scales are primarily dis-
sipative (and contain negligible kinetic energy) is valid. Past
direct munerical simulations of relstively simpler flows (eo.g.,
Piomelli ot al., 1000) have demoustrated that the unresolved
scales can contain kinstic energy and thus the
phenomena of backscatter (transfer of energy from the small
scales to the large scales) will have to be take into account.
Thus, in general, equation (¢) will not correctly reflect the
process of energy transfer at the filter cutoff. To determine a
more ganeral subgrid model for the eddy viscosity that takes
into account the energy transfer to and from the subgrid
scales, we are currently studying a modified subgrid model
that has an additional term for the backscatter component. A
stochastic backscatter model was recently developed by
Chasnov (1991) for application as s subgrid model. How-
ever, this model was developed in the spectral space and, as
such, fs not practical for spplication to complex flows and to
complax geometries. Here, we consider an spprosch in the
physical space that confains the elements of the model
dsveloped by Chasnov in the spectral space. A backscatter
model was also recently shown by Leith (1990). By carrying

i adde a finite amount of energy to the turbulence, the force
Is proportional to At~Y7), These propurties are discussed In
more details by Chasnov (1901).

Thus, the total subgrid eddy viscoslity s & mum of two
ferms: an oddy damping term », and & rendom *diffusion”
torm such thet:

(@ 1) = v@0) - 7.0 L)

where vy is the total subgrid eddy visccsity and P,(3\ ¢) s
the readom diffwsion term. The model of the anlsolropic part
of the smubgrid Reynolde-stvess term is then written as

’”'--}1“““ = —”.3« = -”jy‘."jg (s)
The oddy damping term v, s shosen 0 be the sume s the

F 5, = Opvend -5:-‘|i| i )

where |§] = |§;5;|"/>, rend 's o random number with sero
mean and unit and Ops is & constant of O(1) taken
hare to be 0.1. On wing equations (3) and {P) in equation
(8), the fina] expression for the two-term subgrid model is

) N 2
= gly =~y + Opy rend ml’l‘;;‘qm)
This model is now being evahmied for application to the

combustor are discussed elsewhers (Menon and Jou, 1991)
and therefore, will only be briefly described here. Most of
the simulations discussed in this section deals with the long
inlet combustor.

In general, combustion instability in a combustor depends

1901). R was determined, that incressing & with the other

parunetars held fixed excites the large-amplitude, low-
froquuncy pressure cecillations typleal of combustion instabil-
ity in & ramjet.

The smulation of combustion instability in the short inlet

i
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peramnsters § end @ were held fixed ot # = § and o = 0.06 for
the short inlet studies while for the long inlet cases, only

0 = was held fixed (since mow, up is no longer o constant).

s 0 Li/H = 33.4 for the long inlet cases.
8.1 Cambustion Iasthabliity in the Short Inlet Combustor

Combustion instebility in the short inlet cass was simu-
lated eorlier (Menon and Jou, 1001) and wes shown to be
characterised by & large-amplitude, low-frequency pressure

combustor st the ssme Jow frequency. Spectral analysis
showed that the dominant mode of oscillation is occurring at
s frequency of around 166 Hs. The amplitude and phase of
the pressure oscillation at various locations in the combustor
was nearly the same, indicating that this pressure oscillation
is similar to the bulk-mode oecillation observed in some
experiments.

The typical flame struchwe and the vorticity fleld are

fmpractical not only st pressot, but also in the forseeable
futurs, due to the intense computational effost (both time and
memory) that will be required to earry out direct simulations
of reacting flows In complex geometries. Bven LES of
combustion instability is very expensive. Therefore, in the
with

grid resolutions. Changing the grid resolution results in &
changs in the filter width A. This shouid impact the dissipe-
tive process modeled by the subgrid model since the grid
scale cutolf moves 0 lower wevenumbas with decrease in
grid resolution. The contribution of the backseatter term to
the subgrid model ean aleo be evaluated by earrying out such
_dimuletions sines o culoff of the lower wavenumber will
ose more enexgy-coninining eddies to be filiered out. How-
over, for the prelininery eovalmstions discussed bere, the
backacaiter contribution hes bosn meglecied; the bebavior of

of the domimant oecillations. Note that, for the present
sombustion fnstabiiity studies, the frequency content of the
dominard cecliiations is important for developing control stra-
tagies. Such an analysls of the computed simulations have
boen casried out and some of the pertinent results are dis-
cumsed in this section.
The second approach is much more eomplicated

method uses & masking Sechnique (Domeradski ot ol., 1990)
which emsentially involves filtering the high resclution simula-

between the subgrid kinetic energy and the turbulent flame
speed was not carvied out. A constant turbulent flame speed
model was used for these tests. Subsequently, the flame speed
was coupled to the subgrid model.

i
accurate; therefore, no amplitude information is shown. It
can be seen that the fine and coarse mesh simulations show a
dominant frequency of around 334 Hs and 244 Hsz, respec-
tively. The difference between the value of the frequency is
less than § percent and thus, & appears that for the test condi-

froquency was also meamwed and compared. Very similar
Jevels were present in both these simulations. The axial vari-
stion of the pressure amplitude in the inlet (shown below)
suggests that this frequancy s the standing half-wave acoustic
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ABSTRACT

Combustion instability in s ramjet combustor has been
numerically simulated using a large-eddy simulation (LES)
technique. Premixed combustion in the combustor is simu-
lated wsing a thin-flame model that explicitly uses the local
turbulent flame speed in the governing equation. Two types
of instability are observed: a small-amplitude, high-frequency
instability and a large-amplitude, low-frequency instability.
Both such instabilities have besn experimentally observed,
and various computed flow features are in good qualitative
agreement with experimental observations. The information
oblained from these simulations has been used to develop
active control strategies to suppress the instabilities. Two
active control techniques have been investigated: an acoustic
feedback technique and escondary (both steady and
unsteady) fuel injection. Control of both types of combustion
instability was successfully achieved using the acoustic feed-
back technique, and the control could be used to turn the ins-
tability on and off. Secondary fuel injection also shows
promise as an active control technique to suppress combus-
tion instability.

1. INTRODUCTION

Combustion instability in a ramjet engine is an extremely
complex phenomenon involving nonlinear interactions among
acoustic waves, vortex motion and unsteady heat release.
Typically, the instability manifests itself as a large-amplitude
pressure oscillation in the low-frequency range (100-800 Hs)
and is very difficult to control. When the amplitude of the
pressure oscillation reaches some critical limit, # can cause
structural damage due to fatigue or can cause an engine
"unstart,” which occurs when the shock in the inlet duct is
expelied to form a bow shock ahead of the inlet. This
phenomenon of engine unstart is one of the most serious
technical problems encountered in developing an operational
ramjet engine. In recent years, a major research program was
undertaken, both experimentally (e¢.g., Schadow ot al., 1087;
Gutmark et al., 1989; Smith and Tukoski, 1988; Sterling and
Zukoski, 1987; Hedge et al., 1987) and numerically (eg.,
Menon and Jou, 1990, 1900b; Jou and Menon, 1990;
Kailasanath et al., 1989), to determine the mechaniem of the
combustion instability. Attempts to control combustion insta-
bility using both passive and active control techniques have
also been carried out in the past (see Culick, 1989, for »
review). Passive conirol methods that typically involve struc-
tural (Le., geometrical) modifications have proven insufficient

Hooper, 1069; Schadow ot al., 1900; Guimark ot al., 1089,
1990) suggest that the use of active conirol techniques may
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be & more effective approach for controlling the combustion
instability in a ramjet. To complement the experimental stu-
dies at the Naval Weapons Center (NWC) (e.g., Schadow et
al., 1990, Gutmark et al., 1990) a numerical approach to
study active control methods is also being developed. Some
resulis of active control wsing acoustic feedback techniques
were reported earlier (Menon, 1990). This paper continues
the acoustic feedback control study and also describes
another active control technique using secondary fuel injec-
tion that has been shown experimentally to be an effective
control system (e.g., Langhorne and Hooper, 1989; Gutmark
ot al., 1990).

2. THE SIMULATION MODEL

The simulation model used in this study was developed
through s series of numerical experiments starting with cold
flow studies (Menon and Jou, 1987, 1990a; Jou and Menon,
1987, 1990) and culminating in the simulation of combustion
instability (Menon and Jou, 1990b). The equations solved in
this model are the full compressible Navier-Stokes equations
formulated in the axisymmetric coordinate system. The
numerical technique is an unsplit second-order-sccurate,
finite-volume scheme based on MacCormack’s method; it has
been described elsewhere (Menon and Jou, 1987, 1990a).
The ramjet combustor modeled in these studies consists of an
axisymmetric inlet duct that is connected to an axisymmetric
dump combustor by a sudden expansion. A convergent-
divergent nossle is attached downstream of the combustor.
Figure 1a shows the typical ramjet configuration used in
these studies.

2.1 The Numaerical Model

The details of the numerical model and the validation stu-
dies have besn described elsewhere (Menon and Jou, 1987,
1090a; Jou and Menon, 1087, 1990) and will not be repeated
here. However, some pertinent issues related to the imple-
mentation of the numerical boundary conditions are
reviewed here.

For the spatially developing flow problem studied here,
the inflow and outflow boundaries are computational boun-
daries. The implementation of proper inflow/outflow condi-
tions is very tmportant to ensure that no spurious (numerical)
acoustic waves are generated. In the ramjet model simulated
here, 8 convergent-divergent nomsle is sttached downetream
of the combustor. This is gimilar to & real operating ramjet
configuration. The flow through this nossle is choked, and

tions will not affect the interior flow fleld.
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For the ramjet configuration shown in Figure la, subsonic
inflow conditions are employed. These inflow conditions are
similar to the conditions used in some of the experiments
(eg., Gutmark ot al., 1969). Numerically, at the subsonic
inflow thres boundary conditions (the stagnation pressure,
the stagnation temperature and the local flow inclination) are
specified corresponding to the three incoming characteristics
(L.e., the vorticity wave, the entropy wave and the right-
running scoustic wave). The characteristic variable carried
bythoukdumwnvchmbymm

decoupled interior characteristic equation.
Mﬁbmdbomdmmhmymn-
able, there is potentially some uncertainty in the specification
of the stagnation pressure since, in unsteady flows, it would
contain 8 contribution from the time derivative of the velo-
city potential. The applicstion of these boundary conditions
implies a certain "impedance” condition. Earlier, the charac-
teristics of the current impedance condition were examined
by a linearised analysis, and the condition was proven to be
of the damping type. Thus, pressure disturbances reaching
the inflow boundary will not get amplified.

The above noted uncertainty due to a subsonic inflow can
be avoided if the full ramjet configuration as shown in Fig-
ure 1b is modeled. For such a realistic ramjet geometry, the
inflow is supersonic and all characteristics are incoming.
Thus, all conditions can be specified. The supersonic inflow
slows to a sonic condition (chokes) at the inlet throat and
then becomes supersonic again for a short distance down-
stream of the throat. Further downstream, the flow becomes
subsonic due to the inlet shock that resides under stable con-
ditions in the divergent part of the inlet nossle. In a practical
ramjet device, it has been noted that the flow oscillations
downstream of the shock in the inlet diffuser may participate
in the flow oscillations in the combustor (Bogar and Sajben,
1979). The shock also undergoes longitudinal oecillations
that, under some circumstances, can become large-amplitude
oscillations resulting in the engine unstart phenomenon
described earlier.

The full ramjet engine is being numerically modeled in a
new study. Although a detailed analysis of this study will be
presented elsewhere, some preliminary results are shown in
Figure 3. Figure 2a shows a time sequence of vorticity con-
tours in the ramjet during cold flow in a full ramjet engine.
Figure 2b shows the typical Mach contours in the combustor.
Por this simulstion, the shock undergoes only a small-
amplitude oscillation about its stable location in the inlet
diffuser. Analysis of the flow fleld indicates that the boun-
dsry layer on the inlet duct wall undergoes unsteady sspara-
tion downstream of the inlet shock. This separated shear
layer rolls up into coherent vortical structures as seen in Fig-
wre 2a. The boundary layer sometimes reattaches on the inlet
duct wall before finally separating at the dump plane. Down-
stream of the dump plane, this ssparated shear layer also
undergoes vortex roliup as seen in esarlier cold flow studies
(Menon snd Jou, 19090s). Complex vortex motions and merg-
ing processes are obssrved in the combustor se a conse-
quence of the boundary layer ssparation in the inlet duct and
the shear flow in the combustor. Many of the flow features
cbssrved during this simulstion (and in other simulations not
shown here) are in good qualitative agresment with the
cbservations by Bojar and Sajben (1979). Currently, combus-
tion is being initiated in the full ramjet, and the results will
be reported in the future.

22 The Combmstion Model

To simulate combustion instability, an accurate evalustion
of the chemical hest relenss is required. In particular, the
amount of heat relense snd s time-dependent spatial

distribution must be accurstely computed. The flame can be
trested ss a discontinuity and numerically captured as »
smeared discontinuity as long as the important physics, such
as the amount of heat release at the flame sheet, can be accu-
rately computed. For LES of premixed combustion, such a
thin-flame mods! is & good approximation, since in LES the
large-scale coherent structures are computationally resolvable
features and the flame is only thickensd by the subgrid tur-
bulent diffusion. This model is also preferable to models in
which detailed finite-rate kinetics are considered. In finite-
rate kinetics models, the numerical simulations are presumed
to compute the local flame speed implicitly and thus the
amount of heat release. Since the flame speed depends upon
the dissipation mechaniem in the flame structure, this implies
that the internal structure of the flame must be resolved (Wil-
Liams, 1985). However, this is not practically achisvable,
since in LES the number of grid points that can be used is
limited by the capacity of the computer, and therefore an
adequate resclution of the flame structure Is not possible.
Furthermore, all numerical schemes have soms form of artifi-
cial dissipation, either built into the scheme or explicitly pro-
vided to stabiline the computations. Thus, the computed
flame structure and the local flame speed are contaminated
by the numerical dissipation and could in fact be completely
overwhelmed by the numerical diffusion.

To circumvent this problem, a model for premixed
combustion based on the thin-flame model (Williame, 1985;
Korstein ot al., 1088} was incorporated (Menon and Jou,
1990b). In this model, the local turbulent flame speed «y
appears explicitly and is determined as a function of the lam-
inar flame speed w; and the local subgrid turbulence intensity
«’ using the renormalisation group (RNG) theory model of
Yakhot (1989). The effects of detailed chemical kinetics are
contained in the laminar flame speed, and a progress variable
Gis defined which is governed by the conservation equation

—L-+ —n.-G = —pup IVGI (1)

where u; are the fluid velocities, G = 1 for the fuel mixture,
and G = O for the combustion product.

The turbulent flame speed uy is given by the RNG model

x - m['—': @)

Yakhot (1989) found that Equation (2) correlates quite well
with various experimantal cbeervations. The laminar flame
speed contains information on the chemical kinetics and the
molecular dissipation; once the local subgrid turbulence
intensity is determined, Equation (2) can be used to find wup
for a given fuel mixture.

The chemical heat release is a function of G and the
specific chamical energy of the fusl mixture. The chemical
energy of the mixture is included in the formulation by speci-
fying the wpecific enthalpy A of the mbiture in the energy
oquation as A = O,T + AGC. Here, A; Is the hest of forma-
tion of the premixed fusl, O, is the specific heat of the mix-
ture st congtant pressure, and T is the temperature. The heat
of formation of the fusl essentially determines the amount of
bhest released during combustion and thus is a function of the
equivalence ratio for a given fusl. The product temperature
T, can be estimated for a given heat of formation for the fue)
by the relstion Ay = O)(T, — T),), where Ty, Is the fuel
tempersture at the inlet. In the simulstions, the combustion
product temperatume s initially specified, and the heat of for-
mation is determined from Equation (4).

Duse o the explicit appearance of the local flame gpeed in
Equation (1), the amount of heat release does not depend on
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numerical diffusion broadens the flame, the flame speed is
not severely affected. The effect of numerical broadening is
shown in Figure 8. In a discontinuous flame modsl (Figure
Sa), the flame propagates st a velocity wp into the mixture.
Therefore, the amount of fuel converted to product is propor-
tional to upAt, where At is the timestep. When the flame is
broadened by numerical diffusion, the emeared flame still
propagates into the fuel mixiure with flame speed sp, and the
amount of fuel mixture converted to product is approxi-
mately the same as in the discontinuous flame model, as can
be seen in Figure 3b. It was shown earlier (Menon and Jou,
1990) that numerical diffusion does not significantly affect
the dynamics of the flame propagation.

2.3 The Subgrid Modsl

In a practical ramjet device, the Reynolds number of the
flow is extremely high. A LES of such a flow would require
» validated subgrid model. Subgrid models for compressible
flows have just begun to be investigated (e.g., Yoshisawa,
1986; Erlebacher et al., 1087). At present, it is not clear
what is an appropriste subgrid model for flows such as those
in a ramjet combustor. It is, however, apparent that to close
the combustion model described in Section 2.2, the subgrid
turbulence intensity must be determined. Therefore, a one-
equation model for the subgrid turbulent kinetic energy of
the form

Spk 0 = P - 2,0k

=t 0:.-”'* =P -Dp + 0:,-('"8:.-) (s)
is currently being evaluated. This model can be viewed as a
simple extension of Schumann's model (e.g., Schmidt and
Schumann, 1989) Here, ¢ and u; are, respectively, the filtered
Iarge-scale (resolved) density and velocities, and & = %(u,-'z)
is the subgrid turbulent kinetic snergy. Also, P; and D; are,

respectively, the production and dissipation of & and are
modeled here as

P, = G pv(25;8;) (4)

and
3
k 2
D, = O'.T (s)

Here, 5; -l(-;‘i+—i)huuhinmiuhnmol
tlnnnolvodulochyﬁddudv,hthonhndcddyvhcu—
ity, which is related to the subgrid kinetic energy by the rela-
tion

1
w = 0,k2%4, (e

where A, is the characteristic grid sise. Also, G}, O, and O,
are constants that will have to be determined. Some prelim-
inary estimates for these constants can be obtained based on
the studies by Schumann. Once & is known, the subgrid tur-
bulence intensity »’ in Equation (3) can be easily
determined (v" = ). This & equation model can also be
wsed 0 determine the tawbulent subgrid fluxes appearing in
the momentum equations wsing an approsch similar to that
described by Schumeann (e.g.,8chmidt and Schumann, 1089).

AS pressnt this model Is undergoing evaluation wsing the
full ramjet geometry and wsing test conditions similar to some
past experiments (Orump ot al., 1006). However, there are
oiill many issuss thet need 40 be resoclved, for example, the
type of filtering 90 be wsed, the effect of variable grid distri-
bution, the neas-wall modificstions t0 the eddy viscosity (e.g.,
Plomelli et al., 1000) and the proper closure for the Leonard
and cross terms so that the filtered equations maintain

Galilean invariance (e.g.Spesiale, 1985; Germano, 1990).

Since the above model is not yet operstional, all simuls-
tions carried out so far were for flows in s moderste Rey-

The details of the simulation of combustion instability in a
ramjet combustor are described elsewhere (Menon and Jou,
1990b). The present focus is on active control of the numeri-
cally simulated combustion instability. Before describing the
control studies, however, some important features of the
computed instability are described in this section.

In general, combustion instability in a combustor depends
upon various parameters such as the system geometry, the
flow parameters, the fuel type, and the equivalence ratio. In
the earlier study (Menon and Jou, 1990b), in addition to the
flow parameters (e.g.,the Mach number A and the Reynolds
number Re) and the geometrical parameters (eg., L;, L,
Aii/A® ; see Figure 1a), two important thermochemical
parameters were identified. One is § = T,/T,, which is the
ratio of the product temperature to the stagnation tempers-
ture T,; the other is o = up/s,,, which s the ratio of the
characteristic flame speed to the characteristic reference
velocity w,,y. For a fixed fuel mixture, ¢ can be related to the
equivalence ratio ¢, and ¢ can be related to the chemical

parameters § and o have been studied (Menon and Jou,

ity in » ramjet. This instability was also excited when the
sres ratio Ay /A" was incressed. The ares ratio is
increased by reducing the nossle throst ares A®. This
decresses the inlet mass flow rate and reduces the inlet mean
flow velocity e,,. Thus, the effect of incressing the area ratio
can be interpreted as an increase in the effective thermo-
Mm.’suplq.sa(w/q.) This appears
to indicate thet 0® may be s more general thermochemical
parameter than ¢.

In this section, two simulstions will be described that

, low-frequency
By (Type 11). Mm.dh‘nbnhyhnbmobuvodh
various experimental studies (e.g., Smith and Bukoski, 1985;
Stecling and Bukoski, 1087; Schadow et al., 1087). The
active control of these instabilities will be the focus of this



paper and is described in the next section.

For both the simulations discussed here, the flow parame-
ters such as the reference Reynolds number and the reference
Mach pumber were held fixed st Re = 10,000 and M = 0.32,
respectively, based on the inlet duct diameter and the refer-
ence velocity of .y =100 m/ssc. The thermochemical
parameters # and & were also held fixed at =5 and
oe=008. For #=8, the product tempersture 7, was
1500 K. All system (geometrical) parameters such as H, L;,
and L were held fixed for both simulations except for the
ares-ratio perameter Ayy./A%, which was increased from
1.08 for the Type I instability simulstion to 1.20 for the Type
11 simulation. This resulis in an increase in the thermochemi-
cal parameter o® from 0.043 to 0.048. In the following sec-

31 Sumall-Ampliteds, High-Freguency Instability (Type 1)

During a Type | combustion instability, the pressure cecil-
lations initially show s large-amplitude, low-frequency oscil-
lation that eventually decays so that only s high-frequency
oscillation remaine. Spectral analysis of the high-frequency
oacillation showed s dominant pesk at around 938 Hs.
Further analysis showed that this oscillation is a traveling
wave in the combustor. The peak-to-peak level of the high-
frequency pressure fluctuation is around 15 percent of the
mean pressure, as shown in Figure 4a. This was around three
times higher than that obeerved in earlier cold flow studies
(Manon and Jou, 1990a). Although the fluctuation level ia
amll, & is by no means insignificant for a realistic ramjet
combustor and may be sufficient to expel the inlet shock.

Flow visualisation showsd that the shear layer separating
at the rearward-facing itep rolls up into vortices; further
downstream, these vortices undergo pairing as observed in
earlier cold flow studies. The flame front initially resides
along the high shear region in the shear layer, and as the vor-

The typical flame siructre snd the vorticity fisld are

shown in Figures §b and §e. For comparison, the experimen-
tal visualisetion of Smith and Sukoski (1008) is shown In

back (eg.,Lang et al., 1087; Poineot et al., 1987; Gutmark et

cation of the inlet mass flow rate (e.g., Bloxsidge et al., 1088);

4.1 Acoustic Fesdback Coatrol

Active control through acoustic forcing was demonstrated
earlier by Lang ot al. (1987) and Poinsot et al. (1987). The
latter study showed that this technique provided the capabil-
ity of turning the instability on or off at will, thereby provid-
ing & means to study the transient behavior. It was also
shown that the power required for control was quite small

specific phase relation. Recent studies st NWC (eg., Scha-
dow et al., 1090; Gutmark et al., 1990) have further demon-
strated that acoustic feedback control of the combustion ins-
tability in a ramjet-type configuration is possible.

A typical acoustic feedback system used in the experi-
ments involves s loudspeaker/microphone system in the
active control loop. hthhuehmquo the pressure signal is

loudepeaker surface i determined by wing
&mm =py'/se. Here, p and ¢ are the

d&ﬂmdmw
mmum-nmw
m(u—‘f-ou%-o.m n is the normal

direction). Typically, ten grid points along the base of the




base of the step shows a peak-to-pesk level of around 15 per-
cent of the mean pressure as shown in Figure 4a. For refer-
ence, a short time interval of the pressure fluctuation is
shown again in Figure 6a. A control system as shown in Fig-
ure 1a and obeying the control law as given by Equation (7)
were chosen for the study. Cross-cosrelation analysis of the
uncontrolled pressurs fluctuations at the microphone and
speaker locations was carried out. The result is shown in
Figure 6b. This figure shows that for a ¢/ T %5 0 the pressure
fluctustions at the two locations are nearly perfectly nege-
fively correlated. This indicates that a time delay close to
sero should be effective. Figure 6c shows the pressure fluc-
tuations at the base of the step with active control using
¢/T=0.08. Clearly, the controller is quite effective in
reducing the peak-to-peak pressure fluctuation level from 18
percent to less than 4 percent of the mean pressure.

Figure 6d shows the pressure signal at the dump plane
with ancther time delay of r/T = 0.18 used for the control.
In this case also the control is quite effective, with the pesk-
to-peak pressure fluctuation again decreasing to around 4
percent of the mean pressure. This figure also shows the
effect of turning off the control at a later stage. The pressure
fluctuation quickly recovers to the levels observed earlier
with no control. Note that, for v/T = 0.18, the correlation
coefficient is atill negative. This seams to suggest that, for &

i
g?:fige
il
H
il
Hil

ssneor
phone) was located appreimately ome step height down-

4.1.2 Active Control of Type II Instability

‘The active conirol strategy employed for the control of a
Type | instability was then applied to the Type Il instability.

ure 7c shows the pressure signal with the active control sys-
tem turned on with ¢/ T = 0.5 for the same time period as in
Figure 7a. It is clear that the control sirategy was quite
effective in reducing the pressure fluctuation levels. In fact,
the peak-to-peak level of oecillation, which was around §0
percent of the mean pressure for the uncontrolled case (Fig-
ure 7a), is now reduced to almost 4 percent (Figure 7c),
which is about the same level as was achieved for the Type 1
instability. As seen in the figure, the control does take » cer-
tain amount of time (roughly equivalent to two periods of the
low-frequency oscillation) to become effective. However,

observed during the Type I instability simuletion (Figure 3b).
flame structure in the combustor during coutrol of
Type 11 ingtability is shown in Figure 8a, corresponding
the time shown in Figure 7c. When the control is turned
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bility. Figuwres S and 9b show the acoustic power as a func-
tion of time for the control simulations shown in Figures Tc
and Te, respectively. Here, the acoustic power (in watts) is
defined as

n
P= "’I'-'\v‘ rér )
n

Another technique that has besn shown to be quite effec-
tive in controlling the low-frequency instability is manipulat-
approsch

tional hest releass to modify the scoustic energy balance in

than
without active control. Fusl modulation is aleo being
ot NWC (0.5.,8chadow et al., 1900) as & means for controlling
the instability.

injected sxially behind the step, the cold fuel enters the recir-
culation sone where primarily hot product exists. Thus, the
fuel inmedistely igwites and burns. However, when sscon-
dary fusl is lotroduced upsiream of the dump plans, the pri-
mary siream is still all (cold) fus! end ignition will not occur.
In this cass, the effect of sscondary fuel addition will be to
incresse the total mass flow of the fusl entering the combus-
tor.

The injection conditions were determined by first
proscribing » reference parameter, M = t;y;/ vy, where m,,;
is the mess flow rate of the secondary fuel injected, and m,
is the refarence mass flow rate at the inlet. Systematic varie-
tion of M hes not yet been carried out. All simulations
described here were carried out for M = 0.3. This is higher
than the secondary fuel flow rate used by Langhorne and
Hooper (1989). Bowever, the current ramjet geometry, the
control system and the test conditions sre quite different
ferent choices of M are planned for the future. The secon-
dary fuel tempersture was chosen to be the same as the fuel
tempersture (T},) of the primary inflow in the inlet. The flow




instability. The typical flame structure observed during the
low-frequency oscillation is shown in Figures 10c and 10d.

The results described above indicate that the control of &
Type I instability using secondary fuel injection has not been
successful. However, note that there are other possible con-
trol strategies that may succeed. The effect of varying M and
the injection locations also needs to be addressed in more
dietail.

4.2.2 Active Conirol of Type 11 Insiability

The control of a Type Il instability using secondary fuel
injection was studied using both steady and pulsed injection.
Figure 11a shows the pressize fluctuation st the bass of the
step with secondary steady fuel injection at location s;. In
this case, the secondary fuel injection is quite succeesful in
reducing the pressuwre oscillation in the combustor. The
peak-to-pesk pressure level drops from the original 60 per-
cant level to Jews than 4 percent of the mean pressure. This is
quite similar to that obearved during acoustic fesdback con-
trol. The effect of secondary fuel injection on the flame pro-
pagation is shown in a time sequence of the flame in Figures
11b through 1le. Thess figures (which correspond to the
times shown in Figure 11a) show that, initially, the secondary
fuel injection into the hot product region at the base of the
step causes the formation of a new flame. However, due to
flow recirculation behind the base of the step, this flame can-
not propagate downsiream but eventually merges with the
primary flame at the step corner. As the control becomes
effective, the flame no longer shows the characteristic
hooked-flame shape seen during a Type II instability.

Figures 12a and 12b show, respectively, two simulations
with secondary fuel injection upstream in the inlet duct. For
the simulation shown in Figure 123, s steady injection simi-
far to that used for control described in Figure 11 was used.
In this case, the control is not very effective; however, the
peak-to-peak pressure fluctuation level does decrease from
the original 50 percent level to around 30 percent of the
mean pressure. A typical flame structure observed during
this simulation is shown in Figures 13a and 13b.

Pinally, Figure 12b shows the pressure fluctuation occur-
ring during pulsed secondary fuel injection in the inlet duct.
The injection sirategy was similar to that used for the Type 1
control study shown in Figure 10b. However, unlike that
case, this control system s quite effective in controlling the
Type 1 instability, with the presmme fluctuation level again
decreasing to around § percent of the mean pressure. A typi-
cal flame structure obesrved during this control is shown in
Figure 13¢c. Figure 12 also shows the effect of switching off
the fuel injection. The fluctustion level quickly increases to
around 10 percent but then appears to level off. However,
the simulation has not been carried out far enough to deter-
mine if the Type II instability will reappear. Further study
wsing different injection conditions and time delays are
planned to understand the affect of secondary fuel injection
on the combustion instability mechaniam.

8. CONCLUSIONS

A large-eddy dimulation model has been developed that
containg the emsential physics of combustion instability such
as the scoustic wave motion, imteractions between large
oddies, snd combustion sad unstesdy hest relesse during
prembied fusl combustion in & ramjet. The combustion
model weed for the simuletions explicitly incorporstes the
local tarbulent flame speed and avoids the erroneous numerd-
cal heat relesse that would ocewr in a finlte-rate chemistry
modal while sttempting o0 resolve the internal structure of
the flame. Two types of combustion instability have been

The date stored during the simulations were then utilised
to study active techniques to control the unstable pressure
cecillations. Both acoustic feedback and secondary fuel
injection control systems have been studied. The control
study using acoustic fesdback demonstrated that control of
both types of instability can be sccomplished successfully.
Puxthermore, & was shown that the instabilities could be
turned on and off. This capability can be weed to study and
understand the transient process prior to the growth of the
instability. Both the control and recovery of the Type Il in-
stability take a relatively longer time period compared to the
Type 1 instabllity. Some effects of varying the time delay
between the sensor and the control signal were also studied,
and it was shown that control is possible for different choices
of the time delays. This is in qualitative agreement with
experimental observations.

The effects of both steady and pulsed sscondary fuel
injection on the instability mechanism were also studied. For
the conditions studied so far, the Type I instability could not
be successfully controlled. In fact, in one case, the Type I
Wﬂitymwthbw-ﬁqu hxgo-.mplm;dc'l‘ypc

observed during pulsed injection upetream in the inlet duct
and during steady injection at the bass of the step. Results
obtained so far using secondary fuel injection indicate thata
more careful parametric study is warranted to determine the
mechanism by which the additional heat relesse affects the

Further work is planned in addition to these control stu-
dies to improve the simulation model by including the
subgrid model degcribed earlier. The simulation of combus-
tion instability in the full ramjet will be carried out in the
near future, and control sirategies will be studied for more
realistic flow conditions.
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Figure 2. Typical cold flow field in a full ramjet engine
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ABSTRACT

A large-eddy simulation mode! has been developed to study
combustion instability in & ramjet combustor. A model for
premixed combustion is employed in the aumerical scheme
that explicitly uses the local turbulent flame speed in the
governing equation. This not only reduces the computational
effort as compared to a model with detailed finite-rate chem-
ical kinetics, but also avoids the potential error in the amount
of heat release caused by numerical diffusion. Combustion
instability in the ramjet has been numerically simulated.
Two types of instability are observed: a small-amplitude,
high-frequency instability and a large-amplitude, low-
frequency instability. Both such instabilities have been
experimentally observed and various computed flow features
are in good qualitative agreement with experimental observa-
tions. The information obtained from these simulations has
been used to develop an active control strategy to suppress
the instability. Control of both types of combustion instabil-
ity was successfully achieved using the acoustic feedback
technique, and the control could be used to turn the instabil-
ity on and off. The pressure fluctuation levels in the combus-
tor are significantly reduced when active control is used.

1. INTRODUCTION

Combustion instability in s ramjet engine is an extremely
complex phenomenon involving nonlinear interactions among
scoustic waves, vortex motion and unsteady heat release.
Typically, the instability manifests itself as a large-amplitude
pressure oscillation in the low-frequency range (100-800 Hs).
This instability is related to longitudinal acoustic waves and
is the most difficult to control. When the amplitude of the
pressure oscillation reaches some critical limit, it can result in
systemy failure either by causing structural damage due to
fatigue or by causing an engine "unstart,” which occurs when
the shock in the inlet duct can no longer be stabilised down-
stream of the choked inlet throat and is expelled to form a
bow shock ahead of the inlet. This phenomenon of engine
unstart is one of the most serious technical problems encoun-
tered in developing an operstionsl ramjet engine. Therefore,
in recent years, a major ressarch program was undertaken,
both experimentally (e.g.,8chadow ot al., 1967; Gutmark «t
al., 1989; Smith and Zukoski, 10865; Sterling snd Zukoeki,
1987; Hedge ot al., 1087) and munerically (e.g.,Culick, 1989;
Menon and Jou, 1000s, 1900b; Jou and Menon, 1990;
Kailasanath ot al., 1969), to determine the mechaniam of the
combustion instability. Move recently, methods for control-
ling this instability using active control techniques are being
studied eoperimentally (eg., Gulati and Mani, 1900;
Langhorne and Hooper, 1089; Schadow et ol., 1000; Gutmark
ot al., 1000). This paper discusses » study of active control
tachniques wing large-eddy simulations.
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2. THE SIMULATION MODEL

The simulation model used in this study was developed
through a series of numerical experiments starting with cold
flow studies (Menon and Jou, 1987, 1990s; Jou and Menon,
1087, 1990) and culminating in the simulation of combustion
instability (Menon and Jou, 1990b). The equations solved in
this model are the full compressible Navier-Stokes equations
formulated in the axisymmetric coordinate system. The ram-
jet combustor modeled in these studies consists of an axisym-
metric inlet duct that is connected to an axisymmetric dump
combustor by a sudden expansion. A convergent-divergent
nossie is attached downstream of the combustor. Figure 1
shows the typical ramjet configuration used in these studies.

2.1 The Numerical Model

To simulate the unsteady flow field in s ramjet combus-
tor, the governing equations are solved subject to appropriate
boundary conditions. For the flow of a viscous fluid over a
solid surface, the no-slip conditions are applied along an
adiabatic wall. On the centerline of the device, the symmetry
conditions are applied for all variables. The inflow and out-
flow boundaries are computational boundaries and the
number of independent boundary conditions was determined
from the local characteristics of the system of hyperbolic
squations when viscous effects are neglected locally. On the
subsonic inflow boundary, there are three incoming charac-
teristics corresponding to the vorticity wave, the entropy
wave and the right-running acoustic wave. Therefore, three
conditions were chosen by specifying the stagnation tempera-
ture, the stagnation pressure, and the local flow inclination.
The characteristic variable curried by the outgoing charac-
teristic is determined by solving the pertinent decoupled inte-
rior characteristic equation. Although this set of boundary
conditions is physically reasonable, there is potentially an
uncertainty in the specification of the stagnation pressure
since, in unsteady flows, it would contain a contribution from
the time derivative of the velocity potential. The spplication
of these boundary conditions implies certain "impedance”
conditions (Chu and Kovamnay, 1958). The characteristics
of the current impedance condition were examined by a
linearised analysis and the condition was proven to be of the
damping type. Therefore, the pressure disturbances that
reach the inflow boundary will not be amplified and thus the
computed self-sustained oecillations in the combustor are
seif-generated.

In a practical ramjet device, & has been noted that the
flow oscillations downstream of the shock in the inlet diffuser
may participate in the flow oscillations in the combustor
(Yang and Culick, 1985; Bogar and Sajben, 1979). Thus, a
more specific upetream knpedance condition for the ramjet
configurstion would be the acoustic impedance at the inlet
shock. To implicitly obtain such s realistic condition, the
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inlet nostle has been incorporated into the computational
domain and a new study has begun in which the inlet shock
will be captured as a part of the solution. The results of this
study will be reported elsewhere.

Implementation of proper outflow boundary conditions is
considered important since any nonphysical boundary condi-
tion there could generate spurious propagating
acoustic waves in the combustor. This is specially true when
& subsonic outflow boundary condition is used. In the ramjet
model simulated here, » convergent-divergent nossle is
attached downstream of the combustor. This is similar to an
operating device configurstion. The flow through this nossle
is choked and the outflow is supersonic. Since at supersonic
outflow conditions all four characteristics are outgoing, the
boundary conditions imposed there will not affect the inte-
rior flow field.

The numerical schema used for these simulations is sn
axplicit finite volume method based on MacCormack'’s tech-
nique. The numerical model and the validation study have
been described elsewhere (Menon and Jou, 1987, 1990a).
The scheme is second-order accurate in space and time, and
no explicit artificial dissipation is used. High-resolution
grids, typically 256x64, were used in all the simulations dis-
cussed here. The grid lines were clustered in the critical
regions such as the inlet duct boundary layer and the
separated shear layer where the length scale of the flow
features is expected to be small. Structures with length scales
of the order of the boundary layer thickness can be resolved
by employing the current grid resolution.

In a practical ramjet device, the Reynolds number of the
flow is axtremely high. A large-eddy simulation (LES) of
such & flow would require a validated subgrid model.
Subgrid models for compressible flows have just begun to be
investigated. However, the validity of these models as
applied to complex flows has not yet been proven. There-
fore, in the present study, the simulations were performed for
flows in a moderate Reynolds number range as the first step
towards understanding the physical processes involved. To
model the dissipative effects of the subgrid turbulence, a con-
stant eddy-viscosity model is employed. This eddy-viscosity
is chosen to be the laminar dissipative cosefficient st the
reference temparature and can be viewed as a simple subgrid
model, as noted by Fersiger and Leslie (1979). Further
improvements to the subgrid model are currently being car-
ried out. A subgrid eddy-viscosity mode! based on renormal-
isation group theory (Yakhot and Ormag, 1986) and a new
one-equation subgrid model are currently being evaluated
and the results will be reported in the future. The latter
model, which solves the subgrid kinetic energy equation, is
considered more appropriste for the combustion model used
here, a8 will be shown in the next section.

3.2 The Combustion Model

To simulate combustion instability, an accurate evaluation
of the chemical heat relenss is required. In particular, the
amount of heat release and its time-dependent spatial distri-
bution must be computed. In premixed combustion, the
amount of heat releass per unit length of the flame is deter-
mined by the local flame speed and by the specific chemical
ensegy avallable in the fuel, provided the flame thickness is
small compared to the radius of curvature of the flame. The
flame can be trested as & discontinuity and numerically cap-
tured o8 & mmeared discontinuily es long as the important
physics, such as the amount of heat release at the flame sheet,

and the flame is only thickened by the subgrid turbulent

diffusion. This model is also preferable to models in which
detailed finite-rate kinetics are considered. In finite-rate
kinetics models, the numerical simulations are presumed to
compute the local flame speed implicitly and thus the amount
of heat relesss. Since the flame speed depends upon the dis-
sipation mechanism in the flame structure, this implies that
the internal structure of the flame must be resolved (Williams,
1986). However, this is not practically achievable, since in
LES the number of grid points that can be used is limited by
the capacity of the computer and therefore an adequate reso-
lution of the flame structure is not possible. Furthermore, all
pumerical schemes have some form of artificial dissipation,
either built into the scheme or explicitly provided to stabilize
the computations. Thus, the computed flame structure snd
the local flame speed are contaminated by the numerical dis-
sipation and could in fact be completely overwhelmed by the
numerical diffusion.

To circumvent this problem, a model for premixed
combustion based on the thin-flame model (Williams, 1985;
Kerstein ot al., 1988) was incorporated (Menon and Jou,
1990b). In this model, the local turbulent flame speed «f
appears explicikly and is determined as a function of the lam-
inar flame speed o and the local subgrid turbulence intensity
«’ using the renormalisation group (RNG) theory model of
Yakhot (1989). The effects of detailed chemical kinetics are
contained in the laminar flame speed, and a progress variable
Gis defined which is governed by the equation

-’5%" +WVG = - |vc| %)
where ¥ is the fluid velocity, G = 1 for the fuel mixture, and
G = 0 for the combustion product.

The turbulent flame speed wp is given by the RNG model
as

L. 2
- - up[.”l (2)

Yakhot (1989) found that Equation (2) correlates quite well
with various experimental obeervations. The laminar flame
speed contains information on the chemical kinetics and the
molecular dissipation; once the local subgrid turbulence
intensity is determined, Equation (2) can be used to find wy
for a given fuel mixture.

The chemical heat release is a function of G and the
specific chemical energy of the fuel mixture. The chemical
energy of the mixture is included in the formulation by speci-
fying the specific enthalpy A of the mixture in the energy
equation as

A= CT+AC (s)

Here, A; is the heat of formation of the premixed fusl, C, is
the specific heat of the mixture at constant pressure, and T'is
the temperature. The hest of formation of the fusl essentially
determines the amount of heat released during combustion
and thus is & function of the equivalence ratio for a given
fuel. The product tempersture T, can be estimated for s
given heat of formation for the fuel by the relation

A = C)(T, - Tp) (4)
where T, is the fuel temperature at the inlet. In the simula-
tions, the combustion product tempersture is initially speci-

fied, and the heat of formation determined from Equa-
tion (4).

Due to the axplicit appearance of the Jocal flame speed in
Equation (1), the amount of heat releass does not depend on
the computed internal structure of the flame. Even when
numerical diffusion broadens the flame, the flame speed s
not severely affected. The effect of numerical broadening is




shown in Figus 2. In » discontinuous flame model
(Figure 2a), the flame propegates at a velocity wp into the
mixture. Therefore, the amount of fuel converted to product
is proportional to ugAt, where At is the timestep. When the
fiame is broadened by numerical diffusion, the smeared flame
still propagetes into the fuel mixture with flame speed up, and
the amount of fuel mixture convertad to product is approxi-
mately the same as in the discontinuous flame model, as can
be seen in Figure 2b. The fact that the numerical flame
broadening has only » small effect on the amount of con-
verted fuel mixture, and thus on the heat release, was demon-
strated in an earlier paper (Menon and Jou, 1990b).

To complete the combustion model described above the
subgrid turbulence intensity must be specified. As noted
sbove, this can be determined if a subgrid model for the tur-
bulent kinetic energy is solved. Such a model is currently
under svaluation. For the present application, a uniform
value of the subgrid turbulent intensity is used, typically s
few percent of the reference velocity. Some important physi-
cal properties, such as the spatia! nonuniformity of subgrid
turbulence and its effect on the local flame speed and the
amount of heat release, are not included in the present model.
However, as shown earlier (Menon and Jou, 1990b), the
major qualitative interactions between the large-scale vortex
structures and the combustion heat reiease have been cap-
tured by the present simulation model. The effect of nonuni-
form subgrid turbulence on combustion instability will be dis-
cuseed elsewhere (Menon, 1991).

3. SIMULATION OF COMBUSTION INSTABILITY

The details of the simulation of combustion instability in a
ramjet combustor are described elsewhere (Menon and Jou,
1990b). The present focus is on active control of the numeri-
cally simulated combustion instability. Before describing the
contro! studies, however, some important features of the
computed instability are described in this section.

In general, combustion instability in & corabustor depends
upon various parameters such as the system geometry, the
flow parameters, the fuel type, and the equivalence ratio. In
the earlier v ly (Menon and Jou, 1990b), in addition to the
flow parameters (e.g.,the Mach number M and the Reynolds
number Re) and the geometrical perameters (eg., L, L,
Auit/A® ; see Figure 1), two important thermochemical
parameters were identified. One is # = 7,/T,, which is the
ratio of the product tempersture to the stagnation tempers-
ture T,; the other is o = wp/w,;, which is the ratio of the
characteristic flame speed to the characteritic reference
velocity w,,,. For a fixed fuel mixture, # can be related to the
equivalence ratio ¢, and o can be relatad to the chemical
kinetic rate and the level of subgrid turbulence. The effect of
varying the geometrical parameter, the ratio between the
inlet and throat arems A./A" and the thermochemical
parameters ¢ and o have been studied (Menon and Jou,

studies (0.g., Smith and Zukoski, 1988;
Sterling and Bukoski, 1087; Schadow ot al., 1987). The
active comtrol of these instabilities will be the focus of this
paper snd is described in the next section.

For both the sinulstions discussed here, the flow parame-
Sers such as the reference Reynolds number and the reference
Mach number wess held fixed ot Re = 10,000 and M = 0.82,
respectively, based on the inlet duct diameter and the refer-
ence velocily of w, =100 m/sec. The thermochemical
paraneiers ¢ and ¢ were alsc beld fixed at # =35 and

AP 20 e i - mempec e e

=005 For ¢#=5, the product tempersture 7, was
1500 K, which corresponds approximately to the product
of » methane-air mixture st an squivalence ratio
of around 0.65 (Malte ot al.,, 1977). Alternatively, this could
be interpreted as a type of premixed fuel that has a product
temperature of 1500 K at some mixture ratio. All system
{geometrical) parameters such as H, L;, and L were held
fixed for both simulations except for the area-ratio parameter
Aiter/ A%, which was increased from 1.05 for the Type I in-
stability simulation to 1.20 for the Type II simulation. This
was sccomplished by reducing the nossle throat area A*.
This results in & decrease in the iniet mass flow rate and
reduces the inlet mean flow velocity u, by approximately 14
percent. At present, the reason for the shift in the instability
mechanism from Type I to Type I instability when the mean
velocity is reduced is not entirely clear. A plausible explana-
tion is that the effective thermochemical parameter
= wp/uy = o(wy/ %) increases when the mean inlet velo-
utyd«:uuu In the esrlier study (Menon and Jou, 1990b)
it was shown that when o was increased for fixed mean flow
velocity, the Type II instability is excited. A similar
behavior is observed here when o is increased from around
0.042 for the Type I instability to around 0.048 for the Type
11 instability. This appears to indicate that o® may be a more
general thermochemical parameter than o. Further study is
required to determine if this hypothesis is valid. In the fol-
lowing sections, we describe some pertinent features of Type
1 and Type II combustion instabilities.

3.1 Samll-Amplitude, High-Frequency Instability (Type I)

In Type I combustion instability, the pressure oscillations
initially show a large-amplitude, low-frequency oscillation
that eventually decays 3o that only a high-frequency oscilla-
tion remains. The peak-to-peak level of the high-frequency
pressure fluctuation is around 15 percent of the mean pres-
sure, as shown in Figure 3a. This was around three times
higher than that observed in earlier cold flow studies (Menon
and Jou, 1990a). Although the fluctuation level is small, it is
by no means insignificant for s realistic ramjet combustor
and may be sufficient to expel the inlet shock.

Flow visualisation showed that the shear layer separating
at the rearward-facing step rolls up into vortices; further
downstream, these vortices undergo pairing as observed in
sarlier cold flow studies. The flame front initially resides
along the high shear region in the shear layer, and as the vor-
tex rollup/pairing process occurs, the flame is entrained into
the vortical structures. The typical flame structure and vorti-
city field distribution for this simulation is shown in Figures
8b and 3¢. For comparison, a flow visualisation by Smith and
Zukoski (1985) for premixed “"stable® combustion in a two-
dimensional combustor is shown in Figure $d. There is qual-
itative agresment between the numerical and experimental
obssrvations as discussed in Menon and Jou (1090b).

Classical considerations using the Rayleigh criteria have
been used in past studies (e.g., Sterling and Jukoski, 1987;
Hedge et al., 1987) to demonstrate that, for instability to
occur, the unsteady fluctustions in heat release should be in-
phaae locally with the pressure fluctuations. A local Rayleigh
parameter R(%' t) Is defined such that

RGE) = -’,—.{c @ '@, e (s)

whers T is the time periocd and ¢°(%, t) and »°(%) 1) are the
unstendy heat relesse termn and the pressure fluctuation,
respectively. When R(3) is positive, then local amplification
oceurs. When R(3) is integrated radially, one obtsins R(z),
which is the axial variation of the Rayleigh parameter.
ARernatively, if R(7), t) is integrated in both the axial and
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radial directions, a volume-averaged parameter R(f) is
obtained, which represents the time-dependent state of the
combustion process in the combustor. If R(t) is further
integrated in time, a global Rayleigh parameter R* is
obtained.

Both R(z) and R(t) in the combustor were evalusted for
this simulation. Figure 4a shows the time-dependent varis-
tion of the volumne-averaged Rayleigh parameter R(t) normal-
izsed by R® for two cycles of the high-frequency pressure
fluctuation. Also shown is the normalised pressure fluctua-
tion (Ap/P) at the base of the step for this simulstion period.
Note that the curve for R(t)/R* has been rescaled by a fac-
tor to simplify comparison. This figure shows that during the
high-frequency oscillations there are periods of time when
the combustion process is stable. If we assume that the pres-
sure fluctuation shown in this figure is representative of the
volume-averaged unsteady pressure field (an sssumptior: that
is strictly not valid since the amplitude of the high-frequency
oscillation is not a constant in the combustor), then to obtain
the obeerved varistion in the Rayleigh parameter, the
unsteady heat release term should have a variation as
sketched in Figure 4a. This indicates that the unsteady heat
release fluctuations occur at a much higher frequency than
the pressure fluctuation during the Type I instability. Figure
4b shows the axial variation of the Rayleigh parameter
R(z)/R* for the time period shown in Figure 4a. Although
the combustion process is globally unstable, there are regions
in the combustor where i is locally stable. The combustion
process is highly unstable in the diffuser region where the
vortices in the shear layer impinge on the wall.

3.2 Large-Amplitude, Low-Frequency Instability (Type II)

In Type II combustion instability, the pressure fluctua-
tions show a large-amplitude, low-frequency oscillation with
peak-to-peak levels around 50 percent of the mean pressure,
as shown in Figure Ba. The oscillation rapidly reaches a Jim-
iting cycle and shows a type of pressure signature that is typi-
cal of what is observed during combustion instability. The
flame propagation is quite different from that observed dur-
ing Type I instability. A large hooked-flame structure prop-
agates through the combustor at a low frequency, and associ-
ated with this flame is » large mushroom-shaped vortical
structure. The combined vortex/flame siructure propagates
through the combustor at the same low frequency. Spectral
analysis showed that the dominant mode of oscillation is
occurring st & frequency of around 168 Hs. The amplitude
and phase of the pressure oscillation at various locations in
the combustor was nearly the same, indicating that this pres-
sure oscillation is eimilar to the bulk-mode oscillation
observed in some experiments.

The typical flame structure and the vorticity fleld are
shown in Figures §b and Bc. For comparison, the experimen-
tal visuslisation of Smith and Zukoski (1988) is shown in
Figure 8d. Purther analysis was carried out by Menon and
Jou (1990b), and it was shown there that many characteris-
tics of this Type II combustion instability, such as the pres-
sure and velocity fluctuation levels, the phase relstion
between the pressure and velocity fluctuations, and various
features of the vortex/flame structure propegation, quslita-
tively agreed with experimental obeervations.

The Rayleigh criteria for this instability was also com-
puted. Figure 6a shows the varistion of R(t)/R® and the
pressure fluctustion at the dump plane for a period of the
low-frequency oscillstion. During the Type II instability, the
pressure ampliitude is nesrly the same throughout the combus-
for and thus the pressure fluctustion shown in Figure 6a can
be considered 0 represent the volume-averaged pregsure

field in the combustor. Figure 6a shows that there are two
time periods during which the combustion process is stable.
Agnrin, this is due to a phase difference between the pressure
fluctuations and the unsteady heat release term as shown in
Figure 6a. Howaver, unlike the Type I instability case (Fig-
ure 4a), the fluctuation in the heat release term appears to be
occurring at the same low frequency as the pressure fluctua-
tion. The apatial varistion of the Rayleigh parameter,
R(z)/R*, is shown in Figure 6b. As seen during the Type |
instability (Figure 4b), the combustion process is highly
unstable near the vortex impingement region in J1e diffuser.
Figure 6b also shows that there is & region near the dump
plane where the combustion process is locally stable. This is
different from the case seen during Type I instability (Figure
4b) during which multiple regions with locally stable combus-
tion are presemt in the combustor.

4. ACTIVE CONTROL OF COMBUSTION INSTABILITY

Using the stored data for these two simulations, s new
study was initiated to investigate techniques for controlling
the instability. Experimentally, there are various approaches
being considered. In general, active control strategies fall in
three categories: control using acoustic feedback (e.g.,Lang
et al.,, 1987; Poinsot et al., 1987; Gutmark et al., 1990;
Schadow et al., 1990); control by unsteady modification of
the inlet mass flow rate (e.g., Bloxsidge et al., 1988); and con-
trol by manipulation of the unsteady heat release in the
combustor (e.g., Langhorne and Hooper, 1989). Each of
these methods has shown promise in laboratory tests. In this
paper, the focus of the numerical experiments is the study of
active control using acoustic feedback.

Active control through acoustic forcing was demonstrated
earlier by Lang et al. (1987) and Poinsot et al. (1987). The
latter study showed that this technique provided the capabil-
ity of turning the instability on or off at will, thereby provid-
ing a means to study the transient behavior. It was also
shown that the power required for control was quite small
and that control can be achieved over a wide range of phase
differ This indicates that the control technique is not
an anti-sound approach, which would have required a
specific phase relation. Recent studies at the Naval Weapons
Center (NWC), China Lake (e.g.,Schadow et al., 1990; Gut-
mark et al., 1990) have further demonstrated that acoustic
feedback control of the combustion instability in a ramjet-
type configuration is possible. The present numerical
research is aimed st modeling s flow field similar to that
being experimentally studied at NWC.

A typical acoustic feedback system used in the experi-
ments involves a loudspeaker/microphone system in the
sctive control loop. In this technique, the pressure signal is
sensed at some chosen locstion using s microphone (or a
pressure transducer). The signal is analysed, phase-shifted,
and amplified, and then fed back at some other chosen loca-
tion using a loudspeaker (see Figure 1). If the control signal
from the loudspesker destructively interferes with the pres-
sure oscillation in the combustor, then the oecillstions will
become damped, thereby achieving control of the instability.
Here, a similar technique has been studied numerically.

4.1 Active Control of Type 1 Instability

Before implementing the active control method, the
effect of direct acoustic forcing was studied. Spectral
analysis showed that the high-frequency pressure oscillation
for the Type 1 instability occurred at a frequency of 938 Hs.
Using this information, the simulation was restarted at an
sarlier time and & small region st the base of the step was
modeled as & loudspeaker (see Figure 1). This loudspeaker
was then forced at a fixed frequency of 938 Hs so that the




acoustic pressure generated by the speaker could be modeled

Py = Asin () (e)

For the closed-loop control study, a location near the
downstream diffuser wall was chosen as the microphone (sen-
sor) location (location b, Figure 1). The unsteady pressure
signal at this location, p,;,’, was used to force the
loudspeaker using the relation

'q. = - G"-k. (1)

where the gain Ga was defined a3 Ga = 4,22~ and 4, s »
Pmie

constant. Also, § is the mean pressure and the subscript sp

and mic indicate the loudspeaker and the microphone,

respectively. If the sensor signal is of the form given by

Equation (6), then Equation (7) implies that

P’ = Gasin(ut + ¢), where ¢ is 180 degrees.

Figure 7a shows the original pressure signal near the base
of the step, and Figure 7> shows the pressure signal using
active control with A, = 1. It appears that the 180-degree
phase shift control signal has only a emall effect on the high-
frequency oscillation. This was not very surprising since
cross-correlation analysis of the pressure signals from the
dump plane and the diffuser location showed that the pres-
sure field was not in-phase in the combustor and that the
time-delay for peak positive correlation was around
2/T = 0.475, where T is the time period for the dominant
oscillation frequency. The 180-degree phuse-shifted signal
corresponds to a time-delay of ¢r/T = 0.5, which is close to
the time-delay for peak correlation. T~ axplicitly account for
the effect of time-delay in the control system, a new control
signal was chosen s0 that

’q.(‘) = GC,-;““"T) (8)

Figure 7c shows the pressure signal at the dump plane
with s time-delay ¢/ T = 0.18 used for the active control. In
this case, the control is quite effective, with pesk-to-peak
prossure fluctuation dropping from 18 percent of the mean
pressure for the uncontrolled case to around 4 percent of the

7/T=0.08. For the time delay used here 7/T = 0.18, the
corvelstion coafficiunt is still negative. This suggests that, for
a chosen time-delay, If the correlation coefficient is negative,
then the control may be effective. This would imply that
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there may be a range of time dela;s for which control of the
instability is poesible. A similar observation was made in an
experimental study st NWC by Schadow et al. (1990). They
showed that, in their test rig, the control was most effective
within a specific phase range of 250-330 degrees. In the
present study, more simulations are neccessary to determine
if s similar phase range axists for contro) effectiveness.

In the experimental studies at NWC, the sensor (micro-
phone) was located approximately one step height down-
stream of the dump plane due to the restrictions imposed by
the test rig configuration. To numerically determine the
effect of sensor location on the control effectiveness, another
simulation was performed with the sensor located one step
height downstream of the dump plane as in the experiments
{location ¢, Figure 1). Figure 7d shows the pressure si,:al at
the dump plane for this simulation. The time-delay used for
this simulstion was the same as in the simulation shown in
Figure 7c. Although the pressure fluctuation level drops from
the 15 percent uncontrolled level to around § percent of the
mean pressurs, comparison between Figures 7c and 7d shows
that for the chosen time-delay, the control with the sensor
close to the loudspeaker was less effective than when the sen-
sor was Jocated in the diffuser. Cross correlation between the
original pressure signals from the dump plane and a step
height downstream showed that the peak positive correlation
occurs around r/ T = 0.08 and, for the time-delay chosen for
this simulation, the correlation coefficient was still positive.
The relatively weaker control of the pressure fluctuation
shown in Figure 7d appears to indicate that negative correla-
tion maybe required for effective control.

To further evaluate this hypothesis, another simulation
with a new time-delay of around 7/T = 0.8 was performed.
For this time-delay, the correlation coefficient is negative.
Figure 7e¢ shows the pressure signal for this case. Com-
parison with Figure 7d shows that, for this time-delay, a
better control of the high-frequency pressure fluctuation is
schieved, with the peak-to-peak level dropping to less than §
percent of the mean pressure, as was seen in Figure 7c.

Flow visualization of the flame propagation during active
control showed that the flame structure does not change in
any significant manner from the structure seen in the uncon-
trolled case (Figure 3b). Spectral analysis of the pressure
fluctuation in the combustor showed that as the control
brcomes effective, the dominant frequency increases from
935 Hs to around 1 kHs. When the control is turned off, the
frequency drops back to the original value.

4.2 Active Control of Type II Instability

The active control strategy employed for the control of
Type 1 instability was then applied to the Type II instability.
Cross-correlation between the pressure signals from the dump
plane and the diffuser location b showed that there is negligi-
ble time-delay between the two signals. Further analysis also
showed that the pressure fleld is nearly in-phase everywhere
in the combustor. Thus, i was expected that the control sig-
nal as defined by Equation (7) should be effective. Figure 82
shows the pressure signal with no control, and Figure 8b
shows the corresponding pressure signal with the active con-
trol system tuned on. The constant A, for this simulation
was 0.3. It is clear that the control used for this case was
quite effective in reducing the pressure fluctuation levals. In
fact, the peak-to-peak level of oscillation, which was around
80 percent of the mean pressure for the uncontrolled case
(Pigure 8a), is now reduced to almost 4 percent (Figure 8b),
which is about the same leval as wae achieved for the Type 1
instability. As seen in the figure, the control does take & cer-
fain amount of time to become effective. The effect of turn-
ing off the control is demonstrated in Figure 8¢, which shows
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the pressure signal after the control signal was turned off at
the end of the simulation shown in Figure 8b. Although it
takes a finite amount of time, the Type II instability returns.

The propagation of the vortex/flame structure seen in the
uncontrolled cuse (Figure Bb) is also changed drastically,
with the flame structure now taking a shape similar to that
observed during the Type I instability simulation (Figure 3b).
A typical flame structure in the combustor during control of
the Type Il instability is shown in Figure #4d.

Spectral analysis of the pressure fluctuation in the combus-
tor both with and without active control (Figures 8b and 8¢,
respectively) was carried out. When the conirol is first
turned on, the dominant 166 Hs oscillatior frequency
increases to 178 Hs, but as the control becomes effective and
the pressure fluctuation level drops, only a high-frequency
fluctuation at around 1.2 kHs remains. This increase in fluc-
tuation frequency during active control was also observed
during control of the Type I simulation described in Section
4.1. When the control is turned off, the dominant frequency
begins to decrease and the amplitude increases until finally
only the low-frequency, high-amplitude oscillation remains.

To determine if the finite time required for the control to
become effective can be reduced, the control of Type 1I
instability was initiated at nearly the beginning of the growth
of the Type II instability (see Figure 8a). Figure 9s shows
the result of this simulation. Although the peak pressure level
that is reached in the first cycle is lower than what was
observed in the earlier simulation (Figure 8b), the control still
takes nearly the same amount of time to become effective.
Also shown in this figure are two other (partial) simulations
with increasing value of the gain parameter A,. Increase in
A, essentially translates to an increase in the power used to
drive the loudspeaker. The simulations show that when 4, is
increased the peak pressure that is reached in the first oscilla-
tion decreases and the control becomes more effective.

The time variation of the Rayleigh parameter and the
pressure fluctuation at the dump plane is shown in Figure 9b
for a portion of the active control simulation described in
Figure 9a (with A, = 0.2). The Rayleigh parameter indicates
that the oscillation is very unstable during the early period of
the control but that as the control becomes effective, the
Rayleigh parameter becomes very small and the combustion
process approaches stable operation.

Another simulation was carried out with a very different
time-delay between the sensor and control signal. Figure 9¢
shows the pressure signal for the control case with a time-
delay of #/T = 0.08. Since the pressure field was nearly in-
phase everywhere in the combustor, this time-delay implies s
situation close to peak positive correlation. Therefore, this
control approach was not supposed to be effective. Figure 9¢c
clearly shows that the control is quite poor; however, it is
interesting to note that the pressure fluctuation level does
decreass slowly. Aloglbmlnthhﬁ\m is the computed
Rayleigh parameter, R(t)/R*, and the projected variation of
the unsteady heat release term. The Rayleigh parameter also
slowly decreasss indicating that although the control is poor,
i has a stabilising effect in the pressure oscillation. This
indicates that control of the Type II instability is aleo possi-
ble for different phases between the recorded and control sig-
nals, but that there may again be some optimum range in
which the control effectivensss is st 3 maximum. Further
simulstions with different phases are planned to understand
the relationship between phase and control effectivensss.

§. CONCLUSIONS

A large-oddy simulation model has been developed that
contains the essential physics of combustion instability such

as the acoustic wave motion, interaction between the large
eddies, and combustion and unsteady heat release during
premixed fuel combustion in s ramjet. The combustion
model used for the simulations explicitly incorporates the
local turbulent flame speed and avoids the erroneous numeri-
cal heat release that would occur in a finite-rate chemistry
model, while attempting to resolve the internal structure of
the flame. Two types of combustion instability have been
identified from the simulation results: s amall-amplitude,
high-frequency instability and a large-amplitude, low-
frequency instability. Both types of instability have been
experimentally observed and many of the qualitative features
of the numerically computed instabilities are in good agree-
ment with the experimental cbeervations.

The data stored during the simulations was then utilised
to study active control techniques to control the unstable
pressure oscillations. The first phase of this study involved
the application of acoustic feedback control techniques. It
has been demonstrated here that active control of both types
of instability can be accomplished by such a technique.
Furthermore, it was shown that the instabilities could be
turned on and off. This capability can be used to study and
understand the transient process prior to the growth of the
instability. Both the control and recovery of the Type Il in-
stability take relatively a much longer time period as com-
pared to the Type I instability. Some effects of varying the
time-delay between the sensor and control signal was also
studied and it was shown that contro! is possible for different
choices of the time delays. This is in qualitative agreement
with experimental observations.

Further work is planned to study the effect of time delay
on acoustic feedback control and to explore another
approach to actively control the instability by using unsteady,
secondary fuel injection. Also, ss mentioned earlier, the
local turbulent flame speed in the present combustion model
used only a constant value for the subgrid turbulence inten-
sity. To study more realistic cases, s subgrid model based on
the solution of the subgrid turbulent kinetic energy has been
incorporated. This model will be used to take into account
the nonuniformity of the turbulent fluctuations in the subgrid
scales, and then used to determine the local turbulent flame
speed.
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