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The publications describe progress in two related areas of visual information pro-
cessing: motion processing and visual attention. The full equivalence between
Reichart motion detection and Fourier motion analysis (first-order motion processing)
was proved formally. A new experimental paradigm was developed to test the model of
nonFourier (2nd-order) motion processing. This model, which accounts for the
perception of motion-from-texture, consists of a stage of linear §patio-temporal
filtering followed by fullwave rectification and then by standard (Reichart) motion
analysis. It was domonstrated that human 2nd-order motion is, for practical
purposes, one-dimensional (i.e., a single channel system). The spatial filter that
this channel utilizes was measured and found to be lowpass. Work on attentional
processes in visual task using rapid sequences of superimposed patterns showed that
highly trained subjects were unable to use gross physical differences to filter out
unattended items at an early stage of perceptual processing. On the contrary, the
results are explained by postulating that attended and unattended elements of the
input are tagged as such at an early-stage, and are then discriminated later on the
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Grant AFOSR 91-0178

Visual Motion Perception

George Sperling, New York University

ABSTRACT
The reports enclosed with this report describe experiments related to four aspects of

visual information processing: The main thrust is continuing studies of two separate
motion-computation systems and the derivation of the function properties of each. The
pronoun we is used in this report to refer to the PI in conjunction with one or more of the
other investigators, students, and staff.

(1) The most significant new work is described in a published abstract and a preprint
by the PI with Peter Werkhoven and Charles Chubb. Using a new paradigm (experimen-
tal display plus analysis), it was found that second-order motion perception for locally
parallel textures is quite well approximated by a single-channel system. Previous studies
(by other authors) that asserted otherwise were shown to have contained incorrect ana-
lyses. Elaborations of this paradigm (now in progress) will enable us to establish the full
dimensionality of motion and of texture processing (analogously to the dimensionality of
color vision). The manuscript has been accepted for publication in Vision Research,
pending optional revisions, which are in progress.

(2) A paper describing the formal proof of the equivalence of Reichart detectors and
Fourier analysis (of motion and texture) stimuli was published by the Journal of
Mathematical Psychology. The paper also contains three illustrative experiments on
texture-from-motion, the last of which demonstrates that the rectifying nonlinearity can-
not be a pure square function. that

(3) A paper (Sutter, Sperling, & Chubb) describing research that enabled the determi-
- nation of the partial selectivity of second-order pattern perceivers was completed and

S submitted to Vision Research for publication.

- (4) Studies of the detection and discrimination of visual acceleration. These two
i r papers represent work that Werkhoven continued with Dutch collaborators during his

period at NYU. Just as motion-from-texture involves the analysis of spatio-temporal
modulation in texture, the detection of acceleration involves spatio-temporal modulations

1 - in velocity. Werkhoven, Snippe and Toet ingeniously extend the principles that have

been used in other studies of second-order perception to derive a model of acceleration
) -- detection based on a linear systems analysis of velocity variation. Snippe and Werkho-

ven apply a similar model to account for the detection of pulse modulations of velocity.
"'I (5) The mechanism of nonspatial attentional selection. A manuscript describing a
,-. repetition detection paradigm developed by the PI in collaboration with Steve Wurst was

completed and accepted for publication. A rapid sequence of 30 stimuli occurs at a sin-
gle location. The subject must detect an embedded repetition. Successive items alternate
in a particular feature value (e.g., black i!ems versus white items on gray), and the subject
is instructed to attend only to one value of the feature (e.g., white). The main result is

8 i. W! i;: JUL 9
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that even unattended items enter memory. A theory account for many complex and para-
doxical results is that attention acts as a feature, e.g. A+ for an attended item, A- for an
unattended item. Subsequent processes treat this top-down "attention feature" just as if
were another stimulus feature.

(6) Work in progress is sketched briefly under "Students."

The main activities throughout this grant have been carrying out the experimental
research set forth in the proposal (1990), following up promising leads that developed in
the course of this work, and preparing manuscripts for publication. The work is best
described by the publications and technical reports; these are appended. An overview,
including facilities and personnel, is provided below.

FACILITIES
The Human Information Processing Laboratory (HIPL) is highly versatile laboratory

for conducting research in almost any area of vision or cognition as described in previous
progress reports and the current proposal.

PERSONNEL
Principle investigator. George Sperling, Professor of Psychology and Director of

the Human Information Processing Laboratory. As projected in the original proposal, the
PI devoted 10% time during 9 month academic year plus 50% time during 3 summer
months totaling 26.67% of full time averaged over the full year)

Full-time
Research Associale, Dr. Peter Wernhoven worked primarily on visual motion and on

related mathematical issues.
Systems Programmer. David Tanzer, a PhD student in Computer Science at NYU's

Courant Institute is being employed full-time as a systems programmer. He is experi-
enced, highly skilled, and effective. Beginning in September, 1991, NYU contributed
1/2 of Tanzer's salary.

Part-time

Consultant. Dr. Barbara Dosher. During this period, Dr. Dosher collaborate in
preparing previously executed projects for publication (6 days).

Administrative assistant. Ms. Pamela Stark, a graduate student in the Department of
Applied Science, Ms. Stark took an indefinite pregnancy leave just prior to the end of the
current period. After a period of search, she was replaced by Paula Azevedo.

Graduate students ;-or
Joshua Solomon. Beginning his final year at NYU, Solomon has been and continues A:1'J1

to work on three projects in visual psychophysics: (1) the lateral inhibition of apparent 3
contrast by adjacent fields of high contrast; (2) discriminating half-wave and full-wave
mechanisms of second-order motion and texture detection; and (3) the peripheral visibil- m
ity of second-order motion ar I texture displays.

Shui-I Shi. Ms. Shi has been working on information processing studies to test
attentional theories. The main project involves a unified attention theory to account for 7:/
attention gating experiments and iconic memory--the link between attentional gating and 77-
reaction time studies of attention having been previously established by Erich
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Weichselgartner in the HIPL. These are empirical studies of attention plus extensive
Monte Carlo simulations of a comprehensive model. Additionally, Ms. Shi is extending
the methods to a study of attentional control of visual search.



HIP Lab Publications, 1991

1991 Landy, Michael S., Barbara A. Dosher, George Sperling, and Mark E. Perkins. Kinetic depth
effect and optic flow: 2. Fourier and non-Fourier motion. Vision Research, 1991, 31, 859-876.

1991 Parish, David H. and George Sperling, Object spatial frequencies, retinal spatial frequencies,
noise, and the efficiency of letter discrimination. Vision Research, 1991, 31, 1399-1415.

1991 Solomon, Joshua A, and George Sperling. Can we see 2nd-order motion and texture in the peri-
phery? Investigative Ophthalmology and Visual Science, ARVO Supplement, 1991, 32, No. 4,
714. (Absuact)

1991 Werkhoven, Peter, Charles Chubb, and George Sperling (1992). Testure-defined motion is ruled
by an activity metric--not by similarity. Investigative Ophthalmology and Visual Science, ARVO
Supplement, 1991, 32, No. 4, 829. (Abstrw)

1991 Sutter, Anne, George Sperling and Charles Chubb, Further measurements of the spatial frequency
selectivity of second-order texture meachanisms. Investigative Ophthalmology and Visual Sci-
ence, ARVO Supplement, 1991, 32, No. 4, 1039. (Abstract)

1991 Chubb, Charles, and George Sperling. Texture quilts: Basic tools for studying motion-from-
texture. Journal of Mathematical Psychology, 1991, 35, 411-442.

1991 Chubb, Charles, Joshua A. Solomon, and George Sperling. Contrast contrast determines perceived
contrast. Optical Society of America Annual Meeting Technical Digest, 1991, Vol. 17. Washing-
ton D.C.: Optical Society of America, 1991. P. XX. (Abstract)

1991 Sperling, G. and Wurst, S. A. (1991). Selective attention to an item is stored as a feature of the
item. Bulletin of the Psychonomic Society, 1991,29, XX. (Abstract)

Papers Under Submission for Publication, Technical Reports

1991 Sperling, G. and Wurst, S. A. (1992). Using repetition detection to define and localize the
processes of selective attention. In D. E. Meyer and S. Komblum (Eds.), Attention and Perfor-
mance XIV: Attention and Performance XIV: Synergies in Experimental Psychology, Artificial
Intelligence, and Cognitive Neuroscience - A Silver Jubilee Cambridge, MA: MIT Press (In
press.)

1991 Werkhoven, Peter, George Sperling, and Charles Chubb (1992). Motion perception between dis-
similar gratings: A single channel theory. Vision Research, 1992, 32. (In press.)

1991 Werkhoven, P., Snippe, H. P., and Toet, A. (1991). Visual processing of optic acceleration. Sub-
mitted to Vision Research.

1991 Snippe, H. P., and Werkhoven, P. (1991). Pulse modulation detection in human motion vision.
Submitted to Vision Research.



George Sperling - 2 Colloquia- 1

Invited Lectures at Universities and Institutes

1991 Department of Psychology Colloquium, University of California, Irvine, Irvine, CA, January 10,
1991. Visual Preprocessing.

1991 Department of Psychology University of California at San Diego, La Jolla, CA, February 28,
1991. Mechanisms of Attention.

1991 University of California, Berkeley Berkeley, California, Joint Cognitive Science Colloquium and
Oxyopia Colloquium (Optometry School), March 22, 1991. Visual Preprocessing.

1991 University of California, Berkeley Berkeley, California, Department of Psychology/Cognitive Sci-
ence Colloquium, March 22, 1991. The Spatial, Temporal, and Featural Mechanisms of Visual
Attention.

1991 Bonny Center for the Neurobiology of Learning and Memory, University of California, Irvine,
Irvine, CA, April 8, 1991. Mechanisms of Visual Attention.

1991 Salk Institute, University of California at San Diego, La Jolla, CA, April 10, 1991. Visual Prepro-
cessing.

1991 Department of Psychology, University of Florida at Gainsville, April 26, 1991. Systems and
Stages of Visual Processing.

1991 Shanghai Institute of Technical Physics, Shangahi, China, June 17, 1991. How the Human Visual
System Computes Visual Motion [Host: Prof. Kuang, Ding Bo (Director, SITP); Translators: Dr.
Zhang, Ming and Chen, Lulin.]

1991 Department of Computer Science, Shanghai Information-Technology Engineers Examination
Center, Fudan University, Shangahi, China, June 18, 1991. Neural Principles of Preprocessing
for Human Pattern Recognition. [Host: Prof. Wu, Lide (Director, SITEEC).1

1991 Department of Electronic Science and Technology, Institute of Applied Electronics, East China
Normal University, Shangahi, China, June 20, 1991. Measuring Attention and How the Human
Visual System Computes Visual Motion [Host: Prof. Weng, Moying (Chairman and Director);
Translator: Dr. Zhang, Ming.]

1991 Department of Psychology, Beijing University, and Institute of Psychology, Chinese Academy of
Sciences, Beijing, China, June 25, 1991. [Host: Prof. Jing, Qicheng (Director, Institute of
Psychology)]

Morning: The Efficiency of Pereception [Translators: Dr. Zhang, Ken and Prof. Jing,
Qicheng.]

Afternoon: Measuring Attention. [Translator Luo, Chun-Rong.]

1991 Computational Vision Laboratory, Institute of Biophysics, Chinese Academy of Sciences, Beijing,
China, June 28, 1991. First- and Second-Order Motion Perception. [Host: Prof. Wang Shuo-
Rong (Director, Institute of Biophysics); Translator: Prof. Wang, Yun-Jiu (Laboratory Director.]

1991 New York University, Cognitive Sciences Colloquium, September 12, 1991. Is There Attentional
Filtering of Items by Feature as Well as by Location?



Joshua A. Solomon and George Sperling. Can We See 2nd-Order Motion
and Texture in the Periphery? Investigative Opthalmology and Visual Sci-
ence, 1991, 32, No. 4, ARVO Supplement, 714

CAN WE SEE 2nd-ORDER MOTION AND TEXTURE IN THE PERIPHERY?
Joshua A. Solomon and George Sperling.

Human Information Processing Laboratory, New York University

Stimuli. Our 1st-order stimuli are moving sine gratings. Our 2nd-order stimuli
are patches of static visual noise, whose contrasts are modulated by moving sine
gratings. Neither the spatial orientation nor the direction of motion of these 2nd-
order (drift-balanced) stimuli can be detected by analysis of their Fourier domain
power spectra. They are invisible to Reichardt and motion-energy detectors.

Method. For these dynamic stimuli, in the fovea, and at 12 deg eccentricity. we
measured contrast modulation thresholds as a function of spatial frequency for
discrimination of ± 45 deg texture slant and for discrimination of direction of
motion. Spatial frequency was varied by changing viewing distance.

Results. For sufficiently low spatial frequencies and sufficiently large contrast
modulations, all stimuli are visible both foveally and peripherally. For peripherally
viewed 1st-order gratings, the highest spatial frequency at which motion or texture
discrimination is possible is about 1/4 that at which the corresponding
discrimination is possible for ioveally viewed gratings. For peripherally viewed
2nd-order gratings, the highest spatial frequencies at which motion or texture
discrimination are possible am somewhat less than 1/4 the frequencies of the
corresponding foveal discriminations. Thus, as the stimulus moves peripherally,
the visual mechanisms that detect 2nd-order motion and texture lose sensitivity
somewhat faster than the 1 st-order mechanisms.

Conclusions. Under certain specific assumptions, our results suggest the
following about the neural detectors involved in these discriminations: (I) For both
motion and texture, there are more foveal than peripheral detectors at all spatial
frequencies. (2) There are more Ist-order than 2nd-order detectors. (3) On the
average, foveal detectors respond to higher spatial frequencies than peripheral
detectors. (4) The 2nd-order foveal-peripheral spatial frequency difference is
somewhat larger than the Ist-order difference.

Stponed by AFOSR Life Scences. Visual InformiatmL Processing Program. Gri 88-0140.



Peter Werkhoven, Charles Chubb and George Sperling. Texture-Defined
Motion is Ruled by an Activity Metric--Not by Similarity. Investigative
Opthalmology and Visual Science, 1991, 32, No. 4, ARVO Supplement, 829

TEXTURE-DEFINED MOTION IS RULED BY AN ACTIVITY METRIC -
NOT BY SIMILARITY

Peter Werkhoven, Charles Chubb and George Sperlir.
Human Information Processing Laboratory. New, York University

We examined motion carried by textural properties. The stimuli we
used consisted of patches of sinusoidal grating of various spatial
frequencies and contrasts. Phases were randomized to insure that motion
mechanisms sensitive to correspondences in stimulus luminance were not
systematically engaged.

We used an ambiguous apparent motion paradigm in which a
"heterogeneous" motion path (defined by alternating patches of a type A
and a type B texture) competes with a "homogeneous" motion path defined
by patches of type A. We found that the strength of these (2nd order)
motion stimuli is determined by the covariance of the actiit') of the
textures that define the motion paths. The activity of a texture is an
hypothesized property that is proportional to the texture's contrast and is
found to be inversely proportional to its spatial frequency (within the range
of spatial frequencies examined). Indeed, heterogeneous motion between
equal contrast patches of a high spatial-frequency texture A and a low-
spatial frequency texture B can easily dominate homogeneous motion
between two patches of A because the activity of texture B is higher than
that of texture A.

At temporal frequencies higher than 4 Hz, we find that activity
covariance almost exclusively determines motion strength At lower
temporal frequencies, similarity between textures becomes a significant
factor as well.
SuppwW by AFSR Life Sciences. VinOl WfaaOnuaL.PiOr rxes Progyr G . 88-0140



Anne Sutter, George Sperling and Charles Chubb. Furthur Measurements
of the Spatial Frequency Selectivity of Second-Order Texture Mechanisms.
Investigative Opthalmology and Visual Science, 1991, 32, No. 4, ARVO
Supplement, 1039

FURTHER MEASUREMENTS OF THE SPATIAL FREQUENCY
SELECTIVITY OF SECOND-ORDER TEXTURE MECHANISMS

Anne Sutter, George Sperling, & Charles Chubb
Human Information Processing Laboraoty. New York University, NY, NY 10003

A number of investigations of texture and motion perception suggest a
two-btagC prtwembig system €ontstung of an initual stage of selective linear
hltcnng, followed by a recnhication and a secAnd stage of selective linear
filtering. Here we present new data measuring two properties of the second-stage
filters: their contrast modulation sensitivity as a function of spatial frequency
(MTF). and the relation of initial spatial filtering to second-stage selectivity. To
determine the MIT. we used a saircase procedure to obtain amplitude
modulation thresholds for the detection of the orientation of Gabor modulations
of a bandlimited noise carrier. We used improved noise carriers with a narrower
bandwidth than the stimuli reported last year. Four carrier bands were created
with center frequencies of 2. 4. 8, and 16 c/deg. The spatial frequency of the test
signals (Gabor amplitude modulations) ranged from 0.5 to 8 c/deS.

The improvements in our stimuli produced a different pattern of ,uaults: (1)
The threshold amplitude of signal modulauon was lowest for 0.5 and 1.0 c/deg.
Above 1.0 c/deg, threshold increased with frequency'. (2) There was a
significant interaction of carrier frequency band with the modulating frequency,
with the lowest thresholds occuring for carrier fmquency/modulation frequency
ratios of about three to four octaves. These results indicate that the second-stage
selective filters and detectors are most sensitive to frequencies lower than or equal
to I c/deg, and that they are selective with regard to the spatial frequency content
?f the carrier noise on which the signals are impressed.

Jamw, J.H.T. A Koendeink, 3J.. (1915). Vu. Res 2 (4) pp. 511-521.
Supported by AIOSR Lde Scwrene Dvcmvte Gram U-0140 sad NI&M Grant 5132MH 14267.
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Texture Quilts: Basic Tools for Studying
Motion -from -Texture

CHARLES CHUBB

Department oi Ps i'holovi. Romeers L na ersttv

\ND

GEORGE SPERLING

Psvhologv Department and Center /or Neural Sciences.

New York Lnirersitv

A theoretical foundation and concrete stimulus-construction methods are provided for
stud.ing motion-from-spatial-texture without contamination by motion mechanisms sensitive
to other aspects of the signal. Specifically. examples are constructed of a special class of ran-
dom stimuli called texture quilts. Although. as we demonstrate experimentally, certain texture
quilts display consistent apparent motion. it is proven that their motion content wafis
uaavailable to standard motion analysis (such as might be accomplished by an Adelson
Bergen motion-energy analyzer, a Watson Ahumada motion sensor, or by any elaborated
Reichardt detector). and b)cannot be exposed to standard motion analysis by any purely
temporal signal transformation no matter how nonlinear ie.g.. temporal differentiation
followed b rectificationi. Applying such a purely temporal transformation to any texture
quilt produces a spatiotemporal function P whose motion is unavailable to standard motion
analysis: The expected response of every Reichardt detector to P is 0 at every instant in time.
The simplest mechanism sufficient to sense the motion exhibited by texture quilts consists of
three successive stages: i iIa purely spatial linear filter. l ii) a rectifier I but not a perfect square
law I to transform regions of large negative or positive responses into regions of high positive
salues. and lii) standard motion analysis. , 1991 Academic Press, Inc.

I. INTRODUCTION

• m1dard Motion Analy-sis. The extensive literature on the motion of random-
dot cinematograms (Anstis. 1970: Baker & Braddick. 1982a. 1982b: Bell & Lappin.
1979: Braddick. 1973. 1974: Chang & Julesz. 1983a. 1983b. 1985: van Doorn &
Koenderink. 1984: Julesz, 1971: Lappin & Bell. 1972: Nakayama & Silverman.
1984: Ramachandran & Anstis, 1983) points toward the view that a "short-range"
system I Braddick. 1973. 1974) submits the raw spatiotemporal luminance function
directly to itandard motion analt.sis (such as might be accomplished by an Adelson
Bergen motion-energy detector IAdelson & Bergen. 1985). a Watson Ahumada

Reprint requests should he sent to Charles Chubb. Department of Psychology. Rutgers University.
New Brunswick. N.1 0X903 or (eorge Sperling. HIP Lab. NYU. 6 Washington Place. New York.

NY I(XX)3.

411
WM22-2496 91 S3.00

,psrRht , 1l l h% siemic Pit s Inc
--- j r ,Is 1 rr 'ii .f ". e i



412 HI 1i1 AND St'tRI It\

motion sensor (Watson & Ahulada. I983a. 19,"3h. 1985 1. an elaborated Reichardt
detector i %an Santen & Sperling. 1984. 1085). or some variants of a gradient detec-
tor (Marr & Ullmin. 1981 Adelson & Bergen. 1986).

Fourier and .Von-,',urter .lh chani.sns. An impressive number of observations
suggest that standard motion analysis is not the whole story Bowne. McKee. &
Glaser. 1989: Ca anagh. Arguin. & \on Grunau. 1989: Derrington & BadLock.
1985: Derrington & Henning. 1987: Green. 1986: Lelkins & Koenderink. 1984:
Pantle & Turano. 1986: Petersik. Hicks. & Pantie. 1978: Ramachandran. Ginsburg.
& Anstis. 1983: Ramachandran. Rao. & Vidyasagar. 1973: Sperling. 1976: Turano
& Pantie. 1989). In particular. Chubb and Sperling ( 1987, 1988) have demonstrated
a variety of stimuli that display consistent. unambiguous apparent motion, vet that
do not systemaically stimulate mechanisms that apply standard motion analysis
directly to luminance. For reasons that become clear in Section 2. we call any
motion system that applies standard analysis to the aw signal as a Fourier
mechanism, and we refer to any system that applies standard analysis to a non-
linear transformation of the signal a,; a non-Fotrier mechanism.

.Aicroahnced Stimuli. The methods used by Chubb & Sperling to construct
stimuli whose obvious and consistent motion content cannot be revealed by
applying standard motion analysis directly to luminance are founded on the notion
of a mi'rohalanee d random stimulus. In Section 2.3.5. we show that the expected
response of any standard notion analyzer applied directly to any microbalanced
random stimulus is equal to the expected response of the corresponding analvzcr
tuned to motion of the same type. but in the opposite direction.

Microbalanced random :timuli allow us to differentially stimulate non-Fourier
motion mechanisms without s,,stematicallv engaging Fourier mechanisms. Ths is
the s.)urce of their importance in the study ot motion perception.

There are probably several types of non-Fourier motion mechanisms. dis-
tinguished by the different transformations they apply to the signal prior to
standard motion analksis. In this paper. we extend the theory of microbalanced
randoim stimuli in or,,, : to develop methods for constructing stimuli that selectiNclv
engage specific classes of non-Fourier mechanisms without stimulating either
Fourier mechanisms or other classes of non-Fourier mechanisms.

Pointiise' Tran.iormatiot." Static Nonlin'artires. .\ transformation T is called
point'i.' if the ou put of T at any point cv. v. ti in space-time depends onl\ on the
(stimulus) input value at that point. A nuonlinear pointwise transformation some-
times is called a stti nonlinearitv. For instance, simple rectifiers and thresholders
are pointwisc transformations. In Section 3. we address the problem of isolating the
class of non-Fourier mechanisms that apply a simple pointwise transfornation
prior to standard motion analysis from the class of all those mechanisms that appl\
more complicated transformations. The central result in this section is proposi-
tion 3.2 which provides necessary and sufficient conditions for a random stimulus
/ to be such that any pointwise transformation of I is microbalanced.
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PurelY Temporal Transfi'mations and Texture Quilts. The results with pointwise
transformations are extended in Section 4 to purely temporal transformations
(defined in Section 2.2). Whereas, for a pointwise transformation, the transformed
value at the point (, yv, t) depends only on the stimulus value at (.v, .1t), in a
purely temporal transformation the transformed value at -x. ' v.) .iav depend in
any way whatsoever on the entire history of stimulus vaies at (x, Y). We define the
class of stimuli called texture quilts (Definition 4.1 1 whose importance derives from
the fact (pioven in proposition 4.3) that any purely temporal transformation of a
texture quilt is microbalanced. Concrete methods are provided for construct i,.
binary and sinusoidal texture quilts that display consistent motion.

In Section 5. these construction methods are applied in an experiment designed
to demonstrate the effectiveness of three textural properties as carriers of motion
information. The textural properties are (i) spatial frequency variation, (ii) orienta-
tion variation, and (iii) variation between perceptually distinct textures ",ith
identical expected energy spectra.

4 2. PRELIMINARIES

This section states the background facts presupposed by the main discussion of
the paper.

2.1. Discrete Dynamic V isual Stimuli

.Vetation. Let R denote the real numbers, and Z (Z I the integers jpositive
integers). We use square brackets to enclose arguments of discrete functioas, and
parentheses to enclose arguments of continuous functions.

The Range of a Stinu us. We want the term "stimulus" to refer not only to the
luminance function submitted as input to the retina, but to any physiologically

* reasonable transformation of the spatiotemporal luminance function which might
be submitted as input to a component processor of the visual system. Consequently.
although luminance is physically a nonnegative quantity. we , o not applN this
constraint to the class of functions we admit as stimuli. We allow stimuli to take
values throughout the positive and negative real numbers.

.t
The Domain of a Stimulus. To remain close to our intuitions about neurally

realized visual processors, we take stimuli to be a functions of the discrete domain
SZ' (where the dimensions correspond to horizontal and vertical space, and time I.

In addition, for mathematical convenience, and without loss of physiological
plausibility, we require a stimulus to be 0 almost everywhere in its (infiniteI
domain.

The Definition of a .timnidus. We call any function I: Z' -, z a stimuius provided
:1 [x.v. y.t] 0 for all but finitely man' points of Z'.

We shall be considering stimuli as functions of two spatial dimensions x. v and
time t.II- ___________
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Stimiu/s Contrast. As is now well established le.g.. Slhaple & EnroIh-('ueell.
1984). early retinal gain-control mechanisms pass not stimulus luminance, hut
rather a signal approximating stimulus contrast, the normalized deviation at each
time t of luminance at each point x.v) in the visual field from a "background
level," or "level of adaptation," which reflects the average luminance over points
proximal to .x. Y. t) in space and time. Because the transformation firom luminance
to contrast is a processing stage that is general to all of vision, we shall drop
reference to mean luminance L,, and characterize L only by its (oitrast , ioduittio
lunction. C:

L
C=-- 1. 1

What we argue in this paper is that the broad-band spatial filtering that mediates
the step from luminance to contrast is succeeded by additional filtering stages in
which a number of narrowv tune'd spatial filters are applied to the Nisual signal.
their output rectified, and the resulting spatiotemporai signal processed for motion
Information.

The History ol a Stimulus at a Point in Space. For any stimulus I. any point

I V, v e Z 2. we define I, ,, the history o/ I at i., v I. by setting

/, .. [ [- V. 1, t 12)

for all t e Z.

Space-Time Separable Stimuli. A stimulus I is called space-time separable ifT I
can be expressed as the product of a spatial function 1: Z' 7 and a temporal
function g : Z -. M: For all .. v, t EZ'. l[v, i. t] I[v, vI ,jt.

The Fourier Trans/Orm ol a Stimulus. Because any stimulus / is nonzero at onl\
a finite number of points, the energy in / is finite, implying that I has a well-dcfined
Fourier transform.

Wc denote I's Fourier transform by 1: writing / for the comp!ex number ), I

V zr,. *,. ]),. ' . ... ....

Although I is defined for all real numbers u'. 0. 7. it is periodic o\er :n cach
argument. Ihis fact is reflected in the inverse transform:

fI[ . i.,] I2':l * i,', i ",** O~ 4

In the -ourier domain. "c consistently use C) to index frequencies relati\e to X.
frequencies relative to i. and T frequencies relatixe to I.
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The Function 0. We write () for any function that assigns 0 to each element in
its domain. Thus. 0 defined on Z' is the stimulus that is zero throughout space and
time. We also write 0 for the temporal function that sets 0[t] =0 for all t Z.

2.2. Mappings and Stimulus Transl/orntations

Let 2 be the set of all real-valued functions of Z . and call any function of Q into
2 a mappimn. I We shall need the general notion of a mapping only briefly in order

to specify the subset of well-behaved mappings called transformations.) For any
mapping .1 and any Ie Q. M1 is a real-valued function of Z: accordingly, we
write MI l[x. v. t] for the value of MI) at any point I.v. y. t Z .

If it is continuous, a function ! R - R submits to a wide range of useful opera-
tions. For instance, if fis continuous, it can be integrated over any finite interval.
Of course. i need not be continuous to meet this condition. For instance. f is
integrable over any finite interval if/" is discontinuous at only a finite number of
points in any finite interval. If fis integrable over any finite interval, and if f also
is bounded, then for any function g for which f j g converges, J, lg also converges.
In particular. J. jg converges if g is a density function. For the results reported
here, we restrict our attention to a special class of mappings. which we shall call
stimulus transformations, that have properties analogous to those of the well-
behaved function f: We specify these desirable properties in the following
paragraph.

Continuous Mappings: Finitelv Intevrable Mappings: Bounded Mappings. For
any Ic 2. any p e R. any tp e Z. we write 1,, - for the element of 2 that is identical
to I at all locations of Z3 except 0i. where it takes the value p. Any mapping M is
called continuous if M(I, ,)[J] is a continuous function of p for any I 2. and
any ip. C Z 3. If is called finite/v integrahle if. for any such L /,, and , MU, - P)[J]
is an inteerable function of p over any finite interval. Finally. M! is called bounded
if. for any such 1. q/. and ,,'.. !,_ ,,[C] is a bounded function of p over the set
of real numbers.

DEFINITION OF A STIMULUS TRANSFORMATION. A stimulus transIbr,ation (which
we shall often refer to simply as a trans/ormation) is a bounded. finitely integrable,
mapping T such that T1S) is a stimulus for any stimulus S. and T(O)=0.

There are other reasonable constraints we might impose on the notion of a
stimulus transformation. For instance, we might require a stimulus transformation
to be time-invariant and causal. However. we do not include these conditions in our
definition because they are not required for the results we report.

Pure/y Temporal Stimulus Transbrmations. Let 2, be the set of all functions
mapping Z into -.. A transformation tf is called purel/ temporal iff there exists a
function H,: 2, -. 2 , such that for any stimulus I. any (.v. Y. t)C- V.

Hill \. y t] H il ... ,}I ]. 51
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That is. the Nalue at the point (x. v. t)eZ' that results from applying H to I
depends only on the history of I at Irv. v). Since it is obvious from the context. we
drop the distinction between H and H,. and allow H to be applied both to full-
fledged stimuli and to simple functions of time. Thus. for any temporal function
P: Z -, 7. we shall write H(P) to indicate the temporal function Ht P).

We shall be particularly concerned witb two types of transformations: vointnte
transformations and linear. shili-invariant transformations.

Pointivise Translormations and Rectiliers. For any functions t: A - B and
: B - . the composition t - f: A C is given bN

go* f(aI= t( flail 1

for any a e.4. For any /- i - R. we call the mapping /-. yielding the spatiotemporal
function f.I when applied to stimulus L a pointwise mapping ibecause its output
'alue at any point in space-time depends only on its input value at that point 1.

As is evident. I- is a transformation iff (i) / Oi=(. Iii is bounded on 7. and
iii i I is integrable over any bounded real interN al. A transformation I- is called a

po.itive, half-itaie rectifier if I is monotonically incrcasing. and / [] = 0 for all -- 0:
t- is called a neiative halff-ace rectifler if I is monotonically decreasin,. and
t [1] =0 for v> 0. Finally. /. is called a tdll-itie rectitier if I is a monotonicallv
increasing function of absolute xalue.

Linear. Shift-Invariant (LSI) Tran.Iorlnatnomx. For any offset U e Z . define the
mapping S'" by

for any Ic 2. Thus S''(i is deri,,ed by shifting I by the offset ie in Z'. Any mapping
A is called 'hilti-invartant iff

S"( M1l) = -/i SIM) I

for any v e Z' . anv /e 2. In addition. .l is linear iff for any I. Jc 12. any real
numbers h and ,

.I Kl 4- 4J1 = KAI !) - /AlI Ji.

As is well known. any linear, shift-invariant ( LSI ) transformation can be expressed
as ati ('nultIon. k% hich is defined for any itc- Z' b,

k* 1)[u]= A ,[,,- v I[i1. )

for some k: Z >. The function k is called the impulse response of the transforma-
lion k
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2.3. Random Stimuli

For any real random ariable X with density /. we write E[V] for the e.pectation
f X:

E[X] = I .l -id . II)

The notion of a random stimnulus generalizes that of a (nonrandom I stimulus in
that the values assigned points in space-time by a random stimulus are random
variables (with finite variances) rather than constants.

DEFtNITION OF A RANDOM STIMULUS. Call any family : R[x. v. t] il (.v. Y, tie Z 3 1

of jointly distributed random variables a ranlom stimulus provided

(i) R[x. v, t] is constant and equal to 0 for all but finitely many
iv% v. t) C Z", and

fii) E[R[x.. v. t] exists for all (.Y, Y, t) cZ'.

As with nonrandom stimuli, we write FR for the Fourier transform of an' random
stimulus R: and. for any / = (.. v) cZ2 we write R, for the temporal random
function defined bv

Rj[t] = R[Z, t] (12)

for all times t e Z.

Spact-Time Sparahl Randlom Stimuli. We call a random stimulus R space-time
wparahle iff R is space-time separable with probability I.

Constant Stimuli. Any ordinary stimulus can be regarded as a random stimulus
that does not vary across independent realizations. We call such unvarying stimuli

The .fotion-f-roni-Fourier-('ompotints Principle. Parsecal's relation states that
the energy in a stimulus is proportional to the energy in its Fourier transform.
Individual spatiotemporal Fourier components are drifting sinusoidal gratings.
Thus. wc can add up the energy in a dynamic visual stimulus either point-by-point
in space-time. or drifting sinusoid by drifting sinusoid. A commonly encountered
rule of thumb ivan Santen & Sperling. 1985: Watson & Ahumada. 1983b: Watson,
Ahumada. & Farrell. 1986) for predicting the apparent motion of an arbitrary
stimulus /[ v, i. t] = [.v. t I (constant in the vertical dimension of space). is the
notion-/ron-[:otrir-'omponti't.s principle: For I regarded as a linear combination
of drifting sinusoidal gratings. if most of I's encrgy is contributed by rightward-
drifting gratings, then perceived motion should be to the right. If most of the enerey
resides in the leftward-drifting gratings, perceived motion should be to the left.
OthcrwisC I should manifcst no decisive motion in either direction.
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Drift-Balanced Randin Stimuli. The class of drit-ha/amcd random "timuli
iChubb & Sperling. 1987. 1988) pro\ides a rich pool of counterexamples to the
motion-from-Fourier-components principle. A random stimulus R is drift balanced
iff the expected energy in R of each drifting sinusoidal component is equal to the
expected energy of the component of the same spatial frequency, drifting at the
same rate. but in the opposite direction. The term drilt balanccd is defined formally
as follows.

DEFINITION OF A DRIFT-BALAN(1 D RANDO)M Sri'IvttS. Call any random
stimulus R drit balan'd iff

E[/I,,. tI R v. ] = E[ i v). ). - 13)

for all IC). 0, T)EW.'
Thus. for any class of spatiotemporal linear receptors tuned to stimulus energy

in a certain spatiotemporal frequency band. a drift-balanced random stimulus will.
on the average, stimulate equally well those receptors tuned to the corresponding
band of opposite temporal orientation.

Aficrohalanced Randon Stimuli. Consider the following two-flash stimulus 5: In
flash I. a bright spot Icall it Spot I ) appears. In flash 2. Spot I disappears. and two
new spots appear. one to the left and one s,,mmetrically to the right of Spot I. As
one might suppose. S is drift balanced. On the other hand. it is equally clear that
a Fourier motion detector whose spatial reach encompasses the location of Spot I
and only one of the Spots in flash 2 may well be stimulated in a fixed direction bv
S. Thus. although S is drift balanced. some Fourier motion detectors may he
stimulated strongly and systematically by S. These detectors can be differentially
selected by spatial windowing., and thereby the drift-balanced stimulus S is con-
xerted into a non-drift-balanced stimulus by multiplying it by an appropriate space-
time separable function. The following subclass of drift-balanced random stimuli
cannot be made non-drift-balanced by space-time separable windowing.

DEFINITION OF A MICROBAI.ANCiD RANDOM STIMII tS. (all any random
stimulus I microhahanced iff the product WI is drift balanced for any ,pace-time
separable function W.

One can think of the multiplying function It' as a "'window" through which a
spatiotemporal subregion of I can be "iewed" in isolation. The space-time
separability of W ensures that W is "t'ransparent" with respect to the motion-con-
tent of the region to which it is applied: IV' does not distort I's motion ,.%ith an\
motion content of its own. The fact that I is microbalanced means that any sub-
region of I encountered through a "motion-transparent window" is drift balanced.

F-or a proof ihat the expected energy of the Fourier transform ot anm, random stimulus i, C. rv,\.hcrc
.ell defined ee Chubb & Sperling 11988. Appendix A I.
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The followinu characterization 01 the class of microbalanced random stimuli. and
all other results stated without proof' in this section. are from Cihubb and Sperling

1988).

.3. 1. A1 random nriidus I is mnurohalanced if and on1/1' it

E[I[.v. v.tl] 1[v . v' /-[x. . t']I[. i'tJj 0 114)

for 41ll V. t*. I. v'. Y'. t, C Z.

'Some other relevant facts about microbalanced random stimuli:

23. 2. FOr anv independent incrohalanced random wstimuli I and J.

1. the produict II is microhalaned.

HI. thet c'onrolitioii I * .1 is liiirohaanietL.

2 . 1a 4 Inv 'pace-mini 'uparahic' random slitulus I ,nicrobalaticed: b Iant
contant1 MI . rohalanced s'iilhis is spac'- time separahh'.

The following result is useful in constructing a wide range of microbalanced
random stimuli which displa% striking apparent motion.

.3.4. Lo I' be a (antv ot pairiu' independent. nicrohalanced ramnm stimid.
0/l hill at most 0/h(' of ItiJIh haic c'xpectat ion 0i. Then anY linear combination of I'
s inicrohalanced.

Reichardt Detectors and .Aicrohalanced Random Stimuli. Two Fourier motion
detectors proposed for psychophysical data fAdelson & Bergen. 1985: Watson &
Ahumada. 1983a. 1983b) can be recast as Reichardi deietors tAdelson & Bergen,
1985: van Santen & Sperling. 1985). The Reichardt detector has many useful
properties as a motion detector without regard to its specific instantiation (van
Santen & Sperling. 1984. 1985).

Figure I shows a diagram of the Reichardt detector. It consists of spatial recep-
tors characterized by spatial functions t) and /I. temporal filtersg,* andg,*. multi-
pliers, a differenicer. and another temporal filter hl*. The spatial receptors /,. i=1. 2.
act onl the input stimulus I to produce intermediate outputs.

A\t the next stage. each temporal filter i', *transforms its input y,(i. 1 . 2).
vieId in g four temporal output functions: ie v . The left and right multipliers then
compute the products

J~j*gij[t]j][y, * idt 11l and [D*-, ]]H.*i'~[] (16)
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Fi~i. 1. The Reichardt detector. Let I be a random stimulus. Then. in response to)I for
1. 2. the box containing the spatial function I : 2_-;'. outputs the temporal function.

- . I I [ V. 1. 1]. each of the boxes marked Q,* outputs the consolutton ot its input w~ith the
temporal function z,: Z i ; each of the boxes marked with a muliipltcatton sign outputs. the product

,its tnputs, the box marked with a mtnus sign outputs its left input mtnus tts rtght: and the bo\ con-
atning h* outputs the convolutton of tts input with the temporal functton Ii, Z -' To see biow the
Reichardt detector senses motion. suppose 1: is identtcal to 1. hut shifted to space by some offset. and
,uppose the filters i.', * do not alter their input, while the filters z, - simply1 delay their input b% some
amount o oo' time. Then a rtigidly translating pattern moving in the direction ot box /,s offset from box
1, will elicit some time-varying response from box 1, and the same response a short time later from box
/_. If that "short time later" i precisely i.. the output of the righthand multiplier wxill be positive as, long
iS the pattern keeps drifting. This will result in a net neizatise Reichardt detector output. If the pattern
drift is in the opposite directiont. the detector response wxill be positive.

respecti~rei. and the differencer subtracts the output from the right multiplier from
that of the left multiplier:

DPIl = [.'- * * Q-PLt1 - I.I * v-[r]][i.:*~ i 17)

Ehe final output is produced by applying the filter I,*. %%.hose purpose is to smooth
the limc-\ arving. diffcrencer output 1). Since manN 1-ourier mechanisms can he
expressed ats. or closely approximated by. Reichardt detectors I.Adelson & Beruen.
1985. 1980: an Santen & Sperling, 1985 1. the f'1olloinv charactertization of the cla..'
of microbalanced stimuli can be regarded as the cornerstone of the claim that
inicrobaianced random stimuli by pass Fourier motion tmechanisms.
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3. T'O I) random tImuudus L. the li,//oii nit,' on'/Utiolls ap' 'Imahn

III is~ Inmrohalanuc'd.

III Tht, c.vpected r('sJ)()nvc of everv Reichardt t dector to / is~ 0 tit ever v instant!

PI'00/. (ihUbb & Sperling ( 1988 pros ed that I imiplies. If. TO obtain thle rexerse
implicat ion, note that if 11 holds, then. in particular. for any points Cv. vI.
Iv. i I C Z and anN o, _Z. the expected response ito I is thle temporal function 0l
f'or a particular simple Reichardt detector that computes

This Reichardt detector is constructed by making hf, I of' Fig. I I the function that
takes the %a1Lue I at I-v. v l and 0 everywhere else. 00i 1. the function that takes the
\alue I at Iv'. vIand 0 everywhere else. (iii Ieach of z,' * and Ih * the identity trans-
formation, and Iiv I~ the Filter that delays its input b\. 0, units of' time. However.
if the expected response to I is 0 throughout time for anl\ Such Reichardt detector.
then E-q. 114) holds. and proposition 2..1 implies that / s microbalanced.

3R RNim)i Sriwi.i MIiCROBAiANCI t iMDR Ait1, POIN rWISI. TitNSMORN:. ruNS

Thle ma111n purpose of this paper is to provide tools for differentially stimulating
specific t~ pes of non-Fourier motion mechanisms wkithout engaging either Fourier
mecchanismls or other types of non-Fourier mechanisms. A non-F"ourier motion
mechanism is one that applies an initial nonlinear transformation to thle i1sual
,,iQgai and suhjects the output ito standard motion anal~ sis. In this section. \ C

pro ide some results relevant ito the psychophysical problem of' stimulating non-
F-ourier mechanisms hose initial transformation is nonpointwise w\ithout engaging
an miechanismi whose initial transformation is, point\\i-se. Fihe main finding is, Stated
in proposition 3.2. whichi pros ides necessary and Sufficient conditions for a random
stimuluis I to be such that ,' - I is microhalanced for in\ pIointwisc transformation
/-. In Section 4 %%e apply this result to construct random stimuli (texture quilts)
%khich are microbalaniced. and are. moreo~er. guaranteed to remain microhalanced
after an\ pUrel% temporal transformation. SuCh1 stimul11iare useful for selecti~ cl\
stimulatiney non-F-ourier motion mechanisms that extract motion information from
stimuli that have undergone nonlinear 'patial stimulus transformations.

We begin by considering, an example of a stimuli., ('hUbh & Sperling. 19-
S9X) that is microbalanced uinder all point%% ise transformations. hut %% hose motion
can be revealed bx a purely temporal nonlinear transformnation.

3.1 N tiijudic J1 irari('m!, Reversyal of at Randomnin 1w-or- White I ertitea Har
P~attern. I .et .11 - Z1 We construct thle random stimulus .1 of AI + I frames



indexed 0. 1. ._.I. each of which contains .11 ertical bars. indexed 1. 2. .. 1 from
left to right. In frame t) of stimulus J. all If '%erticai bars first appear. Tile contrast
of each bar is I or -I with equal probabilitN. and bar contrasts are jointlN inde-
pendent. In each successive frame in. in 1 . 2. AL. the mth rectangle flips its con-
trast to I if its previous contrast was 1: otherw~ise it flips from I to - 1. In
frame 1. rectangle i flips contrast: in frame 2. rectangle 2 flips. and in successive
trames. successive rectangles flip contrast from left to right. Until the .Jlth rectangle
'lips in frame .11. after which all thle rectaneLcs turn off. An xi cross-section of
frames tI to A! of J is shown in Fie. 2a.

The ira~eline, contrast-reversal. stimuILLus J. IS easily c.\presse(i as a SuIM Of
pairwise independent. space-time separable random stimuli, all with expectation 0:
thus propositions 2.3.3a and 2.3.4 imply that J is microbalanced. M'oreover. it is
easy to see that, because i's frames are comprised of only two values. ziny pointwi se
transformation of J merely serves to rescale each oif J's frames. and to shift it by
aI constant: that is, for any 1: 'R P. /-.I= /'../ K. where e P. and K is a stimulus

a b

time time

space space

C

time '

space

i, I xpo~ifla ihe muotion oft the tra~etn2 contratst-reser~at of the random black-oar-Mwhe w.rticai
',.ir nattern ./ to ,tandard inotion-,anaksts. ij i Ant \,, :roas-,ectiont I J t hi An t ro'-scction oI 1he

irtial dertsata~e of .1 %%ith respect to tame. ici Atn ki c: oss-sectlon .f U ach 4I. .1 nti .1 r is
microhalarteed, IHoseser. -. *' is not in particular. '.1 't has most of it, enerkg. at thos etiireqecies
A hose Netocatl is equal ito the selocits% of ihe traseline contrilst-resersal.
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that assiens a constant alue across all points at which J1 Is non/cro ( lcarh 1-*.1
is another microbalanced random function ithis f'ollows casik from proposi-
tion 2.3.4). 'Thus. pointwise transformations fail to expose J's motion.

Eyposing Js M lotion to Staindard Anavm. Perhaps the simplest " a% to extract
J's motion is to fl-aerectify the partial derivative of .1 taken "~ith respect to
time. The staces of' this transformation are illustrated in Fie,-s. 2h and 2c. -icure 2b
shows (V (-. This function is itself microbalanced 1propositions 2.1.211 and .. a
imply that any purelN temporal LSI transformation of' a microbalanced random
stimulus Is microbalanced t. llo~e~er. (_J i, (Flu. 2chas most of its ecrux at
those spatiotemporal frequencies whose velocity is equal to the Nelocit of the
travelina contrast-reversal whose motion we wish to detect. Thus we see that.
although J's motion cannot be exposed to standard analysis by a simple pointwise
transformation, a temporal linear filter followed by a pointwise nonlinearity does
suffice.

We turn no" to the problem of stipulating the general conditions that a random
stimulus I must satisfy so that I - I will be microbalanced for any pointwise transfor-
ination /.. Call at'% random stimulus / inicroba/ane'di urn/er a uixen transformation
Tiff T1I) is microbalanced.

We state the following basic proposition 13.2 ) and its subsequent corollary (3.3
for continuously distributed random stimuli. The corresponding result for discretely
distributed random Stimuli is simpler and should be ex.ident.

.1 2 NFUS.A R Y A*N t) S tIC1RIN T CON1)iTioN S I OR \x R A N IN N St I I\t -ItI-s ro Ill

M'ICROBAi.AN( [1) t \i)FR ALLt POINTIxx'it TRANSFORNIArioNs. Let 1 he a random

mt~ili i lt. .ih I/lilt /or a1tv ( ( . V I'. .1'. t')E Z 1. ([.X. 1. r.]. If .\ I hias a
(on tinulot JointI denvoit. Ilithe i( lolfo toni, (ondituins arc eqluralivior

i I )I is inicrohalanced under till pointiiN(' transtlrill iolls

121 1For t/i .\. I.. I. v, . C . I . Z. thle joint i/cnsitt I of ( IF X. t 1. fV .r

anld the( joint densitl i i of 1ff \. 1. 1]. /[.V'. C. I 1)stiijt

I Ip. tlI -flIq. 1) Op!. Q1 eq, ph 1 19)

/or Uti i p. (Iq 7- \11i thtI Ij~l ) and)til q .4 ().

Proof. Set h =l[ \, i. '= > I J A]. =1Kx. v. (. and v=I/f.x'. v.t].

Thus. Ii. ,/ is distributed in Wwith density I and r,. v I is distributed with

12) implies I Is ) W3 definition of any pointwise transformation Ii.. we have
h(011 =0. Thus we need inteL'rate only o~er %alues of P, and Z Mu hch are both non-
/ero in computing the expectation Efh I/l,)]. In particular. if Eq. 1 191 is satisfied
for all 1p 0) and 0. then h * I is microbalanced since
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E[h h:i. i i Ill ) . lp lhq lIp. qI 1 pt /

I I I I ) qq piq 1 h/ t

: I' hi p )II~ i t I 1. (11 tit) (it/

+ I ! h hl q) Iq} t . Il,t d

I h

h. p) " ,Q( c )p. q) + c q 1 piidp dhq : h M .f/' I ( v 1 i 20)

I Note: the boundedness and finite integrabilitof h1 * ensure that thcse cXpectation,
exist. I

(Not 2 1 implies not iI f): On the other hand. suppose Eq. 19 1 ails for some
x. V. . . I C Z. One wav in which this might happen is if fir. r, cur. rI for
some nonzero rc -. In this case, there exists a neighborhood N of r. not including
0. such that I tin. ,i > , ni. i) for all m. i e. . Thus. for the function ht:
defined h

it I if it N . 2
0 otherwise.

hI is a pointwise transformation (the function I is bounded on finitelx
integrable. and h)= 0)1. Iho\e'er., h1 is not microbalanced since

E[hK)( h ;.] I " i" . ni) dhin i > I in. it Ibn n A

- E[h(-) It]. 22

ro recapitulate, if Condition 2 fails because there exists a nonzero r'-- for which
I (r. r I -t- glr. ri. then Condition I fails I is not microbalanced under all point"wise
transformations 1.

The only other way in k% hich Condition 2 can fail is if Ir. r) = iur. r) for all r =II
in -., but for some p. qe P with neither 1) nor q cuual to 0. 1up, i (q, p,
,'(p. t ,, iq. p). In this case. we obtain disjoint neighborhoods .11 of p and .V f

q. neither including 0. such that

tim. i) + f1n. InI > giim. i I + ,Ii. i) 231
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A random stimulus microbalanced under all pointwise transformations. but quite
different from J of example 3.1 is the following, suggested by J. Lappin 11989).

3.4. Stimulus K. Rotating Random-Dot C/lind'r. Construct K by taking the
parallel projection of a set of points on (and or inside I the surface of a cylinder
rotating around a vertical axis. Let the contrast values of the points be independent.

identically distributed random variables. As is well known, when properly con-

structed. K can display a very strong kinetic depth effect, with dots moving in one
direction seen as beine in the front of the axis of rotation. and dots moving in the
other direction seen as being in the back (Dosher. Landy. & Sperling. 1989: Ullman.
:979). Nonetheless. K is microbalanced under all pointwise transformations: All of

K's systematic motion is horizontal: thus. we can drop reference to v. and note that
for any x. t. x'. t'. the joint distribution of (K[x. t]. K[x'. t']) is identical to that of

ixK[.Y t'], K[x', t]). Hence. by Corollary 3.3, Condition 3, K is microbalanced

under all pointwise transformations.

4. TiXTURE QUtIIs

The rest of this paper is devoted to illustrating how the results of Section 3 can
be applied to construct stimuli which display consistent apparent motion that

cannot be exposed to standard analysis by any purely temporal transformation.
Specifically, we demonstrate several motion-displaying stimuli, called texture quilts
iDefinition 4.1 ). that are microbalanced under all purely temporal transformations.

As illustrated in Fig. 3. the simplest transformations that suffice to expose the
motion of texture quilts to standard analysis involve a purely spatial linear filte, v.*
followed by a rectifier ro:

T(Q)=r. (s * Q). (31)

The spatial filter s* will respond with varying energy throughout regions of the
isual field, depending on w hether or not the textures to which it is tuned populate

those regions. However, the output of a linear filter to a texture is positive or
negative depending on the local phase of the texture. The purpose of rectification
is to transform regions of high-variance s* response into regions of high average

value. thus ensuring that the rectified output registers the presence or absence of
texture, independent of phase. The result TQ) is a spatiotemporal function whose

alue reflects the local texture preferences of s* in the visual field as a function of

time (Bergen & Adelson. 1988: Caelli. 1985).'

In general, a spatal linear filter followed h. a poinm ,e nonlinearitv can have arhttraril, high order

Volterra kernels, depending on the order of the Ta 'lor cries of the poiniwise transformation. H,,%eser.
I %e take the rectifier of stCp 12) to he Recti t -. hen Ihis ,quared otput Of a patial filter i, i

,otind (1der spatial transformation. Standard mollion inalksis i" vet another second order transforma-
'ton. Thus. ,,hen %ve suhlcct the squared fitter output to Itandard mItIon anatvsis. .',e are appl.ing a
,urth order operator.

,.0
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1:i(. 3. Fourier and non-Fourier mnotion mechanisms- ia Fourier motion mechanisms apply
standard motion-analysis directly to the luminance signal L ihi. 1c). and id) Non-Fourier mechanisms
apply standard motion-analysis to a nonlinear transformation of luminance. Ib) A simple non- Fourier
mechanism applies a signal transformation comprised of a spatiotemporal linear filter. followed b% a
point~ ise noninearitys 'The -'s indicate spatial and temporal conyolution. respectively. and 'indicates
hinction composition. The filtering performed in hb is roug'hly pointise in time (the temporal impulse
response h2 approximates an impulse). and the nonlineart applied is a full-wave rectifier. This system
(,Aith appropriately chosen spatial filter. bl ) will extract the motton of the texture quilts shown in
F~igs. 4b. 5d. Oe. and 6d. It will not extract the motion of stimulus J. the traveling contrast- reversal of
the random vertical bar pattern shown in Fig. 2a. (ci A spatiall ' pointwise (the spatial impulse response
cI approximates an impulse). .%stem swith a flicker-sensitie temporal tilter and a full-waye rectifier.
Beccause of the flicker sensitisits. this mechanism wsill extract the motion of the traveoing contrast-reversal
of the random %ertical bar pattern shown in Fie. 2a hut not the motion of the texture qutlts shown in
Figs. 4b. 5d. 6c. and 6d. id i The temporal filter d2 aserages the temporal filters b2 and c2. and the
floint~ isc nonlinearos% is a full-wase rectifier. With -in appropriate spatial filter Ll,. the non-Fouricr
,X stem extracts thle motion of aris corresponding texture quillt aIs wsell as the motion of the traveling
cintrast-resersal of the raindom sertical bar pattern shown in Fig. 2a. However, it would he less well
ii1ited to these tasks than ithe detectors showsn in i hi and icI ihose temporal filters it as erages.

The essential trick i Al the quilt examples we consider is to patch together
ariOUS hrief' displays of static, random texture, taking appropriate measures to

ensure that the resultant stimulus satisfies the following definition.

4. 1. DEFINITION Ttt x T RI: QrIL 17. Let A1 - Z' he a set of points in space.
and let t". t . x h .. e at strictly increasing sequence of times, with T=

I ft _< I < I Call anv random stimulus Q satisfying the following conditions a
wt('lre quill:

.0&



(iiQ assigns 0I to Al points outside .1 x F.

(ii) For i = 0. 1. . - 1, the random valIues assigned byv to points in .1 at
time t, remain unchanged until time t, .

'iii) Indlependiec. For i = 0. 1. .. - 1. the random substimuli 0'. defined.
for all points Y in space and all times i. by

0 otherwise.

aire jointly independent.

(iv) S vnwnrr. For any c. # c. and any t e T. the joint distrib,.tion of
(Q[1. 11, Q[fl. t]) is identical to the joint distribution of (Q[I;. t], Q[x. t]).

Terniinoloi4.. Call .1 and T respectively Q's Ypatial and temporel retzions of
activitI,. and for i = 0. 1. .V - 1. call :t It, _< t < t, .I:the ith timehiock of Q.

The empiriral usefulness of texture quilts derives from proposition 4.3 in1 conjunc-
tion with the fact that it is easy to construct various sorts of texture quilts which
display consistent apparent motion across independent realizations. The proof of

proposition 4.3 is eased bthfollowing

4.2. LEMMA. Let Q be a texture quilt ivith spatial re.I~ion of'achy/itv .. Then tor
antv x. /I c A. the pair of' temporal fumntons (Q , Q,; I is distrihuil identical/vl to lte
reverse pair I Ql,. Q,

Proof. From Definition 4.1) (ii and ) ii). note that for temporal functions P and
R. the density of the joint assignment (Q., Q,,) = (P, R) is 0 unless each of P and
R is constant throughout each time block, and 0 outside 1. Thus. arv P and R? for
which the joint assignment i Q, Q1;) = 1 P. R) has nonzero density are cofn plctIcl\
determined by the %a lues P[t,] p, andRE,,] =r, for i = 0. 1. N- I: for f. the
joint density of QQ[ ,Q[t,] ).Definition 4. 1 (iii) thus implies that the density 0'
the joint assignment (Q,. Q,)=(P. R)is

[1H p, I (33)

But bx Definition 4.1) iv). the quantity (33) is equal to

fl f , ). (34)

which is the densit% of the revecrse occurrence that I Q,, Q, I = i P. R).

4.3. TiXTRiji Qui1. rs A.Ri. Mi(ROBAi.ANC(i tNI)VR NtRI TEMPORAL\i ViRA\St-oR-

\IATIONS. 1 . A11Y text ore 111filt Iit h a con tintiomo joint lenpsit i o 101.ii ihadwiced
und1(er all1 pure/v t miporal. co ntiuous translormaiolb.
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II M'n discre'iv distribultedtue.lre'XII quil is uicrObhluced under tll purelv
fc'liforel/ frafl/ornwtions.

Proof of I. Let Q be a texture quilt with a continuous joint density. and let 0'
he an arbitrary parely temporal. continuous transformation. We must prove that
"P(Q) is microbalanced. We can, of course, accomplish this by proving that D(Q)

is microbalanced under all pointwise transformations (since. in particular. the
identity transformation is pointwisei. This turns out to be a conveniL t approach.

Let )!. ft be points in space. and let t and u be points in time. Beciuse 0 is
hounded and continuous and Q has a continuou' joint d nsav, wc know that the
joint density / of I PQ)[Y. t]. iQ)[fl, u]) and the joint density if of vOiQ)[fl. t].
(PfQ)[x, u]) both exist and are continuous on R-. We Vll show for any (p. rIe R2
with neither p nor r equal to 0. that either tip. r) = t p, r) or f(p. r) = ,(r. p). The
proposition will then follow from ' rc'lary I.3.

Cuse I. At least one of )t or / is outside A Suppose x is outside A. Then
bv Definition 4.1i). Q,=0: hence 01Q)[7,r]= (Q)[., u] =0. Consequently.
lip. r)= or. p)=0 whenever pt:0. Thus Eq. (29) holds vacuously, with

lI p. r I--,(r. p1 =0 for all p. r e R. p (). r - 0. (35)

c e 2. Both x and #5 are in A. Let F be the joint density of fQ,. Q,) and G
he th, i t density of iQj. Q). By Lemma 4.2. F= G. Clearly. then. for F,, the
join .- .sit -if (4(Q,). OiQ,)) and G,, the joint density of (PiQ;,). (P(Q )), it
follows that F,,= (,. For any p. r e R. recall that ti p. ri is the density of the
co-occurrence that (iQ)[t. t] = p. and C(PQ)[[1. u] = r. but this is precisely the
density of the event that i010,)[t]. k(Q,,[u] ) = ip. r . This density, however, is
equal to the integral of F, over all pairs of temporal functions (P. Ri such
that P[t] = p and R[u] = r. Similarly. p(P. r) is the density of the co-occurrence
that (b(Q)[fl, t] = p. and PiQ)[x. u] = r. but this is the density of the event that
i(PIQ,%[t]. = Q[u]) =p. rL. which is equal to the integral of G, over all pairs
of temporal functions I P, Ri such that P[t] =p and R[u] = r. However. as we
have already noted. F,, = (,. implying that I= g. Apply Corollary 3.3 to complete
the proof. I

The proof of i is similar.
The rest of Section 4 is devoted to showing how to construct two kinds of simple

texture quilts. In Section 5. we apply these construction techniques in an experiment
to investigate what sorts of textural characteristics are actually processed for
motion information by the visual system.

4.4. Binarv Fc.ture Qtilt.

4.4.1. .1 (lenera/ JThclniqu' tor ( tronrtetin Binary [C\turv Quilts. The sim-
plest sorts of texture quilts involve only two contrast values. As in Definition 4.1.
let T= : t,, < t < ti be the temporal region of activity, with new timeblocks
heginning at times t,, t. , Let A- be the spatial region of activity. Associate



w ith timeblocks i = 0. I. .. X- I spatial functions iIcalled onichlock pictrurexY 1.
each of wkhich is 0 everywhere outside .4. and takes only the values I and - I within
A1. In addition. associate with timeblocks 0 through N-I a family

(36)

of jointly independent random variables, each of which takes the x\alue I or -I

with equal probability. Then, for i =0. I . . - 1. set

B. \.i. ] , /I[-Y' i] if i s in timehlock 1. 7
B[~. I] otherwise.

and construct the random stimulus

B =( B, 4-01B, + +4) B\ (38 1

It is eas% to see that B is a texture quilt. First. thle functions B, are defined to
satisfv Definition 4. 1 i and (ii). The joint independence of the random variables P,
crnsures that H saitisfies Definition 4.1 (iii ). To sec that Definition 4.1 iv is satisfied.
note that for any x. fl e., either (i) B,[ x. ir.] = Br[fl. trj or (ii) B, [ Y. t, j
-/B:/ . I n case I i).

B[). v j B, [ x,] d,B, [/;. r,] = B~fl. t,. 139)

implying that tile pair ) B[)t. tj. B[fi. t]) is distributed identically to the pair
tBffl. i]. B[)!. t,,])(each pair with an equal probability of taking the value ( I. 1I
or f I I 0.In case (ii I

and the pair (B[Y. t, 1. B[UI. t,1I) is distributed identically to the pair iB~ji. r,j1.
B[.. ] . each %kith an equal probability of assuming the value (I1. - I )or i I

Thus D~efinition 4. 16 )i (is satisfied alone with 4. 1( i). (ii 1. and t iii i.

4.4,2 nml umid 1 idt'Awpping. Randvm/iv (ontras-Revecrsii. i ertical Ed v.
In P-iLe. 4h are displa~cd the 9 timeblock pictures comprising a particularly simple
hiarv texture quilt. Note that the vertical dimension of Fig. 4b combines time and

erticaii spicc. precisely as at strip of movie film, scanned vertically, combines time
and space. rirneblock pictures are separated by gray lines. Figure 4a shows the
timeblock pictures Ithrough /I used in the construction. /,, assigns die value -I
to all pointv i . iof thle horizontal rectangle comprising thle spatial region of'
ilctiv ity. 11. 1,assigns I to the points in thle leftmost eighth of A. and - I to the
points in thle right seven-eighths. The timeblock pictures f, through f', continue to
shift the \ertical edge rightward through A until. in picture S. A is uniformly 1.
\1ultipl\ inuceach timeblock picture i I . 2 ...9 by its associated random xariable

tields. in this particular realitation. the stimulus given in Fig. 4b.
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frame a frame b
1 1 __ _ _ _ _

2 2
3 3

4 4
5 5
6 6
7 7

8 U8
9 9

Fi(;. 4. Fdge-driven motion from an ordinary edge and from a binary texture quilt. (a A rightward
moving lght -dark edge visible to Fourier and non-Fourier motion systems. Nine entire frames
are shown: each frame consists of an area of contrast +I and area of contrast - 1. b) A realization
of the .desteppm,'. randornh contrast-rerersing rertical edige. This random stimulus is a texture quilt
and hence microbalanced under all purely temporal transformations: that is. its rightward motion
Aould be inaccessible to standard motion-analysis even if this analysis were preceded by an arbitrary.
purely temporal transformation. Each frame of (b) was derived from the corresponding frame of (a) by
multiplying the entire frame by a random variable that takes the value I or - I with equal probability.
The frame random variables are jointly independent. A straightforward way to extract the motion of
this texture quilt is to (i)apply a linear filter sensitive to vertical edges, i) rectify the filtered output.

nd liii)submit the result to standard motion analysis.

The construction of the sidestepping contrast-reversing edge I Fig. 4b) is svm-
metric to the construction of the traveling contrast-reversal of a random black-or-
white vertical bar pattern (J in Fig. 2a). Transposing the .v and t dimensions in
Fig. 4b Lives the xt-cross-section of a random stimulus J (e.g.. Fig. 2a). This
stimulus exhibits an unusual symmetry between space and time. Whereas the
texture quilt of Fig. 4b is microbalanced under all purely temporal transformations.
its transpose J (Fig. 2b) is microbalanced under all purel' spatial transformations.
Extracting motion from J requires temporal filtering followed by a nonlinearity.
This process is essentially different from the process by which motion is extracted
from texture quilts (e.g., Figs. 4b. 7a. 7b, and 7c) which requires a spatial non-
linearity.

44.3. Stimulu.s. Oppositely Oriented Static Squareiares Selected hi a Driftin.

Gratinz. Figure 5d shows the four timeblock pictures comprising another binary
texture quilt constructed using technique 4.4.1. In Fig. 5a is shown a probabilisti-
callv defined sinewave grating. a stimulus whose motion is readily extracted by
standard motion-analysis. In Figs. 5bl and 5b2 are shown static vertical and
horizontal squarewave gratings. The stimulus of Fig. 5c is obtained by using Fig. 5a
to select between the vertical and horizontal gratings of Figs. 5bl and 5b2. If the
function of Fiv. 5a is I at a certain point in space-time. the corresponding point in
Fig. 5c is assigned the value of the corresponding point in Fig. 5bl: otherwise the
point in Fig. 5c is assigned the value of the corresponding point in Fig. 5b2.
Although Figs. 5c and 5d look similar, they differ in an important respect: the
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frame b I frame b 2

2 2 __ _ _ _

4 4

frame Cframe d

4

[ticv . ()rientation-dri~cn non-I-ourier motiotn from it hinary text ure quilt, (a) A probabilist icalls
defined mc%%saxe grating that steps rightmard 90) dci!rces hetmeen frames. 1'he rightiard motion in ia)
t, accessible to all mlotionl detectors. ibi Four frames 01 a static. %ertical square%%.ave Lrating, ( h2l Four

hamres of astatic hori/ontal squarewrase s' atiniz. ici % righiward translating texture pattern. I-or eser%
ss bite point in ia. the corresponding x aluC in (c) is; Chosen from the vertiCal squarewase gratin ' in hbI I
or cxer% black point in ia. the corresponding %Aute in to is chosen from the horizontal Square-

xsaecratinh! in i h2 . Iclis not microhalanced. standard niotion-anai,.zers can he designed ito
detect its mlotion. d I A texture quilt. The frames, oI d i are derived hx multiplyinti the correspondin g
Iratmes )If c i h% jointly indeplendcrnt random %jria~.e.ec of %% hich tic, i hic %ilue I or -1 %xiih equal
prohahilit.%. Thle texture quilt (d) is mierohalanced under all pujrel% temporal transformations. and
herefore it, ri ghtward mot ion is unat ailable to anm mechanism that applies standard imot ion anal sis
t.a purek temporal transformation oIf tIle %isulal sinil0,
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stimulus of Fig. 5d is microbalanced under all purely temporal transformations.
while that of Fig. 5c is not microbalanced. It is possible to design Fourier
mechanisms to detect the motion of Fig. 5c. but not that of Fig. 5d. The critical
difference is that the timeblock pictures of Fig. 5d are jointly independent, while
those of Fig. 5c are not: Fig. 5d is obtained by randomly reversing the contrasts of
the timeblock pictures of Fig. 5c.

4 5. Sinusoidal Texture Quilts

It is not difficult to elaborate technique 4.4.1 to a method for constructing quilts
involving textures of arbitrarily many contrast values. We illustrate the principle in
the construction of quilts comprised of patches of sinusoidal grating.

4.5.1. .4 General Technique 1br Constructing Sinusoidal Te.vture Quilts. As in
Definition 4.1. let T= , t,< t < t,, be the temporal region of activity, with new
timeblocks beginning at times t, t..... t . Let .4 be the spatial region of activity.
Associate with timeblocks i=O, I ...... V- I. spatial functions W,. each of which is
0 everywhere outside .A. and takes only the values I and - I within .A. The stimulus
in each time block will be composed of two components characterized by spatial
frequencies (u). 0,) and ((75, 1,), respectively, and independent phases J,. ):. respec-
tively. Let

('O ". " ' " 10 ( ' .. .! (" .
"  .i I 41

he integers. Let P be an integer, and let

Pn.,. Pt . .... , ,, 42)

he jointly independent random variables, each uniformly distributed on the set
: 0. 1. .... P - I :. Then. define the stimulus S as the sum of A component stimuli S,
defined in each timeblock.

s= Z S,, 143)

,here. for I =-0. I. V- 1, S, is zero everywhere outside timeblock i: and for all
t in timeblock i.

sI2,!'-. \ - . i- p. P) if l. [ . = .

I[\. :. = t [ . v]= cos 2mI ' .- - , P) if 11'[-..v]- -I. 144

otherwise.

It is casy to check that S ,attsfies Definition 4.1M1 and iil. The joint
independence of the random phase \ariables f,. ',,. for i=0. 1......1 entails
Definition 4.1 liii).

I
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It remains to ch,, k that .N satisfies Definition 4.11 ii I. Consider points ). /) c .4. If

It [x] - If'[[], then. as is easily checked. S[x. t,] and ;[fl. t] are independent
and identically distributed (each assuming a value from among :cos(27p P) p=
0. .. P- I, with equal probability). On the other hand. if I1' [;] = W.['f]. then
the pair (S[:. t]. S[[L t]) is distributed identically to the pair iS[fl. t,]. S[C. t,]
as a consequence of the following

LI \lMA. Let P e Z. and it x = x,. : 1. = ,. /, and = r,. w) all he
icme('nts 01 Z -. Then tior a lt inteier 1) e 0. 1. P - I :. ther' cxivst an integer

.1 .... P - I s.tic/ that writ 1 . for io t lrpridct )

cos(2o(. x - p) P =cos(2nr(c) • -q) P) (45)

frame a frame

.4

44

3 3

frame C

4

I i(, (I SniLusoidal tx ture u uil: M, otion dri en by difference. in urhintaotn and in pantal tre'qum' i

hl ind iC: i ho" realization, of random stimuli. each of '.hich is mcrohaiancCd under all purel% ten-

porai iranstrirmations Their rniht\%ard inotion cannot he detected hy an; niechanism that apphic,

,tandard noition anal%,ts to a purel temporal transformation of the signal In each case. the four framc
Il I "cIcsL het ,.,cen to s ii Uin usoidai patterns. the phases of o lltLi1id, arc jointl inidependent acros,,
frames and across different-frequency inusoidal components patched together in the same frame The
,inusoid, mixed in tb) differ iT orientation. ,.hereas the s ,nu id mi\ed in (c) hae the satnle orienta-

ion. bill differ in spatial frequency
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COS(2r((w - pP, P) cost 2,-(! - , i P. (46)

Prool. As the reader may check. this is true for q = I -.- - p I
modulo P. I%

Thus, for Y. fl such that If'; [;f It', [fl]. we observe that for any outcome p, p
there exists an equally likely outcome p, =q. such that

cosi 2-'iu). : - 1 P). cost 2z((! 0 1 -p1)P)

= (cosl 27,1(!.# - q) P). cosi 2.-,(!, -;(-a PH . (47)

We infer that the pair (S[:(. tj. S[fl. tj ] is distributed identically to the pair

4.5.2. Stimulus: Opposite/ 'v Oriented Static Sinusoids Se'lected h i va Drihink'
(;raJting. The sinusoidal analog to the binary texture quilt of Fig. 5d is shown in
Fig. 6b. In Fig. 6a are shown the functions W,, IV_ If',. and 11', used to select
betweeni horizontal and vertical iratings. For this quilt. 11 = 0. for i -1. 2. 3. 4-.
and fo-r some integer F I with F P the number of cycles per pixel), .= ) F The
texture quilt of Fig. ob modulates textural orientation across Space and time. Alter-
natively, we can just as easily keep orientation constant and varx' spatial frequency.

4.5. timiulus: Static Sinusoids of Difklrent .Spatial Frequencies. Selected hY a
Drilfing G;rating. Figure 6c sh. .vs a texture quilt using the sampling functions of
F ig. 6a. but setting (. = 0:=(-), = 2 D.for i= 1. ... 4.

~.WH.AT A.SPFCTS OF TFXTURi: DOES THE VISUAL SYSTFM PROCFSS FO)R . OTION?

In this section. wke describe a psychophysical experiment investigating the ques-
tion of what characteristics of spatial texture are analyzed for motion information
by the visual system. Three texture quilts are compared across four different viewing
conditions. These conditions comprise a sequence of similar but Increasinglv
challenging motion discrimination tasks.

1 I. Procedurc

E_.very texture quilt used in this experiment is Comprised of a sequence of 'jointly
independent timehlocks. each lastina 1 30 s. i Each timeblock consists of two identi-
c.al refreshes at 1 60 s.) Each texture quilt is stochastically periodic with a period of
S tirneblocks: that is. for any integer i. the ith timehlock is identically distributed
to the i - th timeblock . Nccordinaly. we refer to 8 timeblocks of the texture quilt
as5 one , icAt. The motion elicited by each quilt is carried by a squarewvave that
s elects between two textures. and steps 1 4 c%.cle on every odd timeblock. The
squarewva~e thus completes one of its four-step cycles in each 8 timeblock cycle of
the quilt.
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On each trial, a texture quilt moving randomly left or right is presented. and the
subject is required to signal (with a button-press) which way the quilt appeared
to move. The subject is asked to maintain fixation on a small spot present in
the middle of the stimulus throughout the display. and receives feedback after
each trial. For each quilt under each viewing condition, the subject performs 100
practice trials followed directly by 100 actual trials. Quilt realizations are jointly

independent across trials. The starting phase of the quilt is chosen randoml on

each trial.

The Four Iiewig Conditions. For a given quilt. the four %iewing conditions
differ with respect to the number of quilt cycles displayed. in Condition 1. the
easiest condition, the subject sees two quilt cycles ieach cycle comprised of eight
stimulus timeblocksi. with each timeblock displayed for I 30s. In Conditions 2. 3.
and 4. the subject sees 1.5. I. and 0.5 quilt cycles, respectively.

5.1.1. Three Quilt Stimuli. The first quilt (the F-quilt) modulates textural spa-
tial frequency as a function of space and time, while keeping orientation constant.
The 8 timeblocks comprising one full cycle of the F-quilt are shown in Fig. 7a.

A second quilt (the O-quilt. Fig. 7b) modulates textural orientation as a function
of space and time, while keeping spatial frequency constant. A third quilt (the
E-quilt. Fig. 7c spatiotemporally modulates texture between jointly independent
binary noise and the so-called "even" texture Olulesz. Gilbert. & Victor. 19791.

All stimuli were viewed from I m against a mean luminant background. At this
distance, each quilt spanned 6.8 horizontal and 3.2 vertical degrees. and the
modulating squarewave moved at an average velocity of 12.75 deg s.

5.1.2. H'hv These Three Quilts. In each of the three quilts. a squarew\ac with
sertical bars is used to modulate between two textures a., a function of \pacc
and time. The squarewave has a spatial frequency of 0.3 c deg. and steps 1 4
cycle rightward on every odd timeblock (temporal frequency 3.75 Hz. velocitv
12.75 deg sI. We use a I 4 cycle stepping squarewave to modulate between the two
textures comprising each quilt in order to rule out the possibility that the motion
elicited by the quilt is being carried by the border between textural regions. That
is. the 1 4 cycle stepping squarewave has the advantage that the signal deri~ed from
the borders between texture regions is ambiguous in motion content. Given the
requirement of 1 4 cycle steps. we changed the particular instantiation of the quilt
on even timeblocks (i.e.. within steps of the squarewave) in order to ipread textural
energy broadly in temporal frequency without altering the spatial frequency content
of the texture.

It has been previously observed (Green. 1986: Ramachandran, (jinsburg. &
\nstis. 1983: Watson & Ahumada. 1983a (that motion is carried more effectively by

,patiotemporal variation of textural spatial frequency than by %ariation of textural
orientation. The F-quilt and O-quilt were chosen to further investigate this claim.
The E-quilt is of interest because the two textures of which it is composed ijointly

independent binary noise and the even texture) ha\c identical -econd order
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frame frame frame

33

: 4
6

7 -7

f - Three quilts used to study motion carried h% modulation of texture spatial frequenci..
esuklire orientatijon, and b% higher order textural characteristi. ia Fight frame% that comprise tine cycle
ii thc F-quilt. \Motion is generated hi, a squareAwase modulation of textural spatial frequency. The
,uarek~ase grating selects between %ertical sinusoidal gratings oif spatial frequencv 1.2 and 2.4 c ce. The

estlireJT-modUlatlng' Nquareiiiase is 1) 1 c desz and steps 1 4 cyl igh rd oin esery odd frame. F ser%
esen frame is independent of and distributed identicalli, To the preceding frame. Presentation proceeds

ithe ratL of 10) frames s This iis the temture-modulating squareikiase a temporal frequency of 3.75 Hz
id .i mean %elicit s of --; IcL s i hi riehi lrjimes that comprise one cy c of the 0-quL~iL In the 0-quilt.

msirlrentition is modiilited h. the same sqtares.ic used to nmodulite spatial frequenc,% in the
I-jUlit Ille 1)-q11ilt 1quhrekkJ selects betieen oppostiels oriented sinusoidA * vratings That haise

1patiii IrCeqUCnc\o - S k: cieii. i I Fight frames thait comprrise one c\,Icito the E-qiiil In the E-quilt. the
eixtirc-tttidulttnnv quare%aie selects bct~keen wntis 1ideendent h-inars nis atid in :%en
esxture i Jiles. (jilbert. & Victor. 110'Si Despite the ci dent ditference hct%%cn these isot textures. c srs
time-independent linear Filter has the same expected piotter for hit h textures. Thus, if motion-from-
texiture rcSu ted frTom a ppiing a simple squaring iranfswtiir itn io the out put of a spatial linear tilt er
aind uihmittrie the result To standard motion analiisis. !he miutiut of the F-quilt %ould be insiible
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statistics. That is. the Joint distribution of any given pair of points in space is the
sameI uinder both the component textures of the E-quilt. This means that. despite
the obvious difference in appearance between the component textures. the expected
energy in the response of any given spatial linear filter is the same for both compo-
nent textures. If the pointwise nonhineanty applied to the output of the spatial
linear filter prior to motion anlyi were simple squaring, it would he impossible
to detect the motion of the E-quilt.

Victor and Conte ( 1 990) fstudied apparent motion elicited by E-quilts, and noted
that it is much weaker than motion elicited by' comparable stimuli ialso texture
quilts) that modulate between textures differing in spatial frequency. Our experi-
ment confirms this finding.

5.1. Results

Two subjects participated in the studN. C'C Ithe experimenter) and GA inaile I.
The results for ('C are shown in Fie. 8 bottom. and those for GjA are shown In

GA

I i Ilic ;serkcew O COI N~Otr~ ki~ lfl"C 1T-01.Iflottu iiidlinewnt to thc v-qiiii. the 0-qiijt. imi thec

I ach d.st.i pointt i, the mean oI fix) imizhtetnt'i ii~fume, P- -ilt. itriain~'lcN (-qiiilt. ioreo 1-quilt
ihe iiiii diritiotr ot Ill. 1',h. 4ix i(i in,. c'rre~p'til to iitilti, pre~entation~o 1 i; -'. i

mItd ' qUilt OC.ICI
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Fig. 8 top. Note first that both subjects were able to reliably discriminate left right
motion in all three stimuli although subject GA failed with the E-quilt at the
briefest exposure. The two subjects performed comparably well at motion direction
discrimination of the O-quilt. but CC was much better than GA at detecting the
motion of both the F-quilt and the E-quilt. Subject CC was better at detecting the
motion of the F-quilt than the O-quilt: the reverse was true of subject GA.

It is possible that these performance differences reflect a genuine differences in the
perceptual apparatus of the two subjects. However. we cannot rule out the
possibility that the better performance of subject CC is due merely to his vastly
greater experience with motion perception tasks of this sort.

i.3. Discu.smon

Many of the models proposed to explain rapid. preattentive segregation of spatial
textures (Beck. Sutter. & lvry. 1987: Bergen & Adelson. 1988: Caelli. 1985: Malik
& Perona. 1989: Sutter. Beck. & Graham. 1989) can easily be adapted to deal with
the motion displayed by texture quilts. The texture segregation models in this class
typically subject the visual input function to a linear transformation la "'texture
grabber") followed by a pointwise nonlinearity (such as a rectifier or thresholder)
to indicate the presence or absence of the texture. Such models propose that two
contiguous textural regions would generate a perceptual boundary if the visual
system were equipped with a linear filter that is differentially tuned to one of the
textures.

An analogous mechanism to detect the motion of texture quilts. suggested by the
current experiment and the work of Victor and Conte 11990). ii) convolves the
input stimulus with a spatial texture-grabbing filter tuned to the moving texture.
then lii) squares the output of the filter, to transform regions of high energy filter
output into regions of high average value, and liii) subjects the rectified output to
standard motion analysis. However. the transformation applied in steps Ii) and lii)
does not distinguish between the two textures comprising the E-quilt. and therefore
fails to account for the good performance with the E-quilt. A simple modification
to deal with texture segregation and motion perception of the E-quilt is to assume
,ome other post-filter rectification operation than the squaring operation. It is quite
casy to choose a linear filter in combination with a post-filter rectifier iother than
ihe squaring operation) that will segregate the random and even textures )e.g..
Julesz & Bergen. 1983). The current experiment does not specifically indicate the
kind of rectification that might be involved.

What sorts of filters are available to the visual system to compute motion from
,cxture? For example. Daugman 11985) points out that hIl Gabor filters provide an
optimal tradeoff between resolution in the space and spatial frequency domains.
and Iii I many investigators note that simple cells in cat striate cortex are well
modeled by oriented Gabor filters (e.g., Andrews & Pollen. 1979: DeValois.
DeValois. & Yund. 1979: Wilson & Sherman. 19761. Are the linear filters that serve
motion-from-texture computations Gabor-like cortical simple cells? The theory
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reported here provides a tool. and the demonstration experiments illustrate how it
might be used to answer such questions.

6. SUMMARY

The main contributions of this paper are to li) introduce the notion of a random
stimulus inicrohalanced under all pointluise translordalion. 4 iil provide necessary
and sufficient conditions for a random stimulus to be of this sort. (iii) use this result
to construct apparent motion stimuli called wtxitirt' quilis that are microbalanced
under all purely temporal transformations, and (iv) show that subjects can reliably
discriminate the motion direction of three kinds of texture quilts.

Texture quilts provide a flexible array of tools for studying motion perception
that is truly mediated by spatiotemporal modulation of spatial texture without con-
tamination by mechanisms responsive to the motion extracted directly by standard
analysis or motion extracted by standard analysis of any purely temporal transfor-
mation of the stimulus.
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Abstract-We use a difficult shape identification task to analyze how humans extract 3D surface structure
from dynamic 2D stimuli-the kinetic depth effect (KDE). Stimuli composed of luminous tokens moving
on a less luminous background yield accurate 3D shape identification regardless of the particular token
used (either dots, hnes, or disks). These displays stimulate both the Ist-order (Fourier-energy) motion
detectors and 2nd-order (nonFourier) motion detectors To determine which system supports KDE. we
emplo% stimulus manipulations that weaken or distort Ist-order motion energy (e.g frame-to-frame
alternation of the contrast polarity of tokens) and manipulations that create microbalanced stimuli which
have no usefu Ist-order motion energN All manipulations that impair 1st-order motion energ
correspondingi% impair 3D shape identification. In certain cases, 2nd-order motion could support limited
KDE. but it was not robust and was of low spatial resolution. We conclude that Ist-order motion detectors
are the pnmar% input to the kinetic depth system. To determine minimal conditions for KDE. we use a
two frame displa.. Under optimal conditions. KDE supports shape identification performance at 63-94%
of full-rotation displays (where baseline is 5%) Increasing the amount of 3D rotation portrayed or
introducing a blank inter-stimulus interval impairs performance. Together, our results confirm that the
human KDE computation of surface shape uses a global optic flow computed primarily by 1st-order
motion detectors with minor 2nd-order inputs Accurate 3D shape identification requires only two views
arid therefore does not require knowledge of acceleration.

KDE Kinetic depth effect Structure from motion Shape Optic flow

INTRODUCTION surface portrayed using random dot displays. In
each trial of a new shape identification task we

When a collection of randomly positioned dots devised, subjects view a random dot represen- K
moves on a CRT screen with motion paths that tation of one of a set of 53 3D shapes and
are projections of rigid 3D motion. a human identify the shape and rotation direction. Shape
viewer perceives a striking impression of three- identity feedback optimizes the subject's ability
dimensionalit, and depth. This phenomenon to compute shape from each type of motion
of depth computed from relative motion cues stimulus. For accurate performance, the task
is known as the kinetic depth effect (KDE: requires either a 3D percept or a subject strategy
Wallach & O'Connell. 1953). that uses 2D velocity information in a manner

What are the important cues that lead to a 3D that is computationally equivalent to that re-
percept from such a display? Is it-motion, or are quired to solve for 3D shape (Sperling et al..
there other important cues? If it is motion, then 1989, 1990; see the discussion of expt 2, below).
what kind of motion detection system(s) are We have shown that the only cue used for the
used to support the structure-from-motion com- perception of three-dime isionality in these dis-
putation? Is a computation of velocity sufficient, plays is motion (Sperlir.a et al., 1989. 1990). -1

or are more elaborate measurements necessary, Further experiments determined that global
such as of acceleration" These are the questions optic flow is used rather than the position
that we address in this paper. information for individual dots, since accuracy

In a series of recent papers (Dosher, Landy & remains high when dot lifetir ies are reduced to
Sperling. 1989a. b: Sperling, Landy, Dosher & as little as two frames (Dosh." et al., 1989b). In
Perkins, 1989: Sperling. Dosher& Lands, 1990). that paper. we concluded that the input to the
we examined t' e cues necessary for subjects to KDE computation is an optic flow generated by "
perceie an accurate representation of a 3D a Is-order motion detection mechanism, such

I-



860 MICHAEL S. LANDY et al

as the Reichardt detector (Reichardt, 1957). bining outputs of many detectors to enable
Two manipulations that perturb ist-order predictions of psychophysical experiments. re-
motion energy mechanisms-flicker and po- suiting in their Elaborated Reichardt Detector
larity alternation-also interfered with KDE (ERD).
(Dosher et al., 1989b). In polarity alternation. An alternative way of characterizing motion
dots change over time from black to white to detection is in the frequency domain. A motion
black on a gray background. When compared to detector can be built of several linear spatio-
dots that remain white, polarity alternation was temporal filters. Each filter is sensitive only to
equally or slightly more detectable in a detection energy in two of the four quadrants in spatio-
task, was poorer but still well anove chance in temporal Fourier space (wO, wv,). In other
a discrimination of direction of motion task words, the filters are not separable. Their recep-
(computed, presumably, using tracking of the tive fields are oriented in space-time. and thus
dots or using more elaborate, 2nd-order motion they are sensitive to motion in a particular
detection mechanisms) but was useless for tasks direction and at a particular scale (Adelson &
requiring KDE or motion segregation. These Bergen. 1985: Burr. Ross & Morrone, 1986:
latter two tasks require the evaluation of vel- Watson & Ahumada, 1985). The Fourier
ocity in a number of locations simultaneously "energy" (the squared output of a quadrature
(Sperling et al.. 1989). Shape identification per- pair of filters) in each ot t'vc pposing motion

Vformance in a range of conditions was shown to directions is computed. and put in opponency.
be monotonic with a computed index of 1st- This "motion energy detector", proposed by
order net directional power in the stimuli Adelson and Bergen (1985), and the ERD differ
(Dosher et al., 1989b). Hence. for sparse in their construction and in the signals available
dot stimuli. KDE depends upon a simple at the subunit level, but are indistinguishable at
spatio-temporal (1st-order) Fourier analysis of their outputs (Adelson & Bergen. 1985: van
multiple local areas of the stimulus. Santen & Sperling, 1985).

In this paper. we further examine and gener- The structure-from-motion computation re-
alize the contributions of several types of lies upon the measurement of image velocities
motion detectors to the optic flow computations at several image locations. The KDE shape
used by the structure-from-motion mechanism. identification task that we use here can be solved

by categorizing velocity at six spatial locations
MOTION ANALYSIS MODELS AND THE KDE into three categories: leftward. approximately

zero, and rightward (Sperling et al.. 1989). Thus.
Ist-order motion analysis in order to discriminate the 53 test shapes

To motivate the stimulus conditions studied by KDE. motion detection must be followed
here. we begin by summarizing models of early by at least some rudimentary local velocity
motion detection and analysis. Several recent calculation.
motion detection models (van Santen & Sper- In order to signal velocity, the outputs of
ling, 1984. 1985: Adelson & Bergen. 1985: Wat- more than one such Ist-order motion detector
son & Ahumada, 1985) share as a common must be pooled. Speed may be computed by
antecedent the model proposed by Reichardt pooling only two detectors (a motion and a
(1957). We refer to this class of models as "static" detector. Adelson & Bergen, 1985). To
1st-order motion detectors. Below. 2nd-order signal motion direction, signals must be pooled
mechanisms involving additional processing across a variety of orientations (Watson &
stages will be discussed. In the Reichardt detec- Ahumada. 1985). Finally, in order to solve the
tor, luminance is measured at two spatial lo- "aperture problem" for more complex stimuli
cations .4 and B. The measurement at position (Burt & Sperling, 1981: Marr & Ullman, 1981).
A is delayed in time, and then cross-correlated signals may be pooled over a variety of
over time with the measurement at position B. directions and perhaps scales (Heeger. 1987).
resulting in a "half-detector" sensitive to In the previous paper (Dosher et al., 1989b),
motion from position A to B. A second such shape identification performance was shown to
"half-detector" sensitive to motion from B to A relate directly to the quality of the signal avail-
is set in opponency with the first, resulting in the able from Ist-order motion detection mechan-
full motion detector. van Santen and Sperling isms. Each stimulus consisted of'a large number
1984, 1985) have investigated this model along of dots on a gray background representing a 2D

with extensions involving voting rules for corn- projection of dots on the surface of a smooth 3D
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shape under rotary oscillation. In one condition the contribution of both to the perception of
(contrast polarity alternation), the dots were planar motion (Anstis & Rogers, 1975; Chubb
first brighter than the background ("white-on- & Sperling, 1988b, 1989a. b; Lelkens &
gray"), then darker than the background Koenderink, 1984; Ramachandran, Rao &
("black-on-gray"). then bright again, in succes- Vidyasagar, 1973; Sperling, 1976).
sive frames. For a dense random dot field (50% Can both 1st- and 2nd-order motion mechan-
black'50% white) under simple planar motion, isms be used by the KDE system? The polarity-
polarity alternation causes a percept of motion alternating dots did not yield an effective KDE
opposite to the true direction of motion (the percept of our 3D shapes. If one accepts the
"reverse-phi phenomenon". Anstis & Rogers. existence of both 1st- and 2nd-order motion
1975); reverse-phi is thought to reflect a spatio- mechanisms, why didn't the 2nd-order system
temporal Fourier analysis of the stimulus, since support KDE? The KDE stimuli were relatively
contrast reversal reverses the direction of small (3.7 x 4.2 deg) and viewed foveally (eye
motion of the lowest-frequency Fourier com- movements were permitted throughout the 2 sec
ponents (van Santen & Sperling. 1984). With stimulus duration). Evidence from studies of
contrast reversal, the outputs of Ist-order planar motion suggests that both systems were
motion detection mechanisms no longer simply available under these conditions (Chubb &
signal the intended direction and velocity of Sperling, 1988b). For polarity alternation
motion Contrast reversal stimuli do not yield stimuli, the most salient low frequency coin-
a depth-from-motion percept (Dosher et al., ponents from the st-order system were in
1989b). We take this as evidence that the the wrong direction. We assume that the 2nd-
KDE relies upon input from a st-order motion order system yields a correct (if a~tenuated)
analysis analysis. Bad shape identification performance

may have resulted either from the perturbed
.nd-order motion analvsi. lst-order analysis or because of competition

For the sparse random dot stimuli (Dosher et between the Ist- and 2nd-order systems (which
al., 1989b). contrast polarity alternation elimi- signaled opposite directions of motion in
nated the perception of structure from motion. some frequency bands). Our evidence (Dosher
Nonetheless. subjects could judge the direction et al.. 1989b) demonstrated that Ist-order
of patches of contras, polarit\ alternating dots system input is the predominant input to

undergoing simple translation. What kind of % KDE, but it did not exclude the possibility of
motion detector might be used to correctly input from 2nd-order motion detection mech-
! vudge the motion of a translating. polaritx- anisms. To approach that question. we con-
alternating dot? One simple possibility would be sider a KDE stimulus that produces a simple
to first appl\ a luminance nonlinearity to the 2nd-order motion analysis, but to which
input stimulus. For example. if the input stimu- the st-order motion system is. statistically.
lus wvere fuli-\ka\e rectified iout the mean blind.
luminance, the polarit.y-alternating stimulus
would be converted to the equivalent of rigid Microbalanced motion stimuli
motion of a white dot on a gra\ background. Chubb and Sperling (1988b) defined a class of
Thus. a full-wave rectifier of contrast followed stimuli, called microbalanced, among which are
b a Ist-order analyzer (such as those discussed stimuli with the properties that we desire. In

* above) would be capable of analyzing such a expt I we concentrate on two examples of
motion stimulus correctly (Chubb & Sperling. microbalanced motion stimuli. These stimuli are
1988b. 1989a. b). random in the sense that any given stimulus is

A motion detection system consisting of a a realization of a random process. As proven by
contrast nonlinearit\ followed b\ a st-order Chubb and Sperling (1988b), if a stimulus is
detector is one example of a wide class of microbalanced then the expected output of
"2nd-order detection mechanisms". each of every Ist-order detector (ERD or motion
which consists of a linear filtering of the input energy detector) will be zero. Thus, Chubb and
(spatial and or temporal), followed by a con- Sperling defined a class of stimuli for which a
tras nonlinearity, followed bv a standard 1st- consistent motion signal requires a 2nd-order
order motion detection mechanism. A number motion analysis, and showed that the 2nd-
of results demonstrate the existence (if both I st- order analysis predicted observers' percepts for
and 2nd-order motion mechanisms and show several examples of the class
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The polarity alternation stimulus is not alternation resulted from the low contrast
microbal, .ced; any given frequency band does energy in the stimulus. Two forms of micro-
show consistent motion, with the lowest spatial balanced stimuli are used, allowing us to test
frequencies signalling motion in the wrong di- KDE shape identification performance with
rection. This stimulus can be transformed into stimuli to which 1st-order motion detectors are
a microbalanced one as follows: for each dot, blind. Finally, we examine stimuli in which
choose the contrast polarity randomly and inde- moving textured tokens are camouflaged by a
pendently for every frame. Any given 1st-order similarly textured background.
detector will be just as likely to signal rightward
motion as it is to signal leftward motion since it Method
will either see the same contrast polarity across Subjects. There were three subjects in this
any successive pair of frames or it will see experiment. One was an author, and the other
contrast polarity alternate, with equal prob- two were graduate students naive to the pur-
ability. One question we examine in this paper poses of this experiment. All had normal or
is whether the motion signal available from corrected-to-normal vision. There were slight
2nd-order mechanisms can be used to compute differences in the conditions for each of the
3D structure. three subjects. These will be pointed out below.

We present two experiments. In the first, we White-on-gray dot stimuli. First, we briefly
examine performance on a shape identification describe the stimuli that consist of bright dots
task for a variety of KDE stimuli. Several types moving on a gray background representing a
of stimuli provide good Ist-order motion. variety of 3D shapes. This description will be
Others are microbalanced and hence can only be somewhat abbreviated, since the same stimuli
analyzed by 2nd-order mechanisms. Still others have been used in previous studies and more
offer good Ist-order motion, but involve complete descriptions are available (Sperling et
camouflage similar to that available in some of al.. 1989). The other stimuli used in the present
the microbalanced conditions. We find that study result from simple image processing trans-
st-order motion is used, and that input from formations applied to the white-on-gray dot

2nd-order mechanisms may also be used but is stimuli.
not as robust. In a second expenment, we Stimuli were based upon a fixed vocabulary of
examine the residual shape percept from two- simple shapes consisting of bumps and concav-
frame KDE stimuli in order to determine ities on a flat ground. The 3D shapes varied in
whether a single velocity field is a sufficient cue the number, position. and 2D extent of these
for shape identification or whether acceleration bumps and concavities. The process of generat-
also is needed. ing the stimuli is illustrated in Fig. I.

The first step in creating a stimulus involves

EXPERIMENT 1. POLARITY ALTERNATION, the specification of a 3D surface. For a square
MICROBALANCE. AND CAMOUFLAGE area with sides of length s, a circle with diameter

0.9 s is centered, and three fixed points, labeled
In the first experiment, a shape discrimination 1, 2 and 3, are specified. For a given shape, one

task is used with a variety of displays. First, in of two such sets of points is used (the upward-
order to sensibly compare results to our pre- pointing triangle or the downward-pointing tri-
vious work (Sperling et al., 1989: Dosher et al., angle, labeled u and d, respectively). The shape
1989b), there are control conditions that are is specified as having a depth of zero outside of
identical to those of our previous experiments the circle. For each of the three identified points.
(the "Motion without density cue, standard the depth may be either +0.5s, 0.0. or -0.5s.
speed, standard intensity" and "Motion with which are labeled as +. 0, and -, respectively.
polarity alternation, standard speed, standard The depth values for the rest of the figure were
intensity- conditions of the preceding paper). In interpolated by using a standaru cubic spline to
addition to dots. randomly positioned disks and connect the three interior points with the zero
lines are also used here in order to examine the depth surround. Thus, there are 54 ways to
effects of the foreground token used to carry the designate a shape: u vs d. and for each of three
motion. The disk and line tokens are larger than interior points, - vs 0 vs -. We designate a
the single pixel dots, and hence have more shape by denoting the triangle used, followed by,
contrast energy. They enable us to test whether the depth designations of the three points in the
our previous failure to find KDE with polarity order shown in Fig. IA. For example. u--0
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(A)

12 3

2 3

(6)

* 

Right

Left Bottom

uOOO/dOOO u 0 0 dO..

(C)

'Ve

Fig I Stimulus shapes, rotations, and their designations. (A) Shapes were constructed by choosing one
of the two equilateral triangles represented here. Each point in the triangles was given a positive depth
(i.e. toward the observer), zero depth. or negative depth, represented as , 0 and -, respectivel.. A
smooth shape splined these three points to zero depth values outside of the'circle. A shape is designated
by the choice of triangle (u or d). followed by the depth designations of the three points in the order given
in the figure (B) Some representative shapes generated by this procedure. All shapes consisted of a bump,
concavit., or both, with a variation in position and extent of these areas (C) Shapes were represented
b% a set of dots randomly painted on the surface of the shape. and wiggled about a vertical axis through
the center of the display. The motion was a sinusoidal rotation that moved the object so as to face off
to the observer's right, then his or her left, then back to face-forward (denoted 1). or the reverse

(denoted r)

is a shape with a bump in the upper-middle of surround is continued outside the square). This
the display. and a concavity in the lower-left collection of dots is rotated about a vertical axis
(Fig. 11B). There are 53 distinct shapes, because that is at zero depth and centered in the display.
uOOO and dOOO both denote a flat square. The rotation angle O(k) is a sinusoidal "wiggle":

Displays were generated by sprinkling dots 6(k)= ± 25 sin(2nk/30) deg, where k is the
randomly on the 3D surface generated by the frame number within the 30 frame display.
spline. rotating that surface, and projecting the Thus, the display either rotated 25 deg to the
resulting dot positions onto the image plane right, then reversed its direction until it faced
using parallel perspective. A large number of 25 deg to the left, then reversed its direction
dots are chosen uniformly over a 2D area until it was again facing forward (labeled 1), or
somewhat larger than the s by s square, and rotated in the opposite manner (labeled r, see
each dot's depth is determined bN the cubic Fig. IC). The displays presented these 3D
spline interpolant (where the zero depth of the collections of dots in parallel perspective
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as luminous dots (single pixels) on a darker results in a small amount of dot scintillation
background. that neither lowers performance substantially

A stimulus name consists of the name of the nor appears to be useful as an artifactual cue
shape followed by the type of rotation (e.g. (Sperling et al., 1989, 1990).
u + -01), resulting in 108 possible names. Using Other tokens. The 54 stimuli described so far
parallel perspective, there is a fundamental consisted of luminous dots moving to and fro on
ambiguity with the KDE: reversing the depth a less luminous background. All other stimuli
values and rotation direction of a particular were based upon these displays. First, three
shape and rotation produces exactly the same conditions involved changes of the token that
display. In other words, a convexity rotating to carried the motion. The moving dots were re-
the right produces exactly the same set of 2D placed with disks. patterned disks, or wires. We
dot motions as a concavity rotating to the left. refer to the dot, wire, and disk conditions as
Thus, u + -01 and u - +Or describe precisely white-on-gray stimuli, and the patterned disks
the same display type. There is also no differ- as pattern-on-gray.
ence in display type among uO001. uOOOr, dOOOl To create a disk stimulus, a dot stimulus is
and dOOOr. This results in a total of 53 distinct modified in the following way. Each luminous
display types. dot in the stimulus is replaced with a 6 x 6 pixel

These experiments used 54 white-on-gray dot luminous diamond centered on the dot
displays, including two instantiations of the flat (Fig. 2b), which appears disk-like from the
stimulus uOOO (with different dot placements) viewing distance used in the experiment. A
and one instantiation of each other display type. sample image of white-on-gray disks is depicted
Each set of dots was windowed to a display area in Fig. 2c, and is based on the white-on-gray dot
of 182 x 182 pixels (corresponding to the s x s stimulus frame shown in Fig. 2a.
square). with dots presented as single luminous The pattern-on-gray disk stimuli are gener-
pixels. ated in a similar fashion. The 6 x 6 diamond

When the dots on the surface of a shape move consists of 24 pixels which are a mixture of
back and forth in the display, the local dot black and white (12 of each). These are dis-
density changes as the steepness of the hills and played on an intermediate gray background.
valleys changes (with respect to the line of The diamond pattern and a sample stimulus
sight). In previous work (Sperling et al.. 1989), frame are shown in Fig. 2d and e. respectively.
we showed that this density cue is neither Note that the diamond pattern has an equal
necessary nor sufficient for the perception of number of black and white pixels in each row.
depth. However. it is a weak cue which one of Other stimuli were based on "wires". Each
three highly trained subjects was able to use for dot was connected by a straight line (subject to
modest abo~e-chance performance when it was the .i.,cl sampling density) to all neighbors that
presented in isolation. In other words, changing were at a 2D distance no greater than 15.5 pixels
dot density is an artifactual cue to the task. As (Fig. 2f). Note that a vector is drawn between
in previous experiments, we remove this cue by two points based on their distance in the image,
deleting or adding dots as needed throughout not on their simulated 3D distance. Since the
the display in order to keep local dot density lines were straight, when set in motion they
constant. As a result of this manipulation. all objectively define a thickened surface with lines
displays had approx. 300 dots visible in the cutting through the interior of each bump and
display window. The removal of the density cue concavity. This may have yielded a perceived

Fig 2 (opposite Stimulus display generation for expt I (a) A single frame of a white-on-gra? dots
stimulus. All displays shown in this figure are based on this stimulus frame. (b) The diamond shape used
to generate the disks from the dots. (c) A white-on-gray disks stimulus frame. (d) The patterned diamond
for the pattern-on-gray condition. Ie) A pattern-on-gray frame k ) A white-on-gray wires frame. All pairs
of dots in Fig. 2A were connected whose inter-point distance as less than 15.5 pixels. ig) A frame of
dnamic-on-gray dots. In this condition each dot was painted black or white randomly and independently
with probability of 0.5 for each color (h) A frame of dynamic-on-gray disks. The same procedure as in
(g) %,as applied to each pixel lying in each disk. i) A frame of dynamic-on-gray wires. j) A frame of
dnamic-on-static disks. For both dynamic-on-static conditions (disks and wires), the tokens and the
background consisted of random dot noise, ana so the tokens cannot be discerned from a single static
frame. k A frame of the pattern-on-static condition. This frame contains 300 copies of the pattern !n
td) on a Iatic noise background The camouflage is quite effective I1) An enlargement of the central

portion of (k). with the patterned disks emphasi7ed



2; k'~'x ~.'

n~4iJ r

4,4 '4 4) ,*

<4
4 V

$~44 ~ A
4 #<tKY4~  - - $w. 4 '<

'it

a b c

44 $ ~ '~'~ ~4q'x* kV'f#'~
*g,-nA-<'**-'' gjj 7 jt,

4 & . %
<ph "~ 4 ~

'q',p 4$ ~ 4*1

44 ' '....p

* -~~ * r ~ ~

4),' * 4 4

:3<>;,. 
< « ~

4.44' 
'1'

K

4 4< >9t 1  , -.

4

A ~'~< kfll? t'<pto<4'>-. St ~ $3 <,II2~ -i ~ -\
_ 

94

d

A >~ ________________________________

4,,)4 
4+4.9

~-><c p <.t~<44t2 ~

~ V

s4 4

4v.% 4 *4 4 **.$A ~

<K 4 4  
- r V ~ 

'~' 4-

4 
~ 'S.' <Y ~' *4<,. ~*-"~~'0< "C ~ ~< k

4 u. ~ .**

g Ii

!%r~$rf~~c i~r~~v~sr
;<4;~.. 

U
~'- 1 A

.. ~. .

444 ~;bny .... ~'C'*~Vf -

< 4< ~

Fr ~ .4 t~ *3i~~~ V ~ $4 .fl~tia%.4t.r)~.f 4 an

-~.~rw-' .' 
ml ~~ ~k~c.'

k

I 1<



KDE and optic flo-Il 86"

ftesselated) surface having slightlv less relative tion. This stimulus manipulation was explored
depth than the base surface. The choice of 15.5 thoroughly for dot stimuli in the preceding
pixels as the criterion for drawing a line was a paper (Dosher et al.. 1989b). In this condition.
compromise set in order to make sure that all the motion-carrying tokens alternate from white
stimulus dots became an endpoint to a* leas! to black to white again on successive frames. all
one line. and that no line was so long as to against a background of intermediate gray.
excessively cut through the simulated surface. Constrast polarity alternation was used with

The white-on-gray disks and pattern-on-gray dots. disks, and wires, resulting in three polarity
disks were based on the dot stimuli. The same alternation conditions.
exact instantiations were used in all three con- Pattern-on-static. The final condition in-
ditions. The nth frame of a given shape and volves pattern camouflage. This condition is
rotation consisted of either dots, disks or pat- derived from the pattern-on-gra\ stimuli. The
terned disks centered on the same set of image gray background is replaced with a frame of
positions. For the wire stimuli, a newk set of 54 static random dot noise. In other vords. the
instantiations was made. patterned disk tokens move to and fro in front

DYnamic-on-gray. Three types of stimuli of a screen of static random dots. occluding it
were used to explore the motion of patches of (and occasionally each other) as the\ pass b.. A
dynamic noise moving on a gra. background frame of this stimulus condition is pictured in
These stimuli are microbalanced. as we dis- Fig. 2k. and enlarged in Fig. 21. where we have
cussed in the previous section. These stimuli are artificial].\ highlighted the patterned disks for

derived from the dot. disk. and wire stimuli. To comparison to the pattern kernel shown in Fig.
produce a dynamie-on-gra.\ stimulus from a 2d. There are approx. 300 patterned disks in
white-on-gray stimulus. simply change the lumi- Fig. 2k. As you can see. the camouflage is quite
nance of each white pixel in each stimulus frame effective. When the patterned disks move. as one
(i.e. the foreground or token pixels) to black might expect. the\ are easil\ visible (Julesz.
randoml\ and independentl. with probability 1971)
0.5 Thus. foreground pixels undergo random Displai details. There are a total of 13 con-
contras' polariox alternation while background ditions (3 white-on-gra\. I pattern-on-gra.. 3
pixels are gra. (i.e have zero contrast). Sample contrast polarity alternation. 3 dynamic-on-
frames are illustrated in Fig. 2g. h and i. gra\. 2 dynamic-on-static, and I pattern-on-

Dinann-on-stwtic Two types of stimuli were static) There were 54 distinct displays for each
used to explore the motion of patches of of the 13 conditions. In all conditions, the
dynamic noise moving on a static noise back- displays are windowed to an area of 182 > 182
ground. This class of stimuli is also micro- pixels. Displays were computed using the HIPS
balanced (Chubb & Sperling. 1988b). We derive image processing software (Land%. Cohen &
d\namic-on-static stimuli from the disk and Sperling. 1984a, b). and displayed b\ an Adage
\,ire stimuhi. The foreground pixels consist of RDS-3000 image display system.
dynamic noise. .us: as in the previous dynamic- Subjects MSL and JBL viewed these stimuli
on-gra% case. The background pixels consist of on a Conrac 7211Cl9 RGB color monitor. Onl\
a static frame of patterned texture. where each the green gun was used, and so stimuli appeared
pixel is randomi\ chosen to be either black or as bright green and black pixels (as dots, disks,
sshite "i:h a probabilit. of 0.5. just as the lines or noise) on a green background of inter-
d\namic noise is. If a given pixel is a back- mediate luminance. The stimuli subtended
ground position for two successive frames. 3.7 x 4.2 deg. Stimuli were viewed monocularl.
then its color does not change. If that position through a dark vie.ing tunnel, using a circulr
is a foreground pixel in either or both frames, aperture which was slightly larger than t -e
then there is a 500,o chance that its color will stimuli.
change. A single frame of dynamic-on-static Subject LJJ viewed the stimuli on a US
stimulus is simpl. a frame of random dot noise Pixel PXI5 black and white monitor with
(Fig. 2j) The motion-carrying tokens are not a P4-like phosphor. Here. stimuli subtended
discernible from a single frame. Rather. the 2.9 x 2.9 deg. and appeared as white and black
areas of moving dynamic noise define the pixels on an intermediate gray background.
foreground tokens Stimuli were vielded monocularl through a

(ontrair po/arin altratimi. Three stimulus circular aperture in cardboard which approxi-
conditions imolved contrast polaritN alterna- matel matched the hue of the displays., and
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which had approximately the same luminance as '0 r-
the stimulus background. - 0"*,-

Each stimulus consisted of 30 stimulus 0 D
:--mes. These were presented at a 60 Hz frame 0 WW"
.e. Each frame was repeated four times, result- s o
-, in an effective rate of 15 new stimulus frames

per second. Each stimulus lasted 2 sec. A trial •
sequence consisted of a fixation spot, a blank -
interval, the 30 frame stimulus, and a blank. The ' -
fixation and blank lasted either for 1 sec each -

Whfs cau Dff Dfw~ Panwf n h(subjects MSL and JBL), or 0.5 sec each (subject an, Pow V n o

LJJ). The background luminance remained con-
stant throughout the trial sequence. Subjects too
were free to use eye movements to actively - ,**,
explore the display. Stimuli were viewed from a i o

distance of 1.6 m. After each stimulus display, L
subjects responded with the name of the shape , so
and rotation direction using either a computer ,
keyboard or response buttons. *"

Slightly different image luminances were used
for each subject. The background luminance for F
subjects MSL, JBL and LJJ were 31.0, 40.0 and . o L.

Whho Co0,,at Dy--i -~~t ow s45.0cd/m respectively. Since isolated luminous ,, t , ,, on ,

pixels were used, the appropriate unit of y Aserwfo" Gry Swic Gr I,

measurement is extra mcdipixel for bright ,00-- J-.
pixels. and removedu ucd/ pixel for dark pixels. all * Dow
at a specified viewing distance (Sperling, 1971). - (
Stimuli were calibrated so that extra pucdpixel a WN"

and removed ucd.'pixel were equal. For subjects 2 s,.
MSL. JBL and LJJ. these were 13.2, 19.2
and 15.7 ucd'pixel, respectively, at a viewing C j
distance of 1.6m. Contrasts were nominally L
10001. o 'Ll. 0- 0,

Procedure. There were 13 stimulus conditions. W on CO." s y poo ,,,
For each condition, there were 54 stimuli (two , 0 " on

G'" P1~19.I~ GMi smi G mv suminstantiations of the flat stimulus uO00, and one Fig. 3 Results ofexpt 1. Results are gIven for three subjects.
instantiation of each of the 52 other possible Different i.6mbols in the bars represent different tokens

distinct shape rotation combinations). This re- ilarge open dots for the disk and patterned disk tokens.
suited in 702 stimuli, each of which was viewed small solid dots for the dot tokens, and asterisks for the wire

once by each subject. These 702 trials were tokens).

viewed in random order in six blocks of 117
trials. On a given trial, a stimulus was shown.
subjects keyed in their responses, and then Results

feedback was provided so that we measured The results for the three subjects are summar-
the best perfourn4iwe of which the subject ized in Fig. 3. Each performance measure given
was capable. Each block lasted approx. I hr. here is the percent correct over 54 trials. We
St bjects ran several practice sessions on the discuss each class of stimulus condition in turn.
wl.ite-on-gray dots condition before data White -on -gray 'Pattern-on-gray. As ex-
were collected. Given the mix of stimuli in pected, the performance on the three white-on-
a given condition, guessing base rates for gray and the one pattern-on-gray condition was
the identification of shape and rotation direc- uniformly high. The tokens provided excellent
tion were between 1 53 (for a strategy of motion signals because they were moving rigid
random guessing) and 2 54 (for a strategy areas of high contrast. It did not particularly
of always answering u000/ or one of its matter whether we used dots, as in our previous
equivalents), studies, wires. as in the early wire-frame KDE
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work (Wallach & O'Connell. 1953). disks, or (24-39% correct identifications). but far less
patterned disks. The disk and patterned disk than his nearly perfect (94-98% correct) per-
stimuli provided very strong percepts of shape, formance with white or pattern tokens on gray.*
although the disks did not undergo realistic The 1st-order motion mechanisms are clearly
foreshortening as they rotated. In fact, the dot the most effective input to the KDE system.
stimuli gave the weakest percept of depth. These since eliminating motion detectable by 1 st-order
tokens had the least contrast energy (i.e. were mechanisms reduces performance substantially
the smallest), and hence were harder to detect. for all subjects. The results for subject MSL
Subject JBL had the greatest difficulty in seeing suggest that 2nd-order motion mechanisms can
these small dots, and his results show a slight also be used. On some trials, fragments of the
drop in performance for the dot stimuli. microbalanced stimuli did appear 3D to this

Dynamic-on-gray. The motion of a token subject (one of the authors). especially in the
filled with dynamic random dot noise moving foveally-viewed portion of the stimulus. To raise
on a gray background is microbalanced. In his performance level, he used sophisticated
other words. 1st-order motion detectors are guessing strategies based on active eye move-
"blind" to this stimulus. The expected value of ments and local measurements of motion or
the output of such a detector is zero (across three-dimensionality in the fovea at a small
random realizations of the stimulus). Simple number of locations of the display. But. these
2nd-order mechanisms (e.g. using rectification) strategies only serve to bring performance up to
serve to reveal the true motion. mediocre levels in comparison with performance

The results for three subjects are somewha, with rigid white-on-gray motion.
different. For two subjects (LJJ and JBL), Dynamic-on -static. The dynamic-on-static
performance is always at or near chance (less manipulation also results in a micro-balanced
than 10% correct in all cases), although for stimulus. For the dynamic-on-static conditions,
subject LJJ with the dynamic-on-gra. dots the performance is at chance level for all three
performance is significantly above chance subjects. and for both wire disk tokens. As with
(P < 0.05). On the other hand. for sublect MSL. the dynamic-on-gra\ conditions, the motion of
performance is always well above chance the tokens is visible. It is not particularly

difficult to detect the motion of an area of
*In order to test the range of luminances over which polarit. dynamic noise on a static noise background

alteration was effective. we ran a control experiment (Chubb & Sperling, 1988bi. However, this sort
(using MSL and JBL as subjects). where a variety of of motion engenders no shape percept whatever
ihiie pixei luminances ere used with d given black pixe under the conditions of our experiments.
luminance Vie viewe a %ariet of dsnamic-on-gra u
displays. varying the luminance values for the back an Unlike dynamic-on-gray stimuli, dynamic-
white pixels independentl% over a wide range We also on-static stimuli are not revealed by contrast
tested a variet. of other luminance calibration pro- rectification. Detection of the motion of a re-
ceclures Dnamic-on-gra% stimuli are only. micro-ba- gion Of flicker requires More elaborate 2nd-
anced if the contrast energ' of the white pixels is the
same as that of the biack pixels And. it is difficult to order mechanisms. Regions of flicker could first
cahbrate the luminance of individual pixels embedded in be detected by applying a linear temporal filter
a complex displa. texture given that the desired pattern (such as differentiation), followed by rectifi-
is first lois-pass filtered b' the CRT %ideo amplifier, and cation, and then by application of a Ist-order
then passes through the gun nonitneant\ (see Mulligan motion mechanism. Some such complex 2nd-
& Stone. 1989. for a full discussion of this point) Thus.
it was important to veTf. that our results were robust order motion detector exists in the human visual
over a range of luminance .alues overlapping the cal- system, since we are capable of seeing areas of
brated equal contrast point flicker move, including in the displays of our

To summarize, shape identification performance is experiment (at least with scrutiny). Yet, this
consistent ith the results of expt I for a reasonably wide 2nd-order motion detection system does not
range of sshtte pixel luminances Subject MSL consist-
entl% performs at moderate levels, and subject JBL support the structure-from-motion computation
consistentl. performs at or near chance. The luminance for our dynamic-on-static stimuli.
lesels Yielding poor shape identification performance are Prazdny (1986) reached the opposite con-
consistent with the lexels that result in the weakest 3D clusion using dynamic-on-static displays repre-
percept, and are roughly consistent with the luminance senting simple wire objects rotating in a
lesel that are balanced (black pixel decrement vs hite tumbling motion. Each object contained five
pixel increment) for a %ariet) of calibration displays. The
performance lexels for d.namic-on-gra. stimuli in expt wires, and subjects were required to identify the
i do not result from a miscalihbration of luminance levels object among six alternative wire-frame objects.
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The displays were 7 x 7 deg, and the wires were feel that low spatial resolution in the 2nd-
several pixels thick. Performance was quite high order motion system (rather than unconnected
in the task for five subjects. Although we have tokens) is the likely explanation for failure of
some reservations about the experimental KDE.
method employed by Prazdny, we have gener- Contrast polarity alternation. Performance is
ated similar displays in our laboratory, and our quite poor for the contrast polarity-alternating
dynamic-on-static wire-frame displays do yield dots as it was in the previous paper (Dosher et
a shape percept when displays are restricted to al., 1989b). For two subjects (JBL and LJJ)
a small number of wires. performance is at chance or insignificantly

The most likely explanation of the difference above chance. For subject MSL, performance is
between our results and those of Prazdny in- low (11% correct) but significantly above
volves the difference in spatial resolution re- chance (P < 0.05). On the other hand, when the
quired by each task. Chubb and Sperling token is changed to disks or wires, performance
(1988a) have demonstrated that 2nd-order rises substantially. Contrast polarity alternation
motion systems have less spatial resolution than is not as devastating a stimulus manipulation
the I st-order mechanisms, and that their resol- for disks and wires as it is for dots.
ution drops precipitously with increases in reti- For lst-order motion detection mechanisms
nal eccentricity. In our displays, motion was such as the Reichardt detector, contrast polarity
about a vertical axis using parallel perspective, alternation causes the strongest responses to be
and hence all motion was along the horizontal, in the wrong direction. Yet, the intended motion
There could be as many as 10 or 20 disks or can be detected quite accurately if a 2nd-order
wires in a given row of the image to resolve. Our detector is used that first applies a luminance
displays did not yield a global percept of optic nonlinearity followed by a Reichardt detector.
flow, but motion was perceived foveally with The primary difference between the dots on the
scrutiny. This is entirely consistent with Chubb one hand. and the disks and wires on the other,
and Sperling's observation. Prazdny did not is that the disks and wires have more pixels
give precise details about his stimuli, but it was illuminated. In other words, they have more
clear that along a given motion path there were contrast energy, and in particular thay have
only two or three wires to resolve across his far more energy at lower spatial frequercies. Thus,
larger display. Performance was so low in our the disk and wire stimuli should stimulate both
dynamic-on-static conditions because too much the 1st- and 2nd-order motion detection systems
spatial acuity was required of the 2nd-order more strongly. resulting in stronger incorrect
system that detects the motion of flickering direction information from the Ist-order
regions. system as a whole, but also stronger information

How useful for perception of shape is a from the 2nd-order system, and stronger
display of dynamic noise figures moving on a directional information in those selected 1st-
static noise background? We have examined a order frequency bands which signal the correct
large number of disk and (thick) wire displays direction. I
in order to span the gap of spatial resolution It is interesting to note that a large number of
between Prazdny's displays and our own. With the errors made by observers with polarity-alter-
our 3 x 3 deg display size, a shape percept can nating stimuli were errors in the direction of
only be achieved by using a very small number rotation only. with the shape specified correctly.
of tokens (around 5-10). These displays con- For example, for a stimulus which had as
sisted of rotating disk tokens. Cavanagh and correct answers either u + - 01 or u - + Or, the
Ramachandran (1988) suggest an alternative subject incorrectly responded with u + - Or or
explanation of the difference between our results u - + 01, rather than with any of the 104 other
and those of Prazdny. They consider the crucial possible incorrect responses. This effect was
difference to be that the objects p ,rtrayed in the largest for the disk tokens. In a separate control
Prazdny displays were connected (one long wire experiment, for contrast polarity-alternating
figure). whereas our displays consisted of separ- disk stimuli, 39% of the errors made by subject
ate disk tokens. With our wire displays, almost MSL were only an error in the specification of
no 3D percept was achieved for the dynamic-on- direction, compared to 1.4% direction errors
static condition. In addition, we were able to for the dynamic-on-gray conditions. For subject
achieve a 3D percept with displays of a small JBL, the corresponding values were 48% and
number of dynamic-on-static disks. Thus, we 5.6%. For the polarity-alternating disks, on

V.
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trials when subject MSL correctly identified the three-dimensionality. Thus, poor performance
shape. there was a 33% chance that he would in the task resulted from undersampling in time
misidentify the direction of rotation (for JBL: of the stimuli. which interferes with ist-order
29.3%). We believe that accurate shape identifi- (and some 2nd-order) motion mechanisms, and
cation in this condition primarily reflects re- good KDE can result from the motion of tokens
sponses constructed from selected 1st-order which are camouflaged when at rest.
information. One strategy was simply to specify We have also examined dynamic-on-static
the opposite rotation direction to that which displays with finer temporal sampling (60 new
was perceived! The displays did. however, oc- frames per see). These displays yield no im-
casionally appear to be 3D with the correct pression of three-dimensionality. The poor re-
direction of motion (at certain times during the suits for dynamic-on-static displays do not
rotation, or close to the location to which the result from insufficient sampling in time. Also,
eyes were directed), indicating a residual 2nd- since finely sampled pattern-on-static displays
order motion input to the KDE system. The fact do appear 3D, poor performance with dynamic-
that these displays only appeared foveally to be on-static-displays does not result from the
rotating in the correct direction. and then only camouflage of the tokens when at rest. Rather,
using the larger tokens, is consistent with a dynamic-on-static displays yield no effective
2nd-order motion detection system with low KDE because of the low resolution of the
contrast sensitivity and lot spatial resolution 2nd-order system required to analyze the
(as has been demonstrated by Chubb & motion.
Sperling. 1988b). and more sensitive in the fovea
(Chubb & Sperling. 1988a). In summary. we EXPERIMENT 2. TWO-FRAME KDE

have some indication that 2nd-order motion
detection mechanisms can be used to derive 3D The first experiment shows that accurate per-
structure. but they are far less robust and have formance in shape identification is dependent
poorer spatial resolution than 1st-order motion upon a global (primarily 1st-order) optic flow. If
mechanisms. a stimulus manipulation makes that optic flow

Pattern-on-static. For all three subjects per- noisy or otherwise interferes with the optic flow
formance with pattern-on-static displays is quite computation. there is little or no KDE. This
poor (9. 26 and 33%t corrrectj. although it is occurs even though foveal scrutiny does reveal
significantly above chance levels in all cases the motion in these displays.
(P < 0.05). This poor performance results from If the percept of surface shape depends upon
a mismatch of resolution and tempora! a global optic flow, then we should be able to
sampling. The patterned disks are quite de- get reasonable shape identification performance
tailed 'high frequenc). The disks are 6 pixels in from any stimulus that results in a strong per-
diameter, and can move as far as 8.3 pixels in cept of optic flow. In particular, the extended
one frame. This speed is only achieved by disks (2 sec) viewing conditions of expt I should not
at the top of a peak when in the middle of the be necessary. Two frames are obviously the
display (i.e. near frame numbers 0. 15 and 29). minimum number of frames that can yield a
but many disks are moving 3-5 pixels per frame. percept of motion, and two frames should
High freque'icy spatial filters w'hich are required suffice. In the second experiment, we investigate
to identify the disks must correlate across the accuracy of performance in the shape
frames with filters that are far more than 90 deg identification task for two-frame displays.
away in the phase of their peak spatial fre-
quency. A typical Ist-order detector will not
compare spatial regions that far apart in order Subjects. There were two subjects in this
to avoid spatio-temporal aliasing (van Santen & experiment. One was an author, and the other
Sperling. 1984). Thus, the clearest motion sig- was a graduate student naive to the purposes of
nals are coming from the slower areas in the this experiment. Both had normal or corrected-
display. which are the least useful for discrimi- to-normal vision. There were slight differences
nating the shapes. We have examined pattern- in the conditions for each of the two subjects.
on-static displays with finer temporal sampling These will be pointed out below.
(60 new frames per sec. as opposed to 4 repaints Stimuli and apparatus. The stimuli were simi-
of 15 new frames per sec used in the exper- lar to the white-on-gray dot stimuli from expt I.
iment). and they give a strong impression of Stimuli were generated from the same set of 3D
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shapes, using the same dot densities, and pro- 182 x 182 pixels, and were presented using the
jected in the same way. The local dot density same apparatus and viewing conditions as for
was kept constant using the same scintillation subject LJJ in expt 1. The background lumi-
procedure. New stimuli were computed, two of nances for subjects MSL and LJJ were
the flat shape, and one of each of the other 52 15.6 cd/m- and 5.0 cd/im, respectively. The cor-
shapes, resulting in 54 displays. responding dot luminosities were 26.8 and

Each display consisted of II frames, rotating 15.7 extra ucd/dot, respectively. Nominal con-
from 20 deg left to 20 deg right in increments of trasts were huge (i.e. nominal Weber contrasts
4 deg per frame. The middle frame (number 6) of 500% or more).
was face-forward, as was the first frame of each Procedure. The task was shape and rotation
display in expt 1, Two-frame stimuli consisted identification. Subjects keyed their responses
of a presentation cf the middle frame followed using response buttons, and received feedback
by one of the other 10 display frames. This on the display after their response. Three groups
resulted in either a leftward or rightward ro- of trials were run. In the first, the ISI was
tation of 4-20 deg between the two frames of the 16.7 msec, and rotation angle between frames
display. A single trial display consisted of 0.5 sec was varied from 4 to 20 deg. Since the second
of a cue spot, 0.5 sec blank, the first frame, an frame could be chosen from either the frames
inter-stimulus blank interval (or ISI), the second preceding or succeeding the middle frame
frame, and a blank. Each stimulus frame was (rotation to the left or right), this resulted in 540
repainted four times at 60 Hz, for a total dur- possible stimuli (54 displays, 2 directions, 5
ation of 67 msec. We define the ISI to be the rotation angles). These were run in random
time interval between the onset of the last order in 4 blocks of 135 trials. In the second
painting of the first stimulus frame and the onset group of trials, rotation was kept constant at
of the first painting of the second stimulus 4 deg. ISI ranged from 16.7 to 83.3 msec. This
frame. For example, when no blank frames were again resulted in 540 trials presented in random
used, the ISI was 16.7 msec. Displays were order in 4 blocks of 135 trials. In the third group
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Fig. 4. Results of expt 2. Data for two subjects are shown. Error bars indicate =I SEM. (A)
Shape-and-rotation identification accuracy as a function of the angle of rotation between the two frames
ISI was 16.7 msec. (B) Shape-and-rotation identification accuracy as a function of the duration of a blank
inter-stimulus interval (tSI). Rotation angle was 4deg (C) The to manipulations used in the same

experiment. Note the lack of interaction.
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of trial;, both rotation angle and ISI were presumably would be seen in those of MSL if he
vaned. The ISIs were either 16.7 or 33.3 msec. had becn tested using smaller rotations.
For subject MSL, the rotation angles were In a previous paper (Dosher et al.. 1989b). we
either 4 or 12 deg. For LJJ. they were either 8 found that adding a blank interval between
or 12 deg. These four conditions (two rotation successive frames of a 30 frame KDE stimulus
angles by two ISis) resulted in 432 trials which reduced shape identification to near chance
were presented in random order in 4 blocks of performance. This was explained by reduction
108 trials. of power in the stimulus to the I st-order system.

This eflect is also seen here, where performance
decreases monotonically with increasing IS1

Results (Fig. 4B). Subject LJJ performs at chance levels
The results are shown in Fig. 4. Each data with a 50 -,sec or greater ISI. while subject MSL

point is the percent correct over 108 trials. As is is still slightly above chance performance with
evident from the . gure. shape identification can an 83.3 msec IS.'
be quite high for these minimal motion displays Time and distance. In the previous two groups-K
(for similar observations using different exper- of trials, there was a coniounding between the
imental methodology, see Braunstein, Hoffman. stimulus manipulation (rotation angle or ISI)
Shapiro. Andersen & Bennett. 1987. Lappin. and dot velocity. Greater rotation angles at a
Doner & Kottas. 1980: Mather, 1989: and Peter- fixed (16.7 msec) ISI produced greater velocities.
sik. 1980). For an ISI of 16.7msec (Fig. 4A). Similarly. greater ISIs at a fixed 4deg rotation
this entire sequence lasted only 133 msec. Yet. angle resulted in smaller velocities. If perform-
performance was as high as 54.6% for subject ance were simply a function of velocity, then
LJJ. and 88.9% for subject MSL (62.8% and rotation angle and ISI should trade off. In Fig.
94.20,0 of their white-on-gia. dots performance 4C we present the results of varying both ISI
in expt 1. respectively). Two frames of moving and rotation angle factorially. We used a differ-
dots are ,ufficient for accurate, although not ent set of rotations for subject UJ than MSL
perfect based on the results in Fig. 4A, so that for both
performance in this shape identification task. subjects the performance was expected to de-
Since these experiments were firs: reported crease with inc, easing rotation angles. As can be
(Land.. Sperling. Dosher & Perkins. 1987a. seen in the figure. the two variables do not trade V
Land. Sperling. Perkins & Dosher. 1987b). off as would be c pected if performance were
Todd (198S) has also shown above-chance KDE o .i\ a function of velocity, or rotation speed. ,

performance for twvo-frame stimuli, although in Increasing rotation angle increases the difficulty
his paradigm the two fra:mes are repeated se\- of the coirespondence problem. Increasii 1SI
eral times before a response is made. causes increasing problems for the motion de-

Rotation angle andfixation. Performance as a tection system. Both manipulations degrade
function of rotation angle between the t'.o performance in an additive fashion. This obser-
frames is given in Fig. 4A. Performance de- vation contradicts Korte's (1915) 3rd law of
creases with inceasing angle of rotation for apparent motion perception, which states that
subjec' MSL. For subject LJJ. performance an increase in ISI must be counteracted by an
reaches a peak at 8 deg. and decreases for increase in distance traveled for strong apparent
smaller and larger rotations. The decrease in motion. In Fig. 4C, Korte's law predicts a
performance with larger rotation angles is to be cross-over interaction, which is strongly dis-
expected. since the correspondence problem be- confirmce. However, Burt and Sperling (1981)
comes increasingly difficult as dots move farther show that time and distance have independent
from their initial positions. One might also additive effects on the strength of the apparent
expe.-t performance to drop as rotation angle motion of dot stimuli, which agrees with the .
decreases to zero. At extremely small rotation present results.
angles. the iemaining motion would fall below KDD from optic flow. Accurate KDE per-
threshold. In our displays, the drop with small formance retpaires a global optic :ow. When
rotation angles might be expelted to occur even that optic flow is produced by a minimal motion
sooner as the small motions in the display stimulus-a two-frame display-the shape per-
became corrupted by poor spatial sampling cept may be fragile and easily degraded by a
(inter-pixel distance was approx. I min arc). variety of stimulus manipulations. The stimuli
This drop was only seen in the data of LJJ, and are quite brief in this paradigm and, by subect

m I m m m m m m ............ .. . .



874 MICHAEL S. LANDY et a].

reports, appear as a collection of dots moving Structure-from-motion computation may
at various speeds, i.e. 'look like" an optic improve its 3D representation with additional
flow. On some trials, only patches of planar information (e.g. with additional frames,
motion are perceived, and the shape response Grzywacz, Hildreth, Inada & Adelson, 1988;
is generated cognitively. On other trials, a Hildreth & Grzywacz, 1986; Landy, 1987;
3D surface is perceived. On some trials the Ullman, 1984). The shape in our two-frame
optic flow is perceived and so is the shape. displays does not always appear to have the
but the shape percept is only "felt" after the depth extent that results from the 30 frame
display is over. As we discussed extensively in displays of expt I, and two-frame performance
our first article on the shape identification is reduced relative to 30-frame performance.
task (Sperling et al., 1989), KDE is inextricably The shape identification task can be solved by
tied with the percept of an optic flow. It can knowing only the sign of depth and direction of
be very difficult to differentiate empirically motion in each spatial location (up to a reflec-
between a judgment based on a 3D percept tion), without accurately estimating either vel-
and performance based on an alternative strat- ocity or the amount of depth.
egy (computationally equivalent to that re-
quired for KDE) using a remembered set of 2D DISCUSSION
velocities.

Reasonably accurate performance on the Two experiments investigated the type of
shape-and-rotation identification task results motion detection mechanism used as an input to
from only two frames of 300 points. In the the structure-from-motion system. Performance
computer vision literature, there have been sev- in the shape-and-rotation identification task
eral studies of the structure-from-motion prob- was accurate regardless of the token used to
lem resulting in theorems of the following form: carry the motion, as long as that token was
"m views of n points under the following restric- presented with constant contrast polarity (the
tions of the motion path suffice to determine the white-on-gray and pattern-on-gray conditions).
3D structure up to a reflection" (Bennett & The performance decrements seen with contrast
Hoffman. 1985: Hoffman & Bennett. 1985: polarity alternation and the two microbalanced
Hoffman & Flinchbaugh, 1982: Ullman, 1979). conditions add further evidence to the con-
It has been suggested that these minimal con- clusion of Dosher et al. (1989b) that 1st-order
ditions for structure from motion also govern motion detectors are the primary substrate for
human perception (Braunstein et al., 1987: the computation of shape. In addition, there are
Petersik. 1987). The particular models just men- indications of an input to the shape compu-
tioned do not have any prediction concerning tation from 2nd-order motion mechanisms.
performance in the 300 points 2 views situation which is weak. low in spatial resolution, and
used here. An exception is a recent paper by concentrated at the fovea. 2nd-order mechan-
Bennet,. Hoffman. Nicola and Prakash (1989), isms that require temporal filtering (i.e. detec-
where it is shown that there is a one parameter tion of flicker) prior to a point nonlinearity were
family of possible interpretaions for two frames useless here because of the spatial resolution
of four or more points. This family is parame- required by our stimuli. These sorts of detectors
terized by the slant of the axis of rotation (as in would only be useful for KDE displays involv-
the "isokinescopic displays" described by Adel- ing a small number of moving features, rather
son. 1985), and the paper does not deal explic- than the densely sampled optic flows required
itly with rotation axes in the image plane. as for the determination of precise shapes of
used here. On the other hand, models that curved surfaces from motion cues. The results
compute 3D structure based only upon a single from the two-frame experiments reinforced
velocity field do allow for this performance these conclusions. They also demonstrated hat
(Longuet-Higgins & Prazdny. 1980; Koenderink detection of instantaneous velocity is suffic ent
& van Doorn, 1986). We take our experimental for KDE; acceleration is not required, nor are
results as evidence for optic flow-based methods more than two views.
for the KDE, as opposed to models requiring
three or more vizws. In particular, our results Acknowledgements-The work described in this paper was
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Abstract-To determine which spatial frequencies are most effective for letter identification, and whether
this is because letters are objectively more discriminable in these frequency bands or becausCn utilize
the information more efficiently, we studied the 26 upper-case letters of English. Six two-octave wide filters
were used to produce spatially filtered letters with 2D-mean frequencies ranging from 0.4 to 20 cycles per
letter height. Subjects attempted to identify filtered letters in the presence of identically filtered, added
Gaussian noise. The percent of correct letter iderftifications vs s/n (the root-mean-square ratio of signal
to noise power) was determined for each band at four viewing distances ranging over 32: 1. Object spatial
frequency band and s/n determine presence of information in the stimulus; viewing distance determines
retinal spatial frequency, and affects only ability to utilize. Viewing distance had no effect upon letter
discriminability: object spatial frequency, not retinal spatial frequency, determined discriminability. To
determine discrimination efficiency, we compared human discrimination to an ideal discriminator. For our
two-octave wide bands, s/n performance of humans and of the ideal detector improved with frequency
mainly because linear bandwidth increased as a function of frequency. Relative to the ideal detector,
human efficiency was 0 in the lowest frequency bands, reached a maximum of 0.42 at 1.5 cycles per object
and dropped to about 0.104 in the highest band. Thus, our subjects best extract upper-case letter
information from spatial frequencies of 1.5 cycles per object height, and they can extract it with equal
efficiency over a 32:1 range of retinal frequencies, from 0.074 to more than 2.3 cycles per degree of visual
angle.

Spatial filtering Scale invariance Psychophysics Contrast sensitivity Acuity

INTRODUCTION An issue that is related to the lowest fre-
quency band that suffices for recognition is the

Characterizing objects encoding economy of a band. For a filter with
When we view objects, what range of spatial a bandwidth that is proportional to frequency
frequencies is critical for recognition, and how (e.g. a two-octave-wide filter), the lower the
is our visual system adapted to perceive these frequency, the smaller the number of frequency
frequencies? Ginsburg (1978, 1980) was among components needed to encode the filtered image
the first to investigate this problem by means of of a constant object. Combining these two
spatial bandpass filtered images of faces and notions, Ginsburg concluded that objects were
lowpass filtered images of letters. He noted the best, or most efficiently, characterized by the
lowest frequency band for faces and the cutoff lowest band of spatial frequencies that sufficed
frequency for letters at which the images seemed to discriminate them. Ginsburg (1980) went on
to him to be clearly recognizable. The cutoff to suggest that higher spatial frequencies were
frequency for letters was 1-2 cycles per letter redundant for certain tasks, such as face or
width; faces were best recognized in a band letter recognition.
centered at 4 cycles per face width. He also Several investigators were quick to point out
proposed that the perception of geometric visual that objects can be well discriminated in various
illusions, such as the Mueller-Lyer and Poggen- spatial frequency bands. Fiorentini, Maffei and
dorf, was mediated by low spatial frequencies Sandini (1983) observed that faces were well
(Ginsberg. 1971, 1978; Ginsberg & Evans, recognized in either high or in lowpass filtered
1979). bands. Norman and Erlich (1987) observed that

high spatial frequencies were essential for dis-
*To whom repnnt requests should be addressed. crimination between toy tanks in photographs.
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With respect to geometric illusions, both Janez sight, and to the impossibility of peripherally
(1984) and Carlson, Moeller and Anderson previewing new text.
(1984) observed that the geometric illusions While viewing distance changed the overall
could be perceived for images that had been level of performance in Legge et al., the cutoff
highpass filtered so that they contained no object frequency of their low-pass filters at
low spatial frequencies. This suggests that low which performance asymptoted did not change.
and high spatial frequency bands may carry From this study, we learn that reading rate can
equivalently useful information for higher visual be quite independent of retinal frequency over a
processes. fairly wide range, and that dependence on criti-

cal object frequency does not depend on viewing
Characterizing the visual system distance. Because the authors measured reading

rate only in lowpass filtered images, we cannotIn the studies cited above, the discussion of ifrraigpromnei ihrsailfe

spatial filtering focuses on object spatial fre- i er a ng frm athei n data.
quencies, thatis, frequencies that are defined indata.

terms of some dimension of the object they Unconfounding object statistics and visual system
describe (cycles per object). Most psychophysi- properties
cal research with spatial frequency bands has Human visual performance is the result of the
focused on retinal spatial frequencies, that is, combined effects of the objectively available
frequencies defined in terms of retinal coordi- information in the stimulus, and the ability of
nates. For example, the spatial contrast sensi- humans to utilize the information. In studying
tivity function (Davidson, 1968; Campbell & visual performance with differently filtered im-
Robson, 1968) describes the threshold sensi-Robsyon, 1968dev scrbesy tohsie thre ins ages, it it critical to separate availability from
tivity of the visual system to sine wave gratings ability to utilize. For example, narrow-band
as a function of their retinal spatial frequency. ages to be co mple , n r ms
Visual system sensitivity is greatest at 3-10 images can be completely described in termscycles per degree of visual angle (c/deg). How of a small number of parameters-Fourier

tog ject H coefficients or any other independent descrip-
does visual system sensitivity relate to object tors-than wide-band images. Poor human
spatial frequencies? performance with narrow-band images may

reflect the impoverished image rather than
funcuing ran intrinsically human characteristic-an ideal

frequencies observer would exhibit a similar loss.

Retinal spatial frequency and object spatial The problem of assessing the utility of stimu-
frequency can be varied independently to deter- lus information becomes acute in comparing
mine whether certain object frequencies are best human performance in high and in 'ow fre-
perceived at particular retinal frequencies. Ob- quency bandpass filtered images. Typically,
ject frequency is manipulated by varying the filters are constructed to have a bandwidth
frequency band of bandpass filtered images; proportional to frequency (constant bandwidth
retinal frequency is manipulated by varying the in terms of octaves). For example, Ginsburg
viewing distance. (1980) used faces filtered into 2-octave-wide

The cutoff object spatial frequency of lowpass bands; while Norman and Ehrlich (1987) also
filters and the observer's viewing distance were used 2-octave bands for their filtered tank pic-
varied independently by Legge, Pelli, Rubin and tures. With such filters, high spatial frequency
Schleske (1985) who studied reading rate of images contain more independent frequencies
filtered text at viewing distances over a 133:1 than low frequency images.
range. Over about a 6:1 middle range of dis- Although linear bandwidth represents per-
tances, reading rate was perfectly constant, and haps the important difference between images
it was approximately constant over a 30:1 filtered in octave bands at different frequencies,
range. At the longest viewing distances, there the informational content of the various bands
was a sharp performance decrease (as the also depends critically on the nature of the
letters became indiscriminably small). At the specific class of objects, such as faces or letter.
shortest viewing distance, performance de- Obviously, determining the information content
creased slightly, perhaps due to large eye move- of images is a difficult problem. When it is not
ments that the subjects would have to execute solved, the amount of stimulus information
to bring relevant material towards their lines of available within a frequency band is confounded
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with the ibility of human observers to use the Specifically, to determine the roles of object
information. Direct comparisons of perform- and retinal spatial frequencies, letters are
ance between differently filtered objects are filtered into various frequency bands. Noise is
inappropriate. This distinction between objec- added, and the psychometric function for cor-
tively available stimulus information and the rect identification is determined as a function
human ability to use it has not been adequately of s/n. Accuracydepends only on s/n and not on
posed in the context of spatial bandpass overall contrast, for a wide range of contrasts
filtering. (Pavel, Sperling, Riedl & Vanderbeck, 1987).

This determination is repeated for every combi-
Efficiency nation of object frequency band and viewing

In the present context, physically available distance. Thereby, retinal spatial frequency
information is best characterized by the per- and object spatial frequency are unconfounded,
formance of an ideal observer. If there were no enabling us to determine whether a particular
noise in the stimulus, the ideal observer would object frequency band is better discriminated
invariably respond perfectly. To compare the in one visual channel (retinal frequency) than
performance of an observer, human or ideal, any other (Parish & Sperling, 1987a, b). More-
noise of root-mean-square (r.m.s.) amplitude n over, by computing an ideal observer for the
is progressively added to the signal of r.m.s. identification task, we obtain an objective
amplitude s until the performance is reduced to measure of the information that is present in
some criterion, such as 50% correct in a letter each of the frequency bands. Finally, the corn-
identification task. This defines the signal to parison of human performance with the per-
noise ratio, (s/n)¢, for a criterion c. Efficiency eff formance of the ideal observer gives us a precise
of human performance is defined by: measure of the ability of our subjects to utilize!(s\ 2 the information in the stimulus. Having

_ = untangled these factors, we can determine which
\n, ,/\n., spatial frequencies most efficiently characterize

where h and i indicate human and ideal observ- letters for identification.
ers, and s and n are r.m.s. signal and noise
amplitudes (Tanner & Birdsall, 1958). In a pure, METHOD
quantally limited system, efficiency actually
represents the fraction of quanta absorbed Two experiments were conducted using simi-
(utilization efficiency). In the context of signal lar stimuli and procedures.
detection theory, efficiency is given by a d' ratio: Stimuli

eff= (dhld:)2 . Letters (signals) and noise. The original,
unfiltered letters were selected from a simple

Oeriew 5 x 7 upper-case font commonly used on CRT

For an object that contains a broad spectrum terminals. Since this is an experiment in pattern
of spatial frequencies, object spatial frequency is recognition, we felt that the simplest letter pat-
determined by the center frequency of a spatial tern might be the most general; indeed, this font
bandpass filtered image. Retinal spatial fre- has been widely used in letter discrimination
quency is determined by the viewing distance at studies. For the purpose of subsequent spatial
which the stimulus is viewed. Stimulus infor- filtering, the letters were redefined on a pixel
mation is determined jointly by the signal-to- grid that measured 45 (vertical height) x 35
noise ratio, by the spatial filtering, and by the (maximum horizontal extent of letters M and
characteristics of the set of signals; these three W). The letters had value I (white); the back-
informational components are combined in the ground had value 0 (black). To avoid edge
efficiency computation. Letters are a convenient effects in filtering, the background was extended
stimulus to study because they are highly over- to 128 x 128 pixels for all computations. How-
learned so that human performance can be ever, only the center 90 x 90 pixels of the stimu-
expected to be reasonably efficient, and because lus were displayed, as these contained effectively
much is already known about the visibility of all the usable stimulus information, even for
letters in the presence of internal noise (letter low spatial-frequency stimuli. Letters for pres-
acuity) and about the visual processing of entation were chosen pseudo-randomly from
letters. the set of 26 upper-case English letters. Noise
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Table I. Parameters of the bandpass filters: lower and upper Cyctas/fietd width
half-amplitude frequencies, peak, and 2D mean frequencies 1 2 4 a 32 64

in cycles/letter height 1.0 1

Band Lower Peak Upper Mean& o. 13

0 0 Lowpass 0.53 0.39 MO/

1 0.26 0.53 1.05 0.74 osa
2 0.53 1.05 2.I1 1.49
3 1.05 2.11 4.22 2.92 04

4 2.11 4.22 8.44 5.77
5 6.33 Highpass 22.5 20.25 0.2

sFrequencies are weighted according to their squared ampli-
tude (power) in computing the mean. o. 0.70 1.4 2.8 5.6 11.2 2Z4

Cyctes/tetter height
fields were defined on a 128 x 128 array by Fig. 1. Filter characteristics for the filters used in the
choosing independent Gaussian noise samples experiments. There are two abscissas, both on a log scale.
for each pixel, with the mean equal to zero and The top abscissa is the frequency in cycles per unwindowed
a variance a' as required by the condition. (As field width (128 pixels); the bottom abscissa is in cycles per
with the letters, only the central 90 x 90 pixels letter height (45 pixels). The ordinate is the normalized gain.

The parameter i indicates the filter designation b, in the text.were displayed.) Forty different noise fields were

created.
Filters. Each stimulus consisted of a filtered is much greater than the mode. In a 2D (vs ID)

letter added to an identically filtered noise field, filter, the rightward shift is accentuated. For
Six spatial filters were available, corresponding example, band 2 has a peak frequency of 1.05
to six successive levels of a Laplacian pyramid c/object but a 2D mean frequency of 1.49
(Burt & Adelson, 1983). The zero-frequency c/object. The single most informative character-
component was added to the images so that they ization of such a skewed bandpass spectrum
could be viewed. The object-relative filter depends somewhat on the context; usually use
characteristics, upper and lower half-amplitude the mean rather than the peak.
cutoff and 2D mean frequency (cycles per Figure 2 (top) shows the letter G, filtered in
letter height), appear in Table 1. The 2D mean bands 1-5 without noise; the bottom shows the
frequency J for a given band is: same signals plus noise, s/n =0.5. The full

121 Il 128 x 128 array (extended by reflection beyond
7= ,,a;, / , a', its edges) was passed through the filter so that

the effect of the picture boundary did not
where f,, is the 2D frequency and a, is its intrude into the critical part of the display.
amplitude. Cycles per object height is used Signal to noise ratio, s/n. A filtered letter is a
rather than the more usual cycles per object signal. Let i,j index a particular pixel in the x, y
width bccause the height of our upper-case coordinate space of the stimulus. The signal
letters remained constant across the entire set, contrast c,(i,j) of pixel ij is:
whereas the width varied between letters. ((i,j) - Io)

The transfer functions (spectra) of the filters c(i,j) = (!)
are displayed in Fig. I. Approximately, filters 10
are separated in spatial frequency by an octave where I,., is the luminance of pixel i, j and 40 is
(factor of 2) and have a bandwidth at half- the mean signal luminance over the 90 x 90
amplitude of two octaves. The small mound in array. Signal power per pixel, s, is defined as
the lower right corner of Fig. I is a negligible mean contrast power averaged over the 90 x 90
imperfection in filter 4. For convenience, the pixel array:
limited range of spatial frequencies passed by I J
each of the filters will be referred to as the band s = (IJ)-HY c'(i,0)2 (2)
of that filter; a specific band is b, (i = 0, 1, 2, 3, i J
4, 5), where b0 is the lowest set of frequencies where c,., is the contrast of pixel i, j and
and b, is the highest. I = J = 90.

The filter spectra (shown in Fig. i) are Noise contrast c,(i,j) is the value of the ijth
approximately symmetrical in log frequency noise sample divided by the mean luminance.
coordinates, a symmetrical spectrum in log co- Analogously to signal power (equation 2), noise
ordinates is highly skewed to the right in linear contrast power per pixel, n, is equal to (a/!o)'.
frequency coordinates, resulting in a mean that The signal to noise ratio is simply s/n.
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Quantization. Our display system produced upper and lower half-amplitude cut-off retinal
256 discrete luminance levels. Level 128 was frequencies for the upper six filters, with respect
used as the mean luminance 10; Io was to the four viewing distances used in this exper-
47.5 cd/m 2 . To produce a visual display of a iment, and for a fifth distance used in the second
given letter, band, and s/n, signal power s and experiment, appear in Table 2. Subjects partici-
noise power n were normalized so that the pated in four I-hr sessions at each viewing
luminance of every one of the 8100 displayed distance. Each session consisted of 315 trials,
pixels fell within the range of the display system; nine trials at each of seven s/n's for each of the
there was no truncation of the tails of the five frequency bands.
Gaussian noise. (Although the relationship be- Prior to the first session, subjects were shown
tween input gray-level and output luminance noise-free examples of the unfiltered letters.
was not quite linear at the extreme intensity They were told that each stimulus presentation
values, it was determined that more than 90% consisted of a letter and a certain amount of
of the pixels fell within the linear intensity noise, and that the letter may appear degraded
range.) Intensity normalization was applied sep- in some way. They were informed that at no
arately to each stimulus (combination of signal time would a letter be shifted in orientation or
plus noise). By normalizing the total stimulus from its central location in the stimulus field.
s + n, the actual value of s displayed to the Finally, they were instructed to view each stimu-
subject diminished as n increased; i.e. the actual lus for as long as they desired before making
value of s was not known by the subject. Indeed, their best guess as to which letter had been
even stimuli with precisely the same letter in the presented. A response (letter identity) was
same band and with the same sin might be required on every trial. Subjects typed the
produced with slightly different s and n depend- response on a keyboard connected to the host
ing on the extreme values of the noise fields. computer (Vax 11/750); subsequently, typing a

Seven values of s/n were available for each carriage return erased the video screen and
band, chosen in a pilot study to insure that the initiated the next trial in a few seconds. The
data yielded the entire psychometric function room illumination was very dim, the response
(chance to best performance). The same pilot keyboard was lighted by stray light from its
study showed that subjects never performed associated CRT terminal. No feedback was
above chance when confronted with noise-free offered to the subjects.
letters from b: this band was omitted from the
present study. Obserters

Three subjects, two male and one female.
Procedure:" experiment I between the ages of 20 and 27 participated in the

Four of the experimental variables-letter experiment. All subjects had normal or cor-
identity, noise field, frequency band, and sin- rected-to-normal vision. One of the subjects was
were randomized within each session. A fifth a paid participant in the study.
variable, viewing distance, was held constant
within each session and was varied between Procedure: experiment 2

sessions. Four viewing distances were used: This experiment was run before expt I. It is
0.121. 0.38, 1.21 and 3.84m. A chin rest was reported here because it offers additional data
used to stabilize the subject's head for viewing with two new and one old subject at a fifth
at the shortest distance. At the four distances, viewing distance. Except as noted, the pro-
the 90 x 90 pixel stimulus subtended 31.6, 10, cedures are similar to expt i. The screen was
3.16 and 1.0 deg of visual angle respectively. The viewed through a darkened hood at a distance

Table 2 Lower and upper half-power frequency and 2D mean frequency (in c deg of visual angle) for all bands and viewing
distances used in both experiments

Viewing distance (m)
Band 0 12 038 1.21 3.84 048

0 (lopass) 000 004(003) 000012(009) 0.00 -37(027) 0.00 1 18(087) 000015(011)
1 002007(005) 006 0 23(0 16) 0 1 -0 74(0,52) 058 234(1 65) 0 07-0 29(0 21)
2 004 0.15(0 101 012-047(033) 0.37-I 48(104) 118-470(3 30) 015-4059(041)

3 007- 030(020) 0.23-0)94(0.64) 074 297(204) 2.34 -940(648) 0.29 1 18(081)
4 0 150.59(040) 047 1.88 (1.27) 1.48 -5.94(404) 4.70- 18.80(12 82) 0.59 236(1 60)

5 (highpass) 0.30 2.25(1 41) 094 7.13(445) 297-22 53(14 19) 9.40 71 27(45.00) 1 77-8 96(5 63)
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of 0.48 m. At this distance, the 90 x 90 stimuli The complete psychometric functions are dis-
subtended 7.15 deg of visual angle. The half- played in Figs 3 (expt 1) and 4 (expt 2). A
amplitude cut-off frequencies and the mean separate psychometric function is shown for
frequencies of the six spatial filters are given in each subject, viewing distance and frequency
the rightmost column of Table 2. Three male band. In band bi, for all subjects, performance
subjects between the ages of 20 and 27 par- asymptotes (for noiseless stimuli) at P % 0.5. In
ticipated in the experiment. All subjects had all other bands, performance improves from
normal or corrected-to-normal vision. Two of near-chance (1/26) to near perfect as the value
the subjects were paid for their participation, of s/n increases.
and one, DHP, also participated in expt 1. Five
sessions of 315 trials were run for each subject. Noise resistance as a function of frequency band

RESULTS An obvious aspect of the data of both exper-
iments is that the data move to the left of the

Psychometric functions: 6 vs logo s/n figure panels as band spatial frequency in-

The measure of performance is the observed creases. This means that high spatial frequency
probability ,6 of a correct letter identification. stimuli (bands b,, b5) are identifiable at smaller

1.0o0 I ,

dhp 5 cjd 5 mav5

0.75

0.50 -

0.25

1.00 I I I
dhp 4 cjd 4 may 4

.75 -

0.50

0.25

1.00 F
t; dhp3 cd3mv

0.75

Z' 0.50

0.25

CL 1.00

dhp 2 cid 2 may 2
0.75 -

0.50

0.25 -

1.00

0.75

0.50

0.25

-3.0 -2.0 -1.0 0 co -2.0 -1.0 0 WO -2.0 -1,0 0 0

LOg 0 S/N

Fig. 3 Psychometric functions from expt I Each graph displays performance as a function of log, s n.
within a frequency band The parameter is viewing distance Subjects are arranged in columns and
frequency band is arranged in rows, progressing from the highest frequency band at the top to the lowest
band at the bottom. The four viewing distances are 3.84 (0). 1.21 (A), 0.38 (c"). and 0.121 (C rr,
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1.00 .

05.5

-1.5 ;saw0.
0.50

0.25

1.00 032 0.M 1.00 1. 316 5.62 I0O 17A 31.6
2D Mem frequency (cycta/Lett hoiot)

Fig. 5. Performance of human subjects and various compu-
0.75 tational discriminators. The abscissa indicates log,0 of the

0
S re mean frequency of each bandpass stimulus. The ordinate

_1 0.50 indicates the (interpolated) s/n ratio at which a probability
M of a correct response p - 0.5 is achieved. Circles indicate
go. 0.25 each of the three subjects in expt I at the intermediatee 02 viewing distance of 1.21 m. In band b,, 2 of 3 human

subjects fail to achieve 50% correct (ef = 0); these points lie
1.00 ""outside the graph. (A) indicates sub-ideal and (0) indicates

super-ideal performances of discriminators that brackets the
0.75 ideal discriminator. The shaded area below the super-ideal

discriminator indicates theoretically unachievable perform-
dhp ance. Squares indicate performance of a spatial correlator-

0.50 discriminator. The oblique parallel lines have slope - I that
represents the improvement in expected performance

0.25 - (decrease in s/n) as function of the number of frequency
components in each band when filter bandwidth is

L proportional to frequency.

-3.0 -2.0 -1.0 0 0

LogoS/N The non-effect of viewing distance
Fig. 4. Psychometric functions for each subject and fre- Another property of the data is that, in most
quency band in expt 2. Viewing distance was 0.48 m. The conditions, viewing distance has no effect on
five frequency bands. b, -b,. are indicated, respectively, by
0. []. A. C and +. The probability of a correct response performance. Analysis of variance, carried out

is plotted as a function of log 0 s/n. individually for each subject, shows that there is
no significant effect of distance in any band for
subject dhp and a significant effect of distance in

s/n than stimuli in bands b, and b2; resistance to bands b, and b, for the other two subjects.
noise increases with spatial frequency band. To Further analysis by a Tukey test (Winer, 1971)
enable comparisons of noise sensitivity as a in bands b, and bs for these subjects shows that
function of band, the s/n at which 3 = 50% was the only significant effect of distance is that
estimated for each subject and frequency band visibility at the longest viewing distance is better
from expt I by means of inverse interpolation than at the other three distances. For subject
from the best fitting logistic function. As view- CJD, the improvement is equivalent to a gain in
ing distance had no effect, all estimates were s/n of 0.19 and 0.28 log,, (for bands b. and b>,
made using the data collected when viewing respectively); for MAV, the corresponding gains
distance was equal to 0.38 m. A graph of these were 0.21 and 0.40.
(s/n)5o.. points as a function of the mean object Improved performance at long viewing dis-
frequency of the band is plotted in Fig. 5 (0). tances is almost certainly due to the square
For comparison, the expected rate of improve- configuration of individual pixels, which pro-
ment in (s /n)e.,, based on the increasing num- duces a high frequency spatial pixel noise that is
ber of frequency components as one moves from attenuated by viewing from sufficiently far away
low to high frequency bands, is plotted as a (Harmon & Julesz, 1973). In low frequency
series of parallel lines in Fig. 5. Performance bands, pixel-boundary noise is not a problem
improves [(s'n)>)0.1, decreases] somewhat faster because the spatial filtering insures that adjacent
than I/f (the slope of the parallel lines). These pixels vary only slightly in intensity. We ex-
results, and Fig. 5, will be analyzed in detail in plored the hypothesis of pixel-boundary noise
the Discussion section. with subject CJD, who showed a distance effect
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in band 5. At an intermediate viewing distance Ideal discriminator
of [.21 m, CJD squinted her eyes while viewing
stimuli from band 5. By blurring the retinal Definition. An ideal discriminator makes the
image of the display in this way, performance best possible decision given the available data
improved approximately to the level of the and the interpretation of "best." The perform-
furthest viewing distance. ance of the ideal discriminator defines the objec-

To summarize, the only significant effect of tive utility of the information in the stimulus.
distance that we observed was a lowering of We prefer the name ideal discriminator, rather
performance at near viewing distances relative than ideal observer, because it indicates the
to the furthest distance. This impairment critical aspect of performance under consider-
occurred primarily in bands 4 and 5. In these ation, but we occasionally use ideal observer to
bands, the spatial quantization of the display emphasize the relations to a large, relevant
(90 x 90 square-shaped pixels) produces arti- literature on this subject. Our purposes in this
factual high spatial frequencies that mask section are first, to derive an ideal discriminator
the target. These artifactually produced spatial for the letter identification task, second, to
frequencies can be attenuated by deliberate develop a practical working approximation to
blurring (squinting), or by producing displays this discriminator, and third, to compare the
with higher spatial resolution, or by increasing performance of the human with the ideal dis-
the viewing distance to the point where the pixel criminator.
boundaries are attenuated by the optics of the Although ideal observers have recently come
eye and neural components of the visual modu- into greater use in vision research, the appli-
lation transfer function. In all cases, blurring cations have focused primarily on determining
improves performance and eliminates the the limits of performance for relatively low-level
slightly deleterious effect of a too small viewing visual phenomena. For example, Barlow (1978,
distance. Thus, for correctly constructed stim- 1980), and Barlow and Reeves (1979) investi-
uli, in the frequency ranges studied, there would gated the perception of density and of mirror
be no significant effect of viewing distance on symmetry; Geisler (1984) investigated the limits
performance. This finding is in agreement with of acuity and hyperacuity; Legge, Kersten and
the results of Legge et al. (1985), who examined Burgess (1987) examined the pedestal effect;
reading rate rather than letter recognition. It is Kersten (1984) studied the detection of noise
in stark disagreement with the results of patterns; and Pelli (1981) detailed the roles of
sinewave detection experiments in which retinal internal visual noise. Geisler (1989) provides an
frequency is critical-see Sperling (1989) for an overview of efficiency computations in early
explanation, vision. Our application differs from these in that

we expand the techniques and apply them to

DISCUSSION a higher perceptual/cognitive function, letter
recognition.

A comparison of performance in different For the letter identification task, the ideal
frequency bands shows that subjects perform discriminator is conceptually easy to define. A
better the higher the frequency band; and sub- particular observed stimulus, x, representing an
jects require the smallest signal-to-noise ratio unknown letter plus noise, consists of an inten-
in the highest frequency band. To determine sity value (one of 256 possible values) at each of
whether performance in high frequency bands is 90 x 90 locations. The discriminator's task is to
good because humans are more efficient in make the correct choice as frequently as possible
utilizing high-frequency information, or because from among the 26 alternative letters.
there is objectively more information in the The likelihood of observing stimulus x, given
high-frequency images, or both, requires an each of the 26 possible signal alternatives, can
investigation of the performance of an ideal be computed when the probability density func-
observer. The performance of the ideal observer tion of the added noise is known exactly. The
is the measure of the objective presence of optimal decision chooses the letter that has the
information. Human performance results from highest likelihood of yielding x. The expected
the joint effect of the objective presence of performance of the ideal discriminator is corn-
information and the ability of humans to utilize puted by summing its probability of a correct
that information. Human efficiency is the ratio response over the 256,'1' possible stimuli (256
of human performance to ideal performance. gray levels, 90 x 90 pixels). Unfortunately,
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Noise N, (xy)

111/14 12111, 128

Letter, (xy Temtplate~ (N )9O9

Fig. 6. Flow chart of the experimental procedures that are modelled by the ideal discriminator analysis.
Upper half indicates space-domain operations; lower half indicates the corresponding operations in the
frequency domain. Computations are carried out on 128 x 128 arrays; the subject sees only the center
90 x 90 pixels. A random letter and a random noise field are each filtered by the same filter (b); the noise
is amplified to provide the desired signal-to-noise ratio; the letter and noise are addc, the output is scaled
and quantized (represenzed by the addition of digitization noise), and the result is shown to the subject.
In the frequency domain w,, , the bandpass filter selects an annulus, whereas the quantization noise

is uniform over .,w, (0,.

when there is both bandpass filtered and inten- indicates the particular letter, b the frequency
sity quantization, the usual simplifications that band, and x,y the pixel location. We write
make this enormous computation tractable are T, b(c, co,) for the Fourier series coefficient of
not applicable. t,.b indexed by frequency.

As an alternative to computing the expected An unknown stimulus u,b(x, y) to be viewed
performance of the ideal discriminator, one can by a subject is produced by adding filtered
compute its performance with a particular sub- nb(x, y) with post-filtering variance a', to the
set of the possible stimuli-the stimuli that the template t,.b(,y), where letter identity i is un-
subject actually viewed or, preferably, a larger known to the subject. The stimulus is scaled and
set of stimuli for more reliable estimation. This digitized (quantized) to 256 levels prior to pres-
Monte Carlo simulation of the performance entation, contributing an additional source of
of the ideal discriminator is a tractable com- noise q, b(x, y), called dig;tization noise. Finally,
putation that yields an estimate of expected a d.c. component (dc) is added to u,.6 to bring
performance. the mean luminance level to 128. These steps are

Dert'ation. Stimulus construction is dia- diagrammed in Fig. 6 which shows both the
grammed in Fig. 6 which shows the equivalent space-domain and the corresponding frequency-
operations in the space and the frequency do- domain operations. The space-domain compu-
mains. To derive an ideal discriminator, we need tation is encapsulated in equations (3):
to carefully review the processes of stimulus
construction. We use uppercase letters t- rep- s.b(X, Y) = A. bt,,bJX, Y) + nb(X, y) (3a)
resent quantities in the frequency domain and U,.b(X,Y) = A,. b[t.(x,y) + nb(x,y)]
lowercase letters to represent quantities in the
space domain. A letter is defined by a 90 x 90 + q,.(x,y)+ dc. (3b)
array that takes the value I at the letter The scaling constant P,.b, limits the range of
locations and 0 at the background locations, real values for each pixel, prior to quantizati, i,
When this array is spatially filtered in band b, it to [-0.5, 255.5]. The degrec of scaling is deter-
defines the letter template t,.1(x,y), where i mined by the maximum and minimum values in
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the function 1,.b + n6. Note that the extreme fore, it is expected to perform slightly worse
values in the image are determined by a, 2 which than the ideal discriminator. The computational
is adjusted to yield the appropriate s/n for each . rms used to compute .,b and a' for the
condition; the values of i,., are fixed prior to sub-ideal discriminator are presented in the
scaling. Specifically: Appendix, along with the derivation of the

256 likelihood estimator used by both discrimin-
flmb 6 (4) ators. A complete discussion of these deri-max&I,. b + fb) - min(t,,b + n0) vations and the problems associated with the

As a result of bandpass filtering, the formulation of an ideal discriminator for such
noise samples in adjacent pixels are strongly complex stimuli is presented in Chubb, Sperling
dependent on each other. Therefore, the dis- and Parish (1987).
criminator problem is best approached in the Perjormance of the bracketed discriminator.
Fourier domain, where the random variables The super- and sub-ideal discriminators were
Nb(w,, w,)} are jointly independent because tested in a Monte Carlo series of trials, in which

the filtering operations simply scale the differ- they each were confronted with 90 stimuli in
ent frequency components without intro- eaich of the frequency bands at each of seven s/n
ducing any correlations (van Tress, 1968). The values chosen to best estimate their 50% per-
task of the ideal discriminator is to pick the formance point. The sin necessary for 50%
template t ,., that maximizes the likelihood ofu,., correct discriminations was estimated by an
with a priori knowledge of: (i) the fixed func- inverse interpolation of the best fitting logistic
tions t,.6, and their probabilities; and (ii) the function. The derived (s/n)5o.. is the measure
densities of the jointly independent random of performance of a discriminator. The mean
variables {Nb(w,, )}. As is clear, f#,., o, ratio, across frequency bands, of
{Q,(W,, co, )), and {N,.h(o,, o)} are all jointly
distributed random variables characterized by (s/n)5o.. sub-ideal(s /n)5... super-ideal
some densityf To compute the likelihood ofu, is about 2 (approx. 0.3 log,, units). The
the ideal discrim inator m ust integratef over all i s ot depenpr o n the cits). of
possible values that may be assumed by the rodosnoe p
set of jointly distributed random variables, perrormance.
whose values are constrained only in that they Efficiency of human discrim nation
result in a possible stimulus u,.b. Unfortunately,
no closed-form solution to this problem is avail- In all conditions, human subjects perform
able, forcing us to look for an alternative worse than the sub-ideal discriminator. Notably,
approach. with no added luminance ,oise, the subideal

Bracketing. To estimate the performance of (and, of course, the ideal) discriminator func-
the ideal discriminator, we look for a tractable tion perfectly, even in b0 where subject perform
super-ideal discriminator that is better than the ance is at chance, and in b, where subje,
ideal but which is solvable. Similarly, we look reached asymptote at about 50% correct.
for a tractable .-ub-ideal discriminator that is Data from the subjects are plotted with the
worse than the ideal. The ideal discriminator (s/n),., sub-ideal and (s/n)5o., super-ideal in
must lie between these two discriminators; that Fig. 5. For comparison, Fig. 5 also shows the
is. we bracket its performance between that of performance of a correlator discriminator which
a "super-ideal" and a "sub-ideal" discriminator, chooses the letter template that correlates most
The more similar the performance of the super- highly with the stimulus in the space domain. In
and sub-ideal discriminators, the more con- the coordinates of Fig. 5 (log,,s/n vs log10f
strained is the ideal performance which lies where f represents the mean 2D spatial fte-
between them. quency of the band), the vertical distance d from

Our super-ideal discriminator is told, a priori, the human data log(s/n)0..., human down to the
the extact values f-r #,. and a' for each s~imu- bracketed discriminator log(s/n)5o,, ideal rep-
lus presentation. Therefore, it is expected to resents the log, 0 of the factor by which the
perform slightly better than the ideal discrimi- bracketed discriminator outperforms the human
nator which must estimate these values from observer at that value of f For the purpose
the data. The sub-ideal discriminator estimates of specifying efficiency, we assume the ideal
these same parameters from the presented discriminator lies at the mid-point of the sub
stimulus in a simple but nonideal way. There- and super-ideal discriminators in Fig. 5. The
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03 9are violated by our stimuli. However, when

0. - sufficient prior information is available to sub-
jects, they do appear to employ a cross-corre-

03 olation strategy (Burgess, 1985).

0,2 It is interesting to note that the performance
of the spatial correlator discriminator over the

0.1 middle range of spatial frequencies is quite close
00 to the performance of the sub-ideal discrimin-
00 _ 3 0 3 1 I0 31

2D Mean Spatial Frequency. Cycles/Object ator. At high spatial frequencies, correlator

Fig. 7. Discrimination efficiency as a function of the mean performance degenerates, due to its inability to
frequency of a 2-octave band (in cycles per letter height) focus spatially on those pixel locations that
indicated on a logarithmic scale. Data are shown for three contain the most information. A spatial corre-
observers: A = SAW. 0 = RS, 0 = DHP. The viewing lator that optimally weighted spatial locations,
distance is 2.21 m, which is representative of all viewing could overcome the spatial focusing problem at

distances tested. high frequencies. (Spatial focusing is treated in
the next section.)

efficiency eff of human discrimination relative At all frequencies, the spatial correlator is
to the bracketed discriminator is eff = 10- 2d, nonideal because noise at spatial adjacent pixels

where: is not independent. At low spatial frequencies,
the nonindependence of adjacent locations be-

d = log(s/n) o .. h.,. - log(s/n)5o,..,,k,. comes extreme and the correlator fails miser-
ably. This points out that, for our stimuli,

The values of eff in each object frequency correlation detection is better carried out in the
band are shown in Fig. 7. In band 0, eff is zero frequency domain because there the noise at
because human performance never reaches different frequencies is independent. The quali-
50 %; indeed, it never rises significantly above tative similarity between the correlator dis-
4% (chance). In band 1, human performance criminator and the subjects' data suggests that
asymptotically climbs close to 50% as s/n ap- the subjects might be employing a spatial
proaches infinity; eff, 0. In band 2, eff reaches correlation strategy, augmented by location
its maximum of 35-47% (depending on the weighting at high frequencies.
subject), and it declines rapidly with increasing Lowest spatial frequencies sufficient for letter
frequency (b3-b). discrimination. Band 2 corresponds to a 2-

The 42% average efficiency in band 2 is octave band with a peak frequency of 1.05
similar in magnitude to the highest efficiencies c/object (vertical height of letters) and a 2D
observed in comparable studies. For example, mean frequency of 1.49 c/object. At the four
efficiency has been determined for detecting viewing distances, 1.05 c/object corresponds to
various kinds of patterns in arrays of random retinal frequencies of 0.074, 0.234, 0.739 and
dots (Barlow, 1978, 1980; van Meeteren & 2.34 c/deg of visual angle. We observe perfect
Barlow, 1981), tasks which, like ours, may scale invariance: all of these retinal frequencies,
require significantly cognitive processing. In a and hence the visual channels that process this
wide range of conditions, the highest efficiencies information, are equally effective in achieving
observed were about 50%, and frequently the high efficiency of discrimination.
lower. Van Meeteren and Barlow (1981) also The finding that b2 with a center frequency of
found that efficiency was perfectly correlated 1.05 c/object and a 2 amplitude cutoff at 2.1
with object spatial frequency and was indepen- c/object is critical for letter discrimination is in
dent of retinal spatial frequency. good agreement with previous findings of both

Spatial correlator discriminator. A correlator Ginsburg (1978) for letter recognition and
discriminator cross-correlates the presented Legge et al. (1985) for reading rate. Legge et al.
stimulus with its memory templates and chooses used low-pass filtered stimuli, which included
the template with the highest correlation. Corre- not only spatial frequencies within an octave of
lation can be carried out in the space or in the I c/object (b,) but also included all lower fre-
frequency domain. Correlation is an efficient quencies. From the present study, we expect
strategy when noise in adjacent pixels is inde- human performance with low-pass and with
pendent and when members of the set of signals band-pass spatial filtering to be quite similar up
have the same energy; both of these conditions to I c/object because the lowest frequency

VA 3)-'7 -L
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bands, when presented in isolation, are percep- Increasing spatial localization with increasing
tually useless (at least when presented alone), frequency band. From the human observer's

It is an important fact that our subjects point of view, the letter information in low-pass
actually performed better, in the sense of achiev- filtered images is spread out over a large portion
ing criterion performance at a lower s/n ratio, at of the total image array. In high spatial-fre-
higher frequency bands than b2. This is ex- quency images, the letter information is concen-
plained by the increase in stimulus information trated in a small proportion of the total number
in higher frequency stimuli. Increased infor- of pixels. In high spatial-frequency images, a
mation more than compensates for the subjects' human observer who knows which pixels to
loss in efficiency as spatial frequency increases, attend will experience an effective s/n that is

higher than an observer who attends equally to
Components of discrimination performance all pixels. In this respect, humans differ from an

Though the performance of the bracketed ideal discriminator. The ideal discriminator has
ideal discriminator is useful in quantifying the unlimited memory and processing resources,
informational utility of the various bands, it is does not explicitly incorporate any selective
instructive to consider the changing physical mechanism into its decision, and uses the same
structure of the stimuli as well. What corn- algorithm in all frequency bands. Information
ponents of the stimuli actually lead to a gain in from irrelevant pixels is enmeshed in the
information with increasing frequency? Accord- computation but cancels out perfectly in the
ing to Shannon's theorem (Shannon & Weaver, letter-decision process. To understand human
1949), an absolutely bandlimited I-D signal can performance, however, it is useful to examine
be represented by a number of samples m that how, with our size-scaled spatial filters, letter
is proportional to its bandwidth. When the information comes to be occupy a smaller and
signal-to-noise ratio in each sample s,/n, is the smaller fraction of the image array as spatial
same, the overall signal-to-noise ratio sIn grows frequency increases.
as /m. In the space domain, our filters were Here we consider three formulations of the
constructed (approximately) to differ only in change in the internal structure of the images
scale but not in the shape of their impulse with increasing spatial frequency: (I) spatial
responses. Therefore. when the mean frequency localization; (2) correlation between signals; and
of a filter band increased by a factor of 2, the (3) nearest neighbor analysis. We have already
bandwidth also increased by 2. Since the stimuli noted that, in our images, the information-rich
are 2D, the effective number of samples in- pixels become a smaller fraction of the total
creases with the square of frequency, and the pixels as frequency band increases. Indeed, this
increase in effective s/n ratio is proportional to reduction can be estimated by computing the
m. This expected improvement with frequency, information transmitted at any particular pixel
based simply on the increase in effective number location or, more appropriately for estimating
of samples. is indicated by the oblique parallel noise resistance, by computing the variance of
lines of Fig. 5 with slope of - I. The expected intensity (at that pixel location) over the set of
improvement in threshold s/n due simply to the 26 alternative signals.
linearly increasir, bandwidth of the bands does To demonstrate the degree of increasing
a reasonable job of accounting for the improve- localization with increasing frequency, the vari-
ment in performance for both human and ance (over the set of 26 letter templates) was
bracketed discriminators between b2 and bs. computed at each pixel location (x,y). Total

Performance of all discriminators improves power, the total variance, is obtained by sum-
faster with frequency between 0.39 and 1.5 ming over pixel locations. The number of pixel
c/object and between 5.8 and 22 c/object than is locations needed to achieve a specific fraction of
predicted from the bandwidths of the images. A the total power is given in Fig. 8, with frequency
slope steeper than - I means that there is more band as a parameter. These curves describe the
information for discriminating letters in higher spatial distribution of information in the latter
frequency bands even when the number of templates. If all pixels were equally informative,
independent samples is kept the same in each exactly half of the total number of pixels would
band. Once sampling density is controlled, just be needed to account for 50% of the total
how much information letters happen to con- power. The solid curves in Fig. 8 show that the
tain in each frequency band is an ecological number of pixels needed to convey any percent-
property of upper-case letters. age of total signal power, decreases as the
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Table 3. Average puirwise correlations and
nearest neighbors (Eucidean distance x 10-5)

0-8 -Band Correlations Nearest neighbor

0. "0 0.94 0.01o6 . - 1 0.91 0.30

04 " 2 0.58 1.2
3 0.38 2.3

o 4 0.33 3.1
5 0.31 4.1

0 1000 2000 3000 4000 5000

Numibe, of p.ts possible positions of t, are described by a cloud
Fig. 8. Fraction of total power contained in the n most whose dimensions are determined by the s/n
extreme-valued pixels as a function of n (out of 8100). Solid ratio. A neighboring letter k may be confused
lines indicate the power fractions for signals; the curve with letter i when the cloud around t, envelopes
parameter indicates the filter band. Dashed fines indicate ik . The closer the neighbor, the greater the
power fractions for filtered noise fields. Although power
fractions from successive bands of noise are too close to opportunity for error. Table 3 gives the average
label, they generally fall in the same left-right 5-0 order as normalized distance to the nearest neighbor in

those for signal bands. each of the bands. The increase in distance to
the nearest neighbor reflects the improvement in

frequency band increases. These information the representation of signals as spatial frequency
distribution curves are an ecological property of increases.
our set of letter stimuli; different curves would We consider possible causes of lower
be needed describe other stimulus sets. efficiency of discrimination in bands below b2.

The dashed curves in Fig. 8 were derived from The letters in these bands have high pair-wise
random noise filtered in each of the six fre- correlations and the mean band frequency is
quency bands (bo-bs). The distribution of noise less than the object frequency. This means
power is very similar between the various bands, that letters differ only in subtle differences of
enormously more so than the distribution of shading, a feature that we usually do not think
signal power. For our letter stimuli, stimulus of as shape. Observers would need to be able to
information coalesces to a smaller number of utilize small intensity differences to distinguish
spatial locations as spatial frequency increases, between letters. To eliminate an alternative ex-

Correlation between signals. A more abstract planation (the smaller number of frequency
way of describing the change of information components in the low-frequency bands), we
with bandwidth is to note that letters become conducted an informal experiment with a lower
less confusible with each other in the higher fundamental frequency. The fundamental fre-
frequency bands. A good measure of confusibil- quency, which is outside the band, nevertheless
ity is the average pairwise correlation between determines the spacing of frequency com-
the 26 letter templates in each frequency band ponents within the band. Reducing the funda-
(Table 3). The average correlation between mental frequency of the letter by one-half
letter templates diminishes from 0.94 in band 0 increases the number of frequency components
to 0.31 in band 5. In a band in which templates in the band by a factor of 4. (A 256 x 256
have a pairwise correlation over 0.9, the over- sampling grid was used rather than 128 x 128.)
whelming amount of intensity variation ("infor- These 4 x more highly sampled stimuli were not
mation") is useless for discrimination. Small more discriminable than the original stimuli.
wonder that subjects fail completely in this This suggests that the internal letter represen-
band. Overall, performance of the ideal dis- tation (template) that subjects bring with them
criminator and of observers improves as the to the experiment cannot utilize low-frequency
correlation decreases, but there is no obvious information, even when it is abundantly avail-
way to use the pairwise correlation between able. Whether, with sufficient training, subjects
templates to predict performance. could learn to use low spatial frequencies to

Nearest neighbors. The analysis of nearest make letter discriminations is an open question.
neighbors is a useful technique for predicting
accuracy by the analysis of the possible causes SUMMARY AND CONCLUSIONS
of errors. We can regard a filtered image t, of
letter i as a vector in a space of dimensionality 1. Visual discrimination of letters in noise,
8100 (90 x 90 pixels). When noise is added, the spatially filtered in 2-octave wide bands, is
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independent of viewing distance (retinal fre- Burgess, A. (1985). Visual signal detection-lll. On
quency) but improves as spatial frequency Bayesian use of prior knowledge and cross correlation.
quncas Journal of the Optical Society of America A. 2(9),

increases. 1498-1507.
2. The improvement in performance with Burgess, A. (1986). Induced internal noise in visual decision

increasing spatial frequency results mainly from tasks. Journal of the Optical Society of America A, 3, 93.

an increase in the objective amount of infor- Burt, P. J. & Adelson, E. H. (1983). The Laplacian pyramid

mation transmitted by the filters with increasing as a compact image code. IEEE Transactions on Com-
munications, Com-34(4), 532-540.

frequency (because filter bandwidth was pro- Campbell, F. W. & Robson, J. G. (1968). Application of
portional to center frequency) which is mani- Fourier analysis to the visibility of gratings. Journal of

fested as objectively less confusible stimuli in the Physiology, London 197, 551-566.

higher bands. Carlson, C. R., Moeller, J. R. & Anderson, C. H. (1984).
3. The comparison of human performance Visual illusions without low spatial frequencies. Vision
3h tht omari d iResearch, 24, 1407-1413.

with that of an estimated ideal discriminator Chubb, C., Sperling, G. & Parish, D. H. (1987). Designing

demonstrates that humans achieve optimal psychophysical discrimination tasks for which ideal per-
discrimination (a remarkable 42% efficiency) formance is computationally tractable. Unpublished

when letters are defined by a 2-octave band of manuscript, New York University, Human Information

spatial frequencies centered at I cycle per letter Processing Laboratory.
Davidson, M. L. (1968). Perturbation approach to spatial

height (mean frequency 1.5 c/letter). This high brightness interaction in human vision. Journal of the

efficiency of discrimination is maintained over a Optical Society of America A, 58, 1300-1309.

32:1 range of viewing distances. Fiorentini, A., Maffei, L. & Sandini, G. (1983). The role of

4. Detection efficiency was invariant over a high spatial frequencies in face perception. Perception, 12,

range of retinal spatial frequencies in which the 195-201.
Geisler, W. S. (1984). Physical limits of acuity and hyper-

contrast threshold for detection of sine gratings acuity. Journal of the Optical Society of America A, 1,
(the modulation transfer function, MTF) varies 775-782.

enormously. The independence of detection per- Geisler, W. S. (1989). Sequential ideal-observer analysis of

formance and retinal size held for all frequency visual discriminations. Psychological Reiew, 21, 267-314.

bands. Ginsburg, A. P. (1971). Psychological correlates of a model
of the human visual system. In Proceedings of the

5. A part of the loss of human efficiency in National Aerospace Electronics Conference (NAECON)

discrimination as spatial frequency exceeded 1 (pp. 283-290). Ohio: IEEE Trans. Aerospace Electronic

c/object height may have been due to the sub- Systems.

jects' inability to identify, to selectively attend, Ginsburg. A. P. (1978). Visual information processing based

and to utilize the smaller fraction of information- on spatial filters constrained by biological data. Aero-
space Medical Research Laboratory, ](2), Dayton, Ohio.

rich pixels in the higher frequency images. Ginsburg. A. P. (1980). Specifying relevant spatial infor-

6. Finally, it is important to note that mation for image evaluation and display designs: An
without the comparison to the ideal observer, explanation of how we see certain objects. Proceedings of

we would not have been able to understand the SID, 21, 219-227.

components of human performance in the Ginsberg, A. P. & Evans, P. W. (1979). Predicting visual
illusions from filtered imaged based on biological data.

different frequency bands. Journal of the Optical Society of America A, 69, 1443.
contri- Harmon, L. D. & Julesz, B. (1973). Masking in visual
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Norman, k.& Ehrlich, S. (1987). Spatial frequency filtering To compute the likelihood estimates for each template t,,
and target identification. Vision Research, 27(l), 97-96. we must be able to reverse the effect of P,,,. Thus we define

Parish, D. H. & Sperling, G. (1987a). Object spatial frequen- at, b- 1/Ab and choose ab so as to minimize the expression:
cies, retinal spatial frequencies, and the efficiency of letter
discrimination. Mathematical Studies in Perception and (A3)

Cognition, 87-8. New York University, Department of
Psychology. Solving for *b gives us:

Parish, D. H. & Sperling, G. (1987b). Object spatial fre- -_ _
quency, not retinal spatial frequency, determines identi- [b(X)]

fication efficiency. Investigative Ophthalmology and Visual b PA.i J- (A4)

Science (ARVO Suppl.), 28(3), 359. L[u'b(x)]2

Pavel, M., Sperling, G., Riedl, T. & Vanderbeek, A. (1987).
The limits of visual communication: The effect of signal-to- Finally we set:
noise ratio on the intelligibility of American sign language. 1 '
Journal of the Optical Society of America A, 4, 2355-2365. - - K X [..Ub(x) - tAh(x)] (A5)

Pelli, D. G. (1981). Effects of visual noise. Ph.D. disser- X -,

tation, University of Cambridge, England. where X = 8100, the number of pixels in the image.
Shannon, C. E. & Weaver, W. (1949). The mathematical

theory of communication. Urbana: University of Illinois Likelihood Estimation
Press. With estimates of o2 and ab for the sub-ideal dis-

a Sperling, G. (1989). Three stages and two systems of visual criminator, and the a priori values for the super-ideal
processing. Spatial Vision, 4 (Prazdny Memorial Issue), discriminator, we can formulate a maximum likelihood
183-207. - estimator. By rearranging terms of equation (Al) and

Sperling, G. & Parish, D. H. (1985). Forest-in-the-Trees dividing both sides by # yields:
illusions. Investigative Ophthalmology and Visual Science
(ARVO Suppl.), 26, 285. Uk.b (x) q,(x) (A6)

Tanner, W. P. & Birdsall, T. G. (1958). Definitions ofd' and fi
n as psychophysical measures. Journal of the Acoustical Substituting a,.b for I/#l, and by transposing into the fre-
Societv of America, 30, 922-928. quency domain, denoted by upper-case letters and indexed

van Tress. H. L. (1968). Detection, estimation and modu- by w, we have:
lation theory. New York: Wiley.

Winer. B. J. (1971). Statistical principles in experimental abU. b(0) - T,.b(W) = Nb(() + ",.bQ,.b(w). (A7)
psychology. New York: McGraA-Hill. Note that the left side of equation (A7) is simply a

difference image between the stimulus U..(w) and the
APPENDIX template T,. b(w). This difference is exactly equal to the sum

of the luminance and quantization noise only when the
Both sub-ideal and super-ideal discriminators must compute correct template is chosen (i = k). When the incorrect
estimates of the likelihood that the stimulus u.. was pro- template is chosen (i # k) the right hand side of equation
duced with template t,. and noise n., where k is the letter (A7) is equal to the sum of the noise sources plus some
used to generate the stimulus, i is an arbitrary letter, and b residue that is equal to Tk.b(0) - T,b(oV). Under the
indexes spatial frequency band. Let x be an index on the assumption that quantization noise can be modeled as
pixels of the image: I < x < 8100, for the 90 x 90 images of independent additive noise in the frequency domain, the
the experiments. density A of the joint realization of the right-hand side of

For the Monte Carlo simulations of the super-ideal equation (A7) is given by:
discriminator, the unknown stimulus parameters, ,.b and a'
are computed during stimulus construction, and their exact A = H
values are supplied to the discriminator a priori. The - x[co + N I F5(w )
sub-ideal discriminator, however, must estimate these par-
ameters from the data as follows. x expl 2  +b2k T-Tb(') J(S

2 26 + 5 w1Sub-Ideal Parameter Estimation where F,(w) is simply the kernel of filter b, in the frequency

Recall that stimulus contrast is modulated for any pixel domain. Dropping the multiplicative term in equation (AS),
x in the image: which does not depend on the template T, and taking logs,

u, [x) ( x) + n,(x)J + qd(x). (Al) the ideal discriminator chooses the template that minimizes:

The scaling constant #,,, limits range of real values for each XI a,.bUk. (w) - T,.b(W)I(
pixel, prior to quantization, to the open interval (-0.5, ,. 6 oo+o~aF (W)I . (A9)
255.5)' the addition of q, .[x], called quantization noise, Finally. it is more convenient to compute the power of
rounds off pixel values to integers, the quantization noise in the space domain (a') than in the

For each bandpass filtered template t,., we first compute frequency domain (a); o€ = ab. Spatial quantization noise,
the correlation p,, of the template to the stimulus u6.: q,.,(x), is uniformly distributed on the interval 1-0.5, 0.5),

u,^ (x)t, h(x) so that v2 is computed as:
p,= . (A2) [of d (A10)

{iui.(X)F { Aal(x)]} _f00and is equal to 1/12.
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Using Repetition Detection to Define and Localize the Processes of Selective Attention

George Sperling and Stephen A. Wurst

12.1 Introduction

Overview

In our repetition detection task, subjects search a rapid sequence of 30 frames for a stimulus that is
repeated within four frames. Successful detection implies that a match occurs between an incoming item
and a recent item retained in short-term visual repetition memory (STVRM).

When subjects attempted to attend selectively to subsets of items based on gross physical differ-
ences (such as color or size), they were unable to exclude the unattended items from STVRM. Fre-
quently, there was better STVRM for unattended than for partially or fully attended items: this indicates
that attentional filtering occurs more centrally than STVRM. That is, when to-be-attended items are
defined only by their physical features, and not by space or time, there is no perceptual filtering prior to
STVRM.

To explain such paradoxical results, we propose that selective attention attaches an attentional tag
A+ to an item. A+ functions like a stimulus feature. All items are entered equally into memory. A+
items preferentially match other A+ items, and unattended A- items preferentially match A- items. In
contrast to repetition detection, feature-based attentional selection does occur in partial report from visual
streams. Therefore, if there is a single processing path, the locus of attentional selection is constrained to
lie between the loci of repetition detection and of feature-based selection for partial reports.

Background: Early versus Late Selective Filtering

Theories of selective attention postulate that the human information processing system is limited in its
capacity and that attention serves to select information to be processed from other, competing information
(e.g., Broadbent 1958; Deutsch & Deutsch 1963; Norman 1968). Indeed, selective filtering of unattended
information has been proposed as a mechanism in numerous visual processing tasks.

There is abundant evidence that selective attention can function as a mechanism to differentially
filter information from different spatial locations (see reviews by Sperling & Dosher 1986; Sperling &
Weichselgartner 1991). However, we find no convincing evidence that attention can function as a
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mechanism for selecting information on the basis of physical features when items containing different
constellations of features occur at the same location. Rather, the data are consistent with a theory that
asserts that stimulus features serve only to guide spatial attention. That is, whenever selection appears on
the basis of the physical features of visual stimuli (such as color, spatial frequency-filtering, size, etc.),
these features serve to bring attention to a particular location, but the attentional filtering is on the basis of
location rather than on the basis of feature. To test this theory, it is critical to present more information
than can be successfully processed at a single location, and to observe whether, at this single location,
attentional filtering is possible on the basis of physical features.

Selection from Streams

It is trivial to demonstrate that attentional filtering can occur within a given spatial location. Consider, for
example, the following gedanken experiment. Subjects view a stream of alternating black and white
digits on a gray background. Subjects are asked to compute the sum of the white digits and to ignore the
black digits. Obviously, subjects can perform this task when the stream is slow enough, but this would
not be profoundly revealing about selective attentional processes because we already know that selection
can occur at a cognitive or a decision level of processing. The interesting questions about selective atten-
tion concern whether it can operate at an earlier sensory or perceptual level (reviewed in Sperling &
Dosher 1986).

Search Procedures. A useful technique for studying attentional selection at a single location is to
present a rapid stream of items at a location too rapidly to permit all items to processed perfectly. Atten-
tional selection can then be used to determine which items are processed. There are a number of tasks
that involve items that are presented in a rapid visual stream at a single location. For example, Sperling,
et al. (1971) studied rapid visual search as a function of the number of locations in which streams of items
were presented. However, the problem with search experiments is that, so far, no procedure has been
developed to determine whether attentional selection (i.e., rejection of nontarget items) occurs at the per-
ceptual or at the decision level of processing. Indeed, recent theories of selective filtering (Cave & Wolfe
1990; Duncan & Humphreys 1989; Pavel 1991; Wright & Main 1991; cf. Hoffman 1979) propose various
cue-weighting algorithms to determine the sequence of attentional selections in visual search. Such
weighting processes are typical of decision processes, although the algorithms themselves are neutral with
regard to whether they operate at a perceptual or a decision level of processing.

Feature-based Partial Reports from Streams. Another task involving a stream is the selective recall
of items according to their physical characteristics. The procedure involves the selection of items from a
rapid stream according to whether or not the target items have a distinguishing characteristic such as a
ring around them, or whether they are brighter than their neighbors. Subjects can extract single target
items from a rapid stream (Intraub 1985; Weichselgartner & Sperling 1987), or even a short sequence of
four targets (Weichselgartner 1984). In fact, such experiments are partial report experiments in which the
the many items (from among which a few are selected for a partial report) are arrayed in time rather than
in space as in the more usual procedure (Sperling 1960).
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Feature-based Partial Reports from Spatial Arrays. In spatial arrays, subjects can select items for
partial report that have a ring around them (Averbach & Sperling 1960) or items that merely are pointed
at by a short bar marker--a minimal feature for selection. When subjects are required to report only items
of a particular color from briefly exposed letter matrices, these partial reports are not much better than
whole reports (von Wright 1968). Similarly, when subjects are required to report only digits from mixed
arrays of letters and digits, subjects do not report more digits than when they must report both letters and
digits (e.g., Sperling 1960). Both of these studies required subjects to extract both item-identity and loca-
tion information from briefly exposed arrays. When subjects are required only to report the item identi-
ties and not locations, partial reports according to feature easily surpass whole reports (e.g., selecting
solid from outline characters, Merilde 1980). Thus, with comparable response requirements, feature-cued
partial reports are comparably successful in temporal streams and in spatial arrays.

Partial Reports according to Spatial or Purely Temporal (versus Featural) Cues. Originally partial
reports were studied in spatial arrays, and the selection cue designated one of several rows of characters--
purely spatial selection (e.g., Sperling 1960, 1963). With spatial cues, there is a large and consistent par-
tial report advantage. When subjects must use a temporal cue to make a partial-report selection of four
items from a rapid temporal stream, item selection appears to be based on a temporal window of attention
(Sperling & Reeves 1980; Reeves & Sperling 1986, Weichselgartner & Sperling 1987). The subject's
temporal window for selection from temporal streams is perfectly analogous to the spatial window for
selection from spatial arrays (e.g., LaBerge & Brown 1989).

The Locus of Feature-based Attentional Selection. Partial-report paradigms primarily focus on the
process whereby information is selected for inclusion in short-term memory. That feature-based atten-
tional selection of information for partial reports can occur in streams and in arrays merely places the
level of attentional selection below the level of short-term memory. This constraint is unremarkable.
Therefore, it is search tasks that seem most often to have been called forth to resolve the issue of early
versus late selection on the basis of physical features (recent examples include: Nakayama & Silverman
1986; Neisser 1967; Treisman 1977; Treisman 1986; Treisman & Gelade 1980; see Folk & Egeth 1989
for a review). Closely related issues are automatic versus controlled processing (Shiffrin & Schneider
1977), speeded classification (e.g., Felfoldy & Garner 1971; Garner 1978) and auditory selective attention
(Swets 1984). The ambiguity of current search theories concerning the level of attentional selection was
noted above. This is not the place for a review and critique of the many other approaches to these prob-
lems in the visual and auditory domains. Instead, we offer new variations of a repetition-detection task
and new analyses that are particularly well suited to defining the locus of feature-based attentional selec-
tion (i.e., perceptual filtering according to physical properties).

Repetition Detection Paradigm

The repetition detection paradigm (Kaufman 1978; Wurst 1989; Sperling & Kaufman 1991) seems partic-
ularly well suited for the study of attentional selection based on physical features. In this paradigm (fig.
12.1) a stream of thirty digits is presented rapidly (typically, 9.1 digits per sec). Within this stream, every
digit is repeated three times, but only one digit is repeated within four sequence positions (lag 4 or less);
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all other digits are repeated with lags of nine or more. The subject is instructed to detect the recently
repeated digit. Successful performance of this task obviously depends on the subject's ability to match
incoming digits with previously presented digits in memory. Because all digits are repeated exactly three
times within a list, only memory that discriminates short-lag repetitions from long-lag repetitions is use-
ful for performing this task.

Figure 12.1

In previous research (Kaufman 1978; Sperling & Kaufman 1991), it was found that, at lag 1, repeti-
tion detection was typically better than 80% correct, and that by lag 4 it had dropped below 30 or 40 per-
cent. Adding a noise field between successive frames (fig. 12.1) did not impair performance, even when
the noise field was so intense that, if it were simultaneous with digit presentations, it would have rendered
them illegible. This immunity to visual masking suggests a central memory locus for short-term visual
repetition memory (STVRM), even at lag 1.

In another adaptation of the task (Kaufman 1978; Sperling & Kaufman 1991), it was found that
using nonsense shapes as stimuli instead of digits yielded equivalent results. This suggests that STVRM
is visual rather than verbal or semantic.

Wurst (1989) used dicoptic presentations to demonstrate that the locus of short-term visual repeti-
tion memory (STVRM) was after the locus of binocular combination. A particularly interesting finding
in Wurst's dicoptic viewing procedure was that one eye was given priority over the other eye. Thus, a
filtering of items by the eye of presentation may have been occurring even though items were presented
alternately (never simultaneously) to the two eyes and though, in control conditions, monocular perfor-
nuance was the same for both eyes. The present study was undertaken to determine whether selection
could occur by varying stimulus attributes other than the eye of presentation.

Plan of the Experiments

To investigate the role of attention in the short-term visual repetition memory task, as in the previous stu-
dies, digits are presented in the same spatial location while being viewed binocularly. Two levels of a
dimension are employed (e.g., large and small sizes of digits), and digits alternate between the levels. We
will call a level of a dimension a feature. For example, small and large are features within the size
dimension. In this study, four stimulus dimensions that have typically been employed in attention
research (e.g., Nakayama & Silverman 1986; Treisman 1982; Sagi 1988) size, angular orientation, spatial
bandpass filtering, and contrast polarity (black-on-gray vs. white-on-gray), are examined separately.
Additionally, we examine one feature pair (small-black versus large-white). Digits with a different
feature (e.g., large and small size) are alternated at the same location. We determine the ability of sub-
jects to attend selectively to items with one feature (or feature pair) while ignoring items with the other
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Figure 1. The repetition detection paradigm. The leftmost sequence (lag 1) represents five consecutive frames
from the middle of a longer sequence of frames. The target repetition is the digit five. The middle sequence illus-
trates repetition of the digit 5 with lag 2. The rightmost sequence illustrates Kaufman's (1978) noise condition with
lag 1. A grid of randomly chosen vertical or horizontal lines is interposed between each digit frame; repetition
detection performance was unimpaired.
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feature (or feature pair).

12.2 Method

In experiment 1, four stimulus dimensions are examined individually: size, orientation, spatial
bandpass filtering, and contrast polarity. In experiment 2, two features are varied simultaneously to
determine whether enhancing the difference between alternating stimuli would enhance attentional selec-
tion. The procedures of experiments 1 and 2 are quite similar so, although they were conducted sequen-
tially, we consider them together throughout this chapter.

A stimulus sequence consists of 30 consecutive digits. A position in the sequence is called aframe;
thus we say the i-th digit occurs in the i-th frame. Stimuli in a sequence alternately exhibit one level A of
a dimension on odd numbered frames, and the other level B of the same dimension on even numbered
frames. We call such as sequence A 1+B. If subjects were completely successful in selectively filtering
out unattended B stimuli on the even numbered frames, detection of the repetitions of the attended-to-
feature in a -,A + B sequence would be similar to a control condition (.A) in which the even numbered
frames were simply blank. If the selection were totally unsuccessful, for example, if the features were
indiscriminable, then the alternating feature sequence should be as difficult as a same-feature sequence
(A). Consider performance in the two control conditions ,'A and A. The point between these two perfor-
mances where performance with ,A +"B falls indicates the success of attentional filtering. This is the
broad plan of the experiments. Additional complications will become apparent as the story unfolds.

Stimulus Generation

Frames. The repetition detection procedure (Kaufman 1978; Sperling & Kaufman 1991), was used in this
experiment. Each trial consisted of a stream of 30 digits displayed on a video monitor. A digit was
painted three times (three refreshes), followed by six refreshes of a blank, gray screen, all at 60 refreshes
per second. The sequence of nine refreshes (digit plus subsequent blank screen) is called a frame. The
frame duration is 150 msec; equivalently, the digit-to-digit stimulus onset asynchrony (SOA) is 150 msec.
A digit sequence was composed of thirty frames: the 10 digits, each presented three times.

Lag. To distinguish the different types of repetitions that occur, we use the term lag. When a digit
occurs in frame i of the sequence, and then again in frame j, 1:i <j<30, the digit is defined as being
repeated with lag i - j (see fig. 12.1). Only the target digit was repeated within a lag of 4 or less; all
other repetitions of the digits were separated by 8 or more intervening digits (lag 9). To generate a
stimulus sequence, the first digit is chosen randomly. Subsequently, at any point in sequence generation,
the requirement that no digit be repeated with lag 5 8 restricts the number of digits eligible to be chosen.
At each point, the new digit was chosen with equal probability from among the eligible digits. The
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critical repetition was embedded randomly in the sequence, with the restriction that the first member of
the repetition pair occur between sequence positions I I and 20. Each sequence was generated by a new
random draw.

Figure 12.2

Figure 12.2a shows a typical sequence of thirty digits. Figure 12.2b shows the expected distribution
of lags in such a sequence. A single lag of 1, 2, 3, or 4 represents the to-be-detected repetition--the signal.
All the other repetitions have lag >9 and represent the noise. The distribution of noise lags is approxi-
mately exponential; it is truncated because repetition lags greater than 21 are impossible. While the
actual noise distribution of lags is well defined, the effective noise distribution depends somewhat on how
precisely, in such a rapid sequence, subjects can use their knowledge of constraints on the frames in
which repeated pairs are permitted to occur (see below).

Procedures. Subjects were instructed to detect the repetition of lag 4 or less, and not to respond to
any of the other stimuli. No masking stimuli were interleaved between the digits. All digits were
presented in the same spatial location, centered on the CRT screen.

A trial began with a centrally located fixation square. When the subject was ready to begin the trial,
the subject pressed any key on the computer keyboard. After a repetition was detected, the subject
pressed the RETURN key as quickly as possible. After the end of the sequence, a message was presented
on the monitor that cued the subject to enter the repeated digit and to enter a confidence rating between 0
(very low confidence that the response was the repetition) and 4 (very high confidence that the response
was the correct repetition). The actual repeated digit was then presented on the screen to give the subject
complete accuracy feedback information. A message to press the RETURN key was displayed, following
which, the fixation square for the next trial appeared.

Stimulus Sets

Subjects viewed all stimuli at a distance of 93 cm. The square fixation box was a 2.46 x 2.46 deg visual
angle. The digits 0 to 9 were used in the Times-Roman font. The background of all displays and blank
intervals was set at 50 cd/m2 2. Unless otherwise specified, digits were white on gray, with a digit height
of 0.74 deg.

------------------------------------------------------

Figure 12.3
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Figure 2. Top: A stimulus sequence in the repetition detection experiment. Bottom: The expected fre-
quency distribution of signal (target) and noise repetitions. SIGNAL indicates that, on each trial, there is
exactly one signal repetition, its lag is either 1,2,3 or 4. Nontarget digits ame constrained to repeat only
with lags of 9 or more (NOISE repetitions). The numbers 10 and 20 (top) demark the the middle ten
positions of the sequence within which the initial element of the target repetition is constrained to occur.
These two constraints determine the expected frequency distribution of noise repetitions, indicated as
NOISE.
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Figdre 3. Stimuli used in the experiments. In each panel, the top 10 digits are the type A stimulus of the
indicated dimensions (orientation, polarity, size, bandpass, polarity & size). The bottom 10 digits are the
type B si'"uli.
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Four stimulus dimensions were investigated separately in experiment 1. There were two levels
(feature values) for each of the four dimensions. The stimulus sets are shown in figure 12.3. The four
dimensions (and the two feature values of each, A and B, respectively were

1. size (large, 0.74 deg visual angle versus small, 0.49 deg visual angle);
2. orientation (slanted 45 degrees up-to-the-left versus slanted 45 degrees right);
3. contrast polarity (white digits on gray background versus black digits on gray). The lumi-

nance level of the white digits was 101.50 cd/m 2 , and the luminance level of the black digits
was 0.40 cd/m 2 against a background of 50 cd/m 2 .

4. (4) bandpass filter (high spatial bandpass versus low bandpass filtered). The mean luminance
level for all bandpassed filtered stimuli was 50 cd/m 2 . The high bandpass digits had a mean
2D frequency of 5.77 cycles per letter height, and the low bandpass digits had a frequency of
2.92 cycles per letter height. (See Parish & Sperling, 1991, for a description of the filters.)

5. Polarity and Size. These stimuli were used in Experiment 2. Large white digits represented
feature type A; small black digits were type B. All were presented against the gray back-
ground. (Large, small, light, dark, gray were as defined above.)

------------------------------------------------------

Figure 12.4
------------------------------------------------------

Blocks of Trials

Figure 12.4 illustrates the design of experimental and control stimulus sequences and presents examples.
A block of trials contained only one of the five stimulus transformations (fig. 12.3). Three experimental
blocks all were of type (+A +. -B) in which streams of strictly-alternating A,B stimulus features were

presented. There were three kinds of experimental blocks for a given transformation that differed in the
attentional conditions: attend to A, equal attention, attend to B ). In addition to experimental blocks.
which consisted of sequences that alternated two feature values (A and B), there were control blocks,
which consisted of digits having the same feature value throughout.

Experimental blocks contained 100 trials, and control blocks contained 150 trials. Each of the trials
was classified according to lag 1, 2, 3, or 4. In the experimental ('A + -B) blocks, trials were classified

according to whether the the repetition pair was aa, ab, ba, or bb. [We use A and B to denote features or
streams that contain the features (e.g., A = large and B = small). We use a, b, respectively, to denote tar-
get digits--members of the repetition pair--that contain feature A and B, respectively.]
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Figure 4. Experimental and control presentation sequences used to estimate the effectiveness of Atten-
tional filtering. (a) The middle row indicates the experimental condition, an alternating sequence of type
A and type B stimuli, designated as "~A +.,B. If the subject could not discriminate the features that dis-
tinguished the type A and type B stimuli, the subject would perform equivalently in the ,'A +,,'B and in to
the "All" control, which consists entirely of A stimuli, designated simply as A. On the other hand, if the
subject were able to perfectly ignore the unattended B feature in the "A +,ZB stream, experimental perfor-
mance would be equivalent to the "Blanks" control, designated as'JA. This would be true for repetitions
at lag 2 and at lag 4 (indicated above). (b) Graphical illustration of the three types of displays. The
dimension is size. Type A stimuli are large, type B ame small; the example illustrates bb detections;-



Sperling & Wurst: Selective Attention to-Features Page 8

Attention Conditions

The three experimental blocks are distinguished by the attentional instructions, the probability of the dif-
ferent types of repetitions presented, and the payoffs for correct responses. For the attend-A experimental
block the subject was instructed to devote 80% of attention to feature A (e.g., large) and 20% to feature
B (e.g., small); for the attend-B experimental block, the subject was instructed to devote 80% of attention
to feature B (e.g., small) and 20% to feature A (e.g., large). In equal attention experimental blocks, the
subject was instructed to devote 50% of attention to feature A and 50% to feature B. The probabilities of
different trial types for the attend-A, attend-B, and attend-equal blocks are shown in table 12.1. Note that
when attending to feature A, 70% of the trials in the selective attention blocks are pure (a, a) repetitions
(35% at lag 2, 35 percent at lag 4). The remaining trials consist of mixed repetitions at lags I and 3, (a,
b) 10%, (b, a) 10%, and of pure unattended-feature repetitions at lags 2 and 4, (b, b) 10%. The converse
holds when attending to feature B.

Table 12.1

The attention instructions served only to define the initial conditions for the subjects. The steady-
state behavior of subjects was controlled by carefully defined rewards to enforce the attention conditions.
For every stimulus repetition in the attended-to stream that the subject detected correctly (that is, an aa or
bb pair), the subject received 5 points. The subject received only I point for detecting repetitions in the
unattended stream, and zero points for for the mixed ab and ba repetitions. The two paid subjects were
paid I cent per point (in addition to their usual hourly wage for participation). The maximum expected
payoff per trial for detecting targets with the attended feature is their probability of occurrence (0.7, table
12.1) times their value (5 cents), a net of 3.5 cents. The maximum expected earnings from detecting tar-
gets with the unattended feature is 0.1 x I cent = 0.1 cent. Thus, the expected value of detecting repeti-
tions with the attended-to feature was 35 times greater than the value of unattended-feature repetitions.
The 35:1 attended/unattended ratio of maximum possible earnings exerted a potent control over attention,
although some of the effects of attention were unanticipated.

100% - 0% Attention Conditions. Even the extreme divided attention conditions (nominally 80% to
20%) involve divided attention because, when the subject notices repetitions involving the unattended
feature, they are reported. Why not include experimental conditions in which the subjects are told to give
100% (rather than 80%) of their attention to the attended feature, are told to give 0% (rather than 20%) of
their attention to the attended feature, and are paid only for detecting attended-feature repetitions? In pre-
vious research, Sperling & Melchner (1978a, 1978b) compared 100% - 0% attention to a range of divided
attention conditions similar to the nominal 80% - 20% range used here. Sperling and Melchner's atten-
tional manipulation involved only instructions; in contrast to the present study, their instructions were
unenhanced by differential probabilities of occurrence of or by differential rewards for detecting attended
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ITable 1. Probability of Each Condition Within Each Block of Trials.

--------------------------------------------------------------------- I

Blocks of Alternating-Feature Sequences (AB

IAttend A I Attend B I Equal Attn.

I-------------------------------------------------------------I

ITarget=I A B I A B I A BI
------------------------ I--------------------I------------------------
lLagl1* 1.05 .05 I .05 .05 I .07 .07I

ILag 2 1.35 .05 I .05 .35 I .18 .18I

ILag 3* I.05 .05 I .05 .05 I .07 .07I

ILag 4 1 .35 .05 I .05 .35 I .18 .18

--------------------------------------------------------------------- I

Blocks of Single-Feature Sequences

--------------------------------------------------------------------- I

IFeature A I Feature B

------------------- ------------------- I

IStim.= IAA A- I BB B-
------------------------ I--------------------
ILag 1 1 .167 -- I .167 -

ILag 2 I.167 .167 I .167 .167 I

ILag 3 I.167 -- I .167 -

ILag 4 I.167 .167 I .167 .167 I

--------------------------------------------------------------------- I

S*Mixed-feature repetition pairs; "Target" indicates the feature of I
Ithe first element of the pair.
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targets. Nevertheless, in one-third of their cases, Sperling & Melchner's (1978b) divided-attention condi-
tions spanned a range of performances that was fully as great as the extremes of the 100% - 0% control
conditions, and their remaining divided-attention cases spanned most of the 100% - 0% performance
range. Thus, while 100% - 0% conditions might (or might not) slightly expand the range of performances
observed here, the added conditions would not be expected to produce any qualitatively different data.

Controls (A, B, .A, "B). Control blocks were run for each feature, as indicated in fig. 12.4 and in

table 12.1. In the control-ALL trials (A and B), all thirty digits have the same feature value, and lags 1, 2,
3, and 4 occur equally often. Control-ALL trials were interleaved with control-BLANK trials ('A and

B) in which every other digit in the sequence was replaced by enough blank frames to permit the

remaining digits to retain their precise temporal positions in the sequence. Therefore, for control-
BLANKS, only 15 digits were presented, and repetitions only occurred at what, in the ALL sequence,
would have been called lags 2 and 4 (since blanks occurred at lags I and 3). As indicated in table 12.1,
the six control conditions with feature A (or feature B) had an equal probability of occurring (i.e., 25 tri-
als for each condition in the control blocks).

Altogether, there were 36 different kinds of trials for each of the five stimulus transformations (fig.
12.3). There were 24 experimental conditions: 4 lags (1, 2, 3, 4) x 3 attentional instructions (80%, 50%,
20%) x two kinds of targets (aa, bb at lags 2, 4; ab, ba at lags 1, 3). And there were 12 control condi-
tions: the control-ALL contained 4 lags (1, 2, 3, 4) x 2 features (A, B), whereas the control-BLANKS
contained 2 lags (2, 4) x 2 features (.A, B).

Four blocks of each experimental condition, and at least three blocks of each control condition,
were conducted. This yielded a comparable number of trials for the major data points of interest, and at
least 20 trials for each of the most infrequent conditions.

Apparatus

A desktop computer (an IBM-compatible AT personal computer) was used to present stimuli and collect
subjects' responses. Stimuli were created with HIPS image-processing software (Landy, Cohen, & Sper-
ling 1984a,b) and displayed using a software package (Runtime Library for Psychology Experiments,
1988) designed to drive an AT-Vista Videographics Adapter that produced black-and-white images on a
NEC Multisync-Plus color monitor (with horizontal resolution of 960 dots, vertical resolution of 720
lines, and short persistence phosphors).
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Subjects

One female and two male New York University graduate students with normal or corrected-to-normal
vision participated in this research. Two of these subjects were paid for their participation, and the third
was the experimenter. The three subjects were well practiced on the repetition detection procedure before
the formal experiments began.

Results and Discussion

Because there are 36 data points for each of the five types of stimuli, presentation of the results is
quite complex. We use three kinds of graphs. The first shows the attention conditions relative to the con-
trols; the second shows attention-operating characteristics; and the third shows all 36 conditions on a sin-
gle graph. We also table the fractional benefits conferred by feature mixing and by attentional manipula-
tions. Because our observed data are quite at variance with what might be expected from such experi-
ments, we begin with a display (fig. 12.5) that compares hypothetical expected data with actually
observed data in a typical condition for a typical subject.

Figure 12.5

Definitions Illustrated with Hypothetical Data

Figure 12.5a shows the hypothetical data from a subject viewing the bandpass stimuli. The data in fig.
12.5a represent detections of aa (high-spatial frequency) repetitions in various contexts. The control con-
ditions are "A and A (pure high spatial frequency stimuli); the experimental conditions are A+IB
(mixed high and low spatial frequency stimuli). Consider first the diagonal line connecting data from the
control conditions ,'A and A. The condition ,'A represents a plausible upper bound on the attention con-
ditions because it corresponds to what would be expected if the subject succeeded in ignoring B stimuli
entirely: the B stimuli are processed equivalently to the blanks of -A. The control A represents a plausi-
ble lower bound on attention: the B stimuli are not discriminated from A stimuli. Thus, the projections of
the diagonal line of fig. 12.5a (control conditions) on the vertical axis indicate plausible bounds on the
range of attention effects (0.50 to 0.98).

In the experimental conditions ,A +,1B, full attention to feature A while ignoring B is represented
by the the middle point on the diagonal line of fig. 12.5a. Full attention to A shows a benefit relative to
the control-ALL-A condition but not as great a benefit as would occur if the B stimuli were replaced with
blanks. The three points on the diagonal line of fig. 12.5a represent actual data of subject BL, bandpass
lag 1, detection of high spatial-frequency digits.
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Figure 5. Hypothetical and actual results of an experiment on selective attention either to high (type A) or low
(type B ) bandpass filtered stimuli (see Fig. 3). (a, b, c) Hypothetical results. (a) The proportion correct in detecting
aa (high-high) repetitions is shown as the ordinate for the three types of stimuli represented on the abscissa (see

axis labels at bottom). The -A + fIB experimental displays serve three attention conditions: the data point for the

attend-A condition is connected by lines to to the control conditions (which involve only aa repetitions); equal
attention is the middle 1/2 tone point, and detecting aa while attending B is shown as the lowest point. (b) Data for
detecting type bb (low-low) repetitions. Here, the point on the connecting line over -,A +,.B represents attention

directed to type B stimuli; the points underneath it represent equal attention and attend-A, respectively. (c) Atten-
tion operating characteristic (AOC) derived from the data of panels (a) and (b). The abscissa and ordinate, respec-
tively, represent the proportion of correct aa and bb detections, respectively. The outer shaded area indicates per-
formance better than a blanks control ('A, 1B) for one or both of the two types of targets (aa, bb). The inner
shaded area indicates performance worse than the corresponding all controls (A, B) for both aa and bb detections.
The concave-down curve is the AOC derived from the ,A +.,B stimulus with with the points representing, from

left-to-right, attend-A, equal attention, and attend-B. The error bars indicate one standard error of the mean; the
relative sizes of the errors derive from the inverse square root of the number of observations: small errors indicate
many trials (attended features). (d, e, () Real data from subject BL corresponding to the hypothetical data of (a, b,
c). These data represent the most common type of resulL (d) Coordinates and data as in (a). (e) Coordinates and
data for control conditions arc as same as (b) but the attentional data are in opposite order: The more attention the
subject devotes to type B stimuli, the worse arc bb detections. () The observed AOC for subject BL represents,
from lower left to upper right, attend-low, equal attention, and attend-high bandpass stimuli. The AOC is perpen-
dicular to the expected AOC.
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Two hypothetical data points are shown in fig. 12.5a. The half-shaded point below the full attention
point in fig. 12.5a indicates equal attention. We expect that equal attention in a mixed .A +.,'B stream
would yield better performance than in the control-ALL-A stream because mixing two features in the
stream (instead of only one) makes the stimuli more discriminable. Attention to B stimuli is expected to
lead to poor performance on aa repetitions (0.25), and this is shown indicated the triangle in fig. 12.5a.

In the hypothetical data, we expect complete symmetry between features A and B. So, fig. 12.5b,
generated for detections of bb repetitions is basically the same as fig. 12.5a (except that the ,1B and B
points are based on real data for bb detections that are slightly different from the aa data of fig. 12.5a).

Attention Operating Characteristics (AOCs). AttentionOperatingCharacteristics (AOCS) The { I over
2)A+ ( over 2)B points in figs. 12.5a and 12.5b generate the AOC (Kinchla 1980; Sperling & Melchner
1978b) of fig. 12.5c. The lower-right square of fig. 12.5c indicates joint performance on aa and bb repeti-
tions when attention fig. 12. is directed to A. The rectangle around the square indicates one standard error
of the mean in each dimension. The rectangle is extended in the B dimension because, in the attend-A
condition, there are seven times more aa repetition trials than bb trials, and this increases the standard
error of bb detections relative to aa. The circle in fig. 12.5c indicates equal-attention performance, and
the diamond at the upper left end of the AOC indicates attend-B performance. Based on the hypothetical
data of figs. 12.5a and 12.5b, the shape of the AOC is concave down, as expected.

Additionally, fig. 12.5c indicates two shaded areas that represent excluded performances. Regard-
less of the state of attention, we expect the subject to perform worse in any experimental ,A +,B condi-
tion than in the corresponding -,A or -,B control conditions. This excludes data from the shaded area in
the outer rim of the AOC graph. And, we expect performance in 'A+ 1B to equal or exceed performance
in the ALL-A and ALL-B control conditions. This excludes data from the lower-left rectangle of the
AOC graph.

Definition: Fraction of Maximum Possible Benefits. The range between A and -A defines the
extent of possible benefits conferred by feature differentiation between A and B plus any additional
benefits of selective attention. In fig. 12.5a, the maximum possible benefit extends from .50 and .98, a
range of 0.48. The attend-A condition yields a fraction correct of .74, which is (.74 - .50)/(.98 - .50) =
0.50, exactly half of the possible benefit. For all the data points in fig. 12.5a, the hypothetical and the real
data are the same. The equal attention condition yields a score of 0.70 as shown in fig. 12.5a and that
attention to B would yield a score of .30. The fraction of possible benefit in the hypothetical equal-
attention condition is (.70 - .50)/(.98 - .50) = 0.42. Equal attention involves only stimulus differentiation,
not attention, so this fractional benefit of the alternating-feature stream is a stimulus differentiation
benefit. Selective attention confers an additional benefit over and above the stimulus differentiation
benefit.

In summary, the alternating-feature stream, ,'A +4,B confers two possible benefits: stimulus differen-
tiation (in equal attention conditions) and attention-plus-stimulus differentiation (in selective attention
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conditions). To estimate these benefits, it is useful to average over the two types of detections (aa, bb).
That is, when alternating two features in the ,'A +B stream helps to differentiate stimuli, then detections
of both aa and bb should be improved relative to the respective all-A and all-B controls. We define the
average achieved fraction of the maximum possible stimulus differentiation benefit, Stim Benefit, as the
improvement in equal-attention conditions (equal attention minus control-ALL) compared to the max-
imum possible range of improvement (control blanks minus control-ALL). To compute Stim Benefit, the
following definitions are needed. Let P (aa I -A + B )A,,-A be the probability of correct detections of aa
repetitions given the 'A +.B stream with attention directed to the A feature. Let A indicate the ALL-A
condition and "A + indicates the A blanks control condition. Then,

I[P aa I -,A +-7B)AW. AB -P (a I A)] [P(bb I -A +-B)Amz.As P (bb I B)
Sm Benefit = - P(aa I A)-P(aa IA) J+T P(bbI 1B)-P(bb IB) (1)

Similarly, the average achieved fraction of the maximum possible attention-plus-stimulus benefit, abbre-
viated here simply to attention benefit (Attn Benefit), is

Atan Benefit=I "A+B)A.A -P(aa IA) + P(bb I1A B)..= -P(bb I B) (2)
AT P(aa I ,A)-P(aa IA)T + P(bblI-B)-P(bb IB)

where Attn=AB denotes the equal-attention condition. For the hypothetical data, aa (fig. 12.5a) and bb
(fig. 12.5b) detections v. ere approximately symmetric, so the averages would be approximately the same
as the aa values given in the earlier example. For the real data, Stim Benefit and Attn Benefit are tabu-
lated in table 12.2 to be considered below.

AOCs for Real Data

Some Features Are Harmful to Attend. Figures 12.5d and 12.5e show the percent correct for aa and bb
detections in the bandpass conditions for subject BL and lag 2. Detections of the high bandpass aa
repetitions parallel the hypothetical expected data. Detections of the low bandpass bb repeitions in con-
trol conditions ALL-B and ,B are essentially equivalent to aa repetitions in control conditions ALL-A
and 'A. However attention conditions produce wildly different data. Selective attention to B results in
the lowest proportion (0.24) of correct bb detections. The more attention is devoted to B, the worse are
bb detections! Selective attention to feature B actually yields a bb hit rate of only 0.24 compared to a bb
hit rate of 0.80 when attending to A. Selective attention to B produces different data than equal attention,
but the direction of the difference is produce the same data that attending to A would have produced.

The inverse results for attending to low bandpass repetitions in fig. 12.5e combined with the normal
results of high bandpass detections in fig. 12.5d yield an AOC in fig. 12.5f that is perpendicular to the
expected AOC. Both subjects for both lags (2, 4) show this type of AOC in the bandpass condition.
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Indeed, this AOC, which is perpendicular to the normal AOC, is the most commonly observed and
perhaps prototypical AOC for these experiments.

Figure 12.6
--------------------- .----------------- --------------

Figure 12.6 shows all the AOCs from the experiments. The 22 AOCs represent five stimulus
transformations, with lags 2 and 4, and all the subjects. In a few conditions, notably orientation, the
effect of attention is quite small, but none of the 22 AOCs follows the normal concave down trajectory of
the hypothetical data. Most AOCs have the prototypical shape that indicates attention to one feature (A)
is helpful to both aa and bb detections whereas attention to the other feature (B) is harmful to both. The
features that are harmful (versus helpful) to attend are small (versus large), low bandpass (versus high)
and small-black (versus large-white).

Equal-Attention Can Be Harmful. In seven instances (all four polarity conditions; lag 4 orientation, sub-
ject BB; lag 4 polarity-and-size, subjects BB, SW), equal attention results in uniformly worse perfor-
mance than either mode of selective attention.

Finally, even when attentional effects are quite small, as in the case of orientation, what effects
there are tend to follow the same two patterns (harmful feature, harmful equal-attention) as have been
noted for the other transformations. We momentarily defer explanations of these phenomena.

Benefits of Stimulus Differentiation and of Selective Attention

Under equal attention, the detection of aa repetitions was not significantly different from the detection of
bb repetitions in any condition for any subject. Similarly, the A control conditions did not differ from the
corresponding B control conditions. These results indicate that the A and B features were quite sym-
metric, and equivalent with respect to difficulty in the repetition detection task. Therefore, the benefit
calculations, which are averaged over aa and bb detections, are representative of each type individually.

Table 12.2
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Figure 6. Attention Operating Characteristic (AOC) for all subjects and the five stimulus types of Fig. 3.
The abscissa is the probability of detecting aa detections within each type stimulus transformation; the
ordinate is the probability of bb detections. Symbols represent different attention conditions: squares =
attend-A circles = equal attention, and diamonds = attend-B. Standard error bars are drawn around each
point. Performances in A and ,4A control conditions are shown on the abscissa, performances in B and
IB on the ordinate. The clear area defines the reasonable bounds on performance, given the control data.
BB, BL, and SW indicate subjects.



Table 2. Fractions of the Maximum Possible Benefits Achieved
in Equal Attention and in Selective Attention Conditions.

a b
STIMULUS BENEFITS ATTENTION BENEFITS

Subject: SW BB BL Mean SW BB BL Mean

ORIENT lag2 0.08 -0.27 -0.09 0.15 -0.04 ---- 0.06
lag4 0.04 -0.11 -0.04 0.17 0.12 ---- 0.14
(2+4]c 0.06 -0.19 -0.07 0.16 0.04 ---- 0.10

POLARITY lag2 -0.16 -0.08 ----- 0.12 0.26 0.22 ---- 0.24
lag4 -0.17 0.06 ----- 0.06 0.31 0.30 ---- 0.30
[2+4] -0.17 -0.01 ----- 0.09 0.29 0.26 ---- 0.27

SIZE lag2 0.12 0.46 ---- 0.29 0.03 0.11 ---- 0.07
lag4 0.23 0.01 ---- 0.12 0.38 -0.05 ---- 0.17
(2+4] 0.18 0.24 ---- 0.21 0.21 0.03 ---- 0.12

BANDPASS lag2 0.28 ---- 0.38 0.33 0.09 ----- 0.13 -0.02
lag4 0.34 ---- 0.30 0.32 0.29 0.12 0.20
[2+4] 0.31 ---- 0.34 0.32 0.19----- -0.01 0.09

POL-&-SZ lag2 0.51 0.30 0.51 0.44 0.63 0.28 0.32 0.41
lag4 0.30 -0.00 0.36 0.22 0.64 0.17 0.28 0.36
[2+4] 0.40 0.15 0.43 0.33 0.63 0.23 0.30 0.39

a
Stimulus differentiation benefit measured in equal attention conditions,

averaged over feature types A and B.

b
Includes stimulus differentiation plus selective attention benefits averaged

over selective attention conditions. See text for computational details.

C
i2 +4] indicates average of lags 2 and 4.
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Stimulus Benefus. Table 12.2 shows benefits as calculated from equations 1 and 2. We consider first
the stimulus benefits. These are determined under conditions of equal attention. If the subject were to
violate the instructions and to have selectively attended one or the other feature of the stream in the equal
attention ,'A + -B condition, it would, ii some cases, have improved performance and violate our assump-
tion. However, the equality of the aa and bb equal-attention detections (and other internal consistencies
in the data) suggest that the subjects did not adopt such a strategy.

The data from orientation and polarity illustrate minimal stimulus benefits. For example, consider
the benefits of alternating two orientations in 4-A +.,B versus presenting a single orientation in A or B.
For subject SW there is no benefit, for subject BB there is a slight loss in the ,'A +.,B conditions relative
to the controls. With alternating contrast polarity, both subjects show a slight loss, rather than a benefit,
in the "A +.,B condition. Alternating orientation or polarity stimulus features, in and of itself, is not help-

ful.

Both subjects show a small but clear benefit of selective attention to contrast polarity, and subject
SW also shows a benefit of selective attention to orientation. This means that stimuli that are not well
differentiated by their feature differences may nevertheless become differentiated by selective attention.
In contrast to orientation and polarity, size, bandpass, and polarity-and-size show substantial benefits of
stimulus differentiation. Apparently, these feature differences are recorded in STVRM and help to dif-
ferentiate stimulus from noise repetitions.

Attention Benefits. Because the attention benefit is really an attention-plus-stimulus-differentiation
benefit, we would expect it to exceed the stimulus benefit for all feature dimensions. Selective attention
should enhance the stimulus differences. However, for the seven data sets that involve the significant
feature differences (size, bandpass, polarity-and-size), only subject SW for polarity-and-size shows a con-
sistently larger attention benefit than stimulus benefit. The other attention effects are quite variable and,
in the case of bandpass (and some instances of size and of polarity and size), quite a bit smaller than the
stimulus benefits.

The apparently negative incremental effect of attention is placed into context by noting that the
attention benefit is computed to be the average of two states of attention. Size, bandpass, and polarity-
and-size were the very conditions under which the paradoxical harmful effects of attention to the B
dimensions were manifest. A harmful effect of attention to the attended B stream, counterintuitive as it
seems, is fairly represented as a negative benefit that, in some instances, overwhelms the helpful effects
of attention to attended A dimensions on the benefit computation. There is still a positive attention
benefit in these particular conditions, but it is die to the residual stiulus benefit: the average incremental
effect of attention is harmful to performance.

Additivity of Feature Differences. Polarity and size, by themselves, have certain stimulus and attention
benefits (table 12.2). When polarity and size are combined in the polarity-and-size condition, the com-
ponent benefits approximately add. Additivity is demonstrated by comparing the stimulus benefits for
polarity plus the stimulus benefits for size with the stimulus benefits of polarity-and-size (averaged over
subjects and lags). These values are -0.09 (polarity) + 0.21 (size) = 0.12, as compared to 0.33 (polarity-
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and-size). The corresponding computations for attention benefits are b. ,efits are 0.27 + 0.12 = 0.39
(0.39). Within subjects and lags, the computations are a bit more noisy. It is interesting to note that addi-
tivity holds for attention benefits but fails for stimulus benefits, contrary to Dosher, Sperling, & Wurst
(1986), who found perfect additivity of stimulus effects.

Figure 12.7

Consolidated Graphs of All Experimental and Control Conditions

Each panel of fig. 12.7 shows mean data for each of the 36 kines of repetition detections for one subject
and one set of features. Except for variances and tests of significance (Wurst 1989), these graphs
represent the entire data of the experiments. The plan of fig. 12.7 is to indicate the data of control condi-
tions by two sets of co-mected lines that form upper and lower reference bounds for four clusters of points
that represent the data of the experimental conditions. We begin by making some general observations.

The Effects of Lag and SOA. The effects of lag on repetition-detection performance are indicated in fig.
12.7 by the sloping connecting lines ,hat span lag 1 to lag 4. These sloping lines indicate performance in
the control-ALL A and ALL B conditions. Performance with the control-ALL streams is at or above 90%
at lag I for nearly all subjects and type of stimulus transformation. The two minor exceptions are the
polarity-and-size conditions whc,'e, for two subjects, the control-ALL B slips down into the 80 -90%
range. By lag 4, performance drops into the 25% range, the largest drop occurring between lags I and 2.
These data are completely consistent with earlier studies (Kaufman 1978; Sperling & Kaufman 199i;
Wurst 1989).

The effect of SOA is derived from the sloping lines labeled A 12 that represent data for the control-
BLANKS conditions ('A , 1B), and which appear above lags 2 and 4. Perforrmance in control-BLANKS
is much better performancc than the corresponding control-ALL (A, B) datv. Altenatively, the control-
BLANKS conditions with lags 2 and 4 might be described as lags I ar' L of a strram with a doubled
SOA (stimulus onset asynchrony--the time from the onset of one dgit to the next). However, the
control-BLANKS is not quite equivalent to a slower sequence because it has only 15 instead of the 30
items that would be produced by simply slowing the stream. The combined nanipulation of slowing and
shortening the sequence produces (except for ceiling effects) much better performance for the comparable
control-BLANKS than the contrcl ALL conditions: control-BLANKS, lag 2, surpasses control-ALL, lag
1, and control-BLANKS, lag 4, surpasses control-ALL, lag 2.

The obvious interpretation of thcse data is that the main cause of the decline of performance with
lag is retroactive interference (,versus passive decay). Increasing the SOA increases the amount cf time
that the items must be retained but actually improves performance. (We know this also from unpublished
observations in our laboratoy in which sequence length was controlled.) Improved performance with
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Figure 7. Data of all 36 trial types for each subject and type of stimulus transformation. In each panel,

frame lag is plotted on the abscissa, and proportion of correct detections is plotted on the ordinate. Hor-

izontal bars connected by continuous lines labeled A/2, A, represent control conditions ,A (blanks) and A

(all). B and B conditions are indicated by bars connected by dashed lines (not labeled). The data points

at each of the frame lags represent the different attention conditions and targets in ,A +,,B stimuli. Frame

lags 2 and 4 indicate aa and bb detections; frame lags A and 3 indicate mixed ab and ba detections. Open

circles indicate equal attention. At frame lags 2 and 4, data points for the detection of aa repetitions are

displaced to the left and detections of bb to the right, as indicated by dimension labels below) (D indi-

cates "detection"). At frame lags N and 3, detections of ab repetitions are displaced o the left and detec-

tions of ba repetitions to the right. RI indicates the first occurring feature in a mixed repetition pair, indi-

S cated by the dimension label below R. Open symbols indicate detection of the attended feature (even

lags) or detection of mixed repetition pairs in which the attended feature occurred first. Filled symbols

indicate reports of unattended features or, in mixed pairs, that the attended feature occurred second.

Reports of aa (bb) under different attention conditions are linked by lines, the heavier line indicated the

attended feature. The asterisks at frame lags and 3 indicate the means for the six mixed detection types.
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increasing SOA suggests (1) the benefit of more time for encoding far outweighs the cost of passive decay
within range of SOAs studied here, and (2) retroactive interference (versus passive decay) is the cause of
diminished performance as a function of lag.

Repetition Blindness. The improvement of detection with shorter lags is different from another
phenomenon discovered recently by using superficially similar procedures. "Repetition blindness"
(Kanwisher 1987) is the reduced ability of subjects to report both occurrences of a repeated word embed-
ded in a rapid sequence (approximately 4 to 9 per second) as contrasted with the reportability of two
independent words. In contrast to the present research, reportability of both occurrences of the word
increases with increasing lag. There are several differences between our repetition detection procedure
and the procedure Kanwisher used. Repeated items are discriminated from unrepeated items in
Kanwisher's studies rather than from other equally-often-repeated items, as in ours. The repetition blind-
ness paradigm tests the tendency of subjects to report both occurrences of repeated items rather than their
ability to discriminate repeated from unrepeated items. Moreover, repetition blindness experiments typi-
cally have used linguistic stimuli (words) in the stimulus sequence, in some instances varying the context
in which these words were presented (Kanwisher 1987; Kanwisher & Potter 1989), and in other instances
varying the case of the repetition without incurring a performance detriment (Marohn & Hochaus 1988).
These procedural and stimulus differences suggest that repetition blindness and repetition detection para-
digms may elicit different information-processing strategies and may reflect different levels of process-
ing.

Equivalence of the Opposed Features within a Dimension. Feature equivalence has already been
mentioned, but a glimpse at the control data shows that performance on the A and B control streams is
essentially equivalent in all conditions. Indeed, there are several examples where the "A performance is

below B performance, and some where A performance is above B performance. None of these

instances approaches statistical significance, considering that they are post hoc comparisons.

Feature equivalence means that differential attentional effects exhibited in the ,'A+"B conditions

are due to other factors than simple discriminability of the streams. Further, we note that attentional
effects cannot be due to cross-stream masking in which an item from -,A masks one from ,1B. We refer
again to the basic result that interposing noise fields (which are much more effective maskers) has
minimal effects on performance (Kaufman 1978; Wurst, Sperling, & Dosher 1991). Furthermore, we
have previously noted the equivalence of equal attention performance for aa and bb in "A +B. In other

words, at early levels of processing, the A and B items are equivalently discriminable.

Mixed Detections, ab and ba. In fig. 12.7, mixed detections are represented as clusters of points that
lie above lags I and 3. Because of the strict feature altemation in the 'A + B stream, only different-

feature (mixed) repetitions can occur at lags 1 and 3. The probabilities of these repetitions were quite
low, P=0.1 in the selective-attention conditions and P=0.14 in the equal-attention condition (table 12.1).
At each of these lags, there are six mixed detection-types: three attentional states x two feature sequences
(ab, ba). All six detection types are illustrated in fig. 12.7 for each stimulus transformation, subject, and
lag.
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Because a mixed repetition involves a feature difference, we expect mixed repetitions to be more
poorly detected than same-feature repetitions in all conditions. The mean of all six (fig. 12.7) mixed
repetition types for lag 1, is below the level of same-feature repetitions in all II instances, and dramati-
cally below the same-feature level in some instances. But the pattern is hard to discern. With lag-I
mixed repetitions in the bandpass transformation, subject BL almost equals his performance with same-
feature repetitions, whereas subject SW's mixed detections are grossly impaired. In the polarity-and-size
transformation, this data pattern is reversed for the two subjects.

At lag 3, however, mixed detections fall right at the mean of same-feature detections in about half
of the 11 instances, and not far from the mean in the remainder. This suggests, as previously noted
(Kaufman 1978; Sperling & Kaufman 1991), that physical features are most important at lag 1 and that
more abstract memorial representations become more important at longer lags. Whether the decreased
dependence on physical features with increasing lag represents two memory systems, or one memory sys-
tem with different properties as a function of signal strength, is not resolvable here. Finally, although the
theory that will be considered later suggests that there should be significant differences within six mixed
detection types, we did not discover any strong consistent differences.

Main Effects of Feature Differentiation and of Selective Attention. The main attention effects
involve same-feature detections (aa, bb) and are represented in the clusters of points above lags 2 and 4.
Previously, in table 12.2, we observed that the benefits of feature differentiation appeared only for the
size, bandpass, and polarity-and-size transformation types. Selective attention, on the other hand,
impaired average performance for these tr- - -formations but enhanced performance with orientation and
polarity transformations. In fig. 12.7, the details of these attentional phenomena are manifest. Equal
attention is represented by two large circles, one for each kind of detection (aa, bb). Each equal-attention
circle is connected to two "attentional" line segments that represent the directed attention conditions with
the same target. In the top two rows of fig. 12.7 (orientation, polarity), the equal attention data occur
roughly at the centroid of all the attentional conditions and fall more or less on the control-ALL lines.
When selective attention is appropriately directed (heavy lines, open symbols) about half the data fall
above the equal attention circles and above the control lines, thereby indicating a small benefit of selec-
tive attention. The remaining data show little effect of attention.

In the size, bandpass, and polarity-and-size conditions, the equal-attention centroids move clearly
above the control-ALL lines, indicating a significant stimulus benefit. In many instances, selective atten-
tion data fall well above and far below the equal attention data, indicating large effects of selective atten-
tion. However, the appropriately and inappropriately directed attention have similar effects, the direction
of the effect is determined by the direction of attention, independent of the type of target (aa or bb).
Thus, on the average, even appropriately-directed selective attention is not more beneficial than equal
attention. The thick-lined attention spokes (appropriately directed selective attention) that point both up
and down in fig. 12.7 (instead of up only) from the equal-attention circles represent the misdirected AOCs
of fig. 12.6.
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12.4 Theory: Attention is Itself a Feature

Neural Network Theory of Short-Term Visual Repetition Memory (STVRM)

Wurst, Sperling, & Dosher (1991) outline a theory that accounts reasonably well for the basic properties
of the data of their repetition detection experiments. Following an established literature (McClelland &
Rumelhart 1988), it is assumed that items are represented in memory as vectors of (dozens of) features.
Each item vector has a value for every feature that can be represented in short-term visual repetition
memory (STVRM). The feature value may be present/absent or perhaps more finely graded. Features are
assumed to represent properties of items such as, for example, "has a vertical stroke", "has an intersec-
tion", and so on. It is assumed that features are elementary visual components (rather than semantic com-
ponents) because it was found that nonsense forms were remembered precisely as well in STVRM as
meaningful alphanumeric stimuli (Kaufman 1978; Sperling & Kaufman, 1991). However, the present
discussion does not depend on what the particular features are assumed to be.

Items are not retained perfectly in the model of STVRM because new items use the same limited
memory capacity as old items. The net effect is that memory noise (item uncertainty) increases as new
items are added to STVRM. If a subject had perfect temporal discrimination, only the 1 -th to the 24-th
items of the 30 item input stream would need to be processed. To determine whether a repetition has
occurred in the stimulus stream, comparisons are made between immediately successive items entering
STVRM. Additionally, comparisons are made between the incoming item and older items in memory.
[It is worth noting that a memory that simply recorded features of items, and in which the incoming item
was compared, featu..-by-feature, to the sum of all recorded items (e.g., Murdock 1982), would not deal
adequately with attention tags because, once stored, the tags become a property of memory rather than
remaining associated with items.] The outcome of all comparisons is a single number (the familiarity
strength value) that combines the degree of similarity between the incoming item and the most-similar
memory item, and the confidence in this similarity.

Given that a familiarity strength has been computed, it is still necessary to generate a response.
Because there is only one to-be-reported repetition on each trial, generating a response requires finding
the item that has the highest familiarity strength value. This is nontrivial because humans cannot store a
strength value for a dozen incoming items at an input rate of 6.7 items per second and then pick the larg-
est value at the end of a trial. An alternative algorithm that stores the strength value of the first item and
updates it whenever a new item has a higher strength would be computationally too demanding. Instead,
a slightly less than ideal strategy is proposed. A repetition is reported when one of the strength values
exceeds a threshold criterion value. An optimal--or nearly optimal--criterion evolves during practice with
feedback in the particular task. The model with these assumptions about memory and decision processes
provides a reasonable account of both accuracy and confidence data from a wide range of repetition detec-
tion experiments (Wurst, Sperling, & Dosher 1991).
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Attention Is a Feature: A+/A-

The critical addition to the just-described memory and decision theory is that, in addition to features that
represent physical properties of the stimulus, we assume that selective attention to an item functions like
a feature in STVRM. Thus, along with physically defined features such as "vertical stroke" there is an
attentionally generated feature "attended," which can have the value A+ to indicate the item was attended,
or A- to indicate that it was not attended.

Because, in STVRM, the A+/A- feature is assumed to function just like other stimulus features, A+
tagged items preferentially match each other. That is, attended items have the A+ feature in common,
and this facilitates the detection of repetitions for A+ items. However, unattended A- items, also share a
common A- feature, and detection of unattended A-, A- repetitions is facilitated just as much as attended
A+, A+ repetitions. Normal performance operating characteristics that are observed in other tasks reflect
mental operations subsequent to STVRM in which the attention feature is used, for example, to select
items for memory (as in partial report) or for further processing (as in visual search).

The Argument against Early Perceptual Selection. If it were possible to selectively filter items so that
they did not enter STVRM, then A-, A- repetitions would be undetected. However, the opposite result is
observed: A-, A- repetitions are remembered as well as A+, A+ repetitions. The surprising result for
about one-third of our conditions was that, when subjects gave equal attention to all dimensions, their
repetition detection performance suffered relative to both the attended A+, A+ and the unattended A-, A-
repetitions. In the remaining data, attention to the dominant feature enhanced performance for both aa
and bb detections relative to equal attention or attention to the subordinate feature. The systematic
superiority of repetition detection of unattended items (when attending to a dominant feature) over
partially-attended and fully-attended items is an extremely robust finding, occurring for all subjects and
several stimulus types. Unequivocal superiority of unattended over partially-attended items really is quite
extraordinary, and certainly requires the unattended (as well as attended) items to enter memory. These
results fall quite nicely out of the attention-is-a-feature theory.

Transformation-specific Biases in Attentional Tagging. There were two main classes of data in
repetition-detection experiments: In type 1, equal-attention was harmful, and in type 2, selective attention
to one of the two features was harmful. Type I data are characterized by the inferiority of both aa and bb
detections under equal attention relative to both aa and bb under all conditions of selective attention.
Type 2 is characterized by the superiority of both aa and bb detections under attention to feature A rela-
tive to equal attention or attention to feature B.

Type I data are explained by assuming that the subject can reliably attach the A+ tag to input items
according to instruction. Since this tag is reliably attached, it is equally useful for matching attended
pairs with attended pairs and unattended pairs with unattended pairs. Thus both attended and unattended
items benefit from selective attention.
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Obviously, in type I data (and therefore in this theory), selective attention does not operate by filter-
ing out items from STVRM. Unattended items occupy just as much space in STVRM as do attended
items, and they are just as available when the right question is asked. They could be filtered from subse-
quent processing because they have an A- tag: the subject knows that they were "unattended". But this
would be at a higher level of processing, where discriminations are made among items that are already in
memory.

Type 2 data are explained by assuming that the subject can attentionally tag all the items in the A
stream when attending to A but cannot reliably tag all the items in the B stream when attending to B.
Thus, in selective attention to A, the subject succeeds in doing what comes naturally: correctly tagging
the A as attended and the B items as unattended. The subject gains the benefit of reliable attentional tag-
ging, which facilitates repetition detections of both aa and bb pairs because each is tagged correctly.

Now, consider the problem of attempting to attend to B in the face of an inherent bias to attend to
A. Suppose the subject fails to attend (attach A+ tags to) all the B items and inadvertently attends
(attaches A+ tags to) some not-to-be-unattended A items. Such mistagging works symmetrically to the
detriment of both aa and bb detections becauses mismatched attention tags disturb what otherwise would
be matches.

Dominant Features. All three subjects detected the small-black digits better when attending to the
large-white digits than when attending to the small-black digits. Post hoc this suggests that large-white is
a "dominant" feature relative to small-black, in the same sense that figure is dominant relative to ground.
There is an a priori bias to associate attention with large-white. When the subject attempts to attend to
small-black, the rapid presentation rate does not allow enough time to overcome this bias. Similarly,
large is dominant relative to small and high bandpass is dominant relative to low. However, in the simple
polarity condition, the black-and-white streams seem to be more or less equivalent. This suggests that
size is the operative factor in determining feature-dominance when it is involved together with polarity in
S&P.

In the bandpass transformation, there is a one octave (2x) difference between stimulus bands.
Because the two 2 dimensional spatial filters are scaled replicas of each other, there is 2x2 times more
information in high bandpass images than in low bandpass images (in the sense of number of independent
samples). In both cases, size and bandpass, the attention-attracting feature seems to be the one that would
activate the larger number of neurons. This argument closely follows Milner's (1974) distinction
between extrinsic and intrinsic attention (532), where extrinsic attention is determined by summed neural
activity. With slower presentation rates, the attention-bias of features might be overcome by conscious
effort (intrinsic attention). If so, extrinsic and intrinsic attention in the repetition detection procedure (and
in simpler procedures) could be conjointly scaled (Krantz & Tversky 1971) together with the attention
dominance of images and image transformations.
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Mixed Pair Predictions. When attentional tagging is carried out correctly, mixed repetition pairs
under selective attention should be impaired relative to equal-attention mixed pairs. Both kinds of mixed
pairs should be impaired relative to homogeneous pairs because, in addition to attentional differences,
there are real stimulus differences (e.g., Posner et al. 1969, name vs. physical identity matching) Under
conditions in which attentional tagging is unreliable, the differences between equal-attention mixed,
selective-attention mixed, and homogeneous repetitions are expected to diminish: mixed pairs benefit
from mistagging while homogeneous pairs suffer.

These complex mixed-pair predictions are not borne out by the data. While there are some data sets
in which equal-attention mixed pairs fare better than selective attention pairs (e.g., SW, orientation, lag
1), the effect is not reliable over all conditions. A particular problem is that, because the mixed trials
represent a small fraction of the total trials, the reliability of available mixed-pair data is low.

In mixed-pair repetitions, feature differences overshadow attention differences. For example, the
orientation feature has a large influence on shape and therefore greatly impairs mixed pair detections at
lag I (but not lag 3). Size and polarity show significant but smaller mixed-pair deficits. While equal-
attention mixed-pairs fare better in these transformations, the effect is not reliable. The variability of
mixed pair detections is illustrated in the bandpass and P&S conditions. With bandpass stimuli, mixed
pair deficits are enormous for subject SW and almost absent for subject BL, while the reverse is true with
polarity-and-size stimuli.

Mixed Pairs as a Tool to Study Memory Representation. Variations in feature similarity between mixed
pairs offer a means of studying their significance in STVRM. Surface feature properties such as orienta-
tion, polarity, size, and bandpass play a significant role for mixed detections at lag I but become
insignificant at lag 3. Systematic manipulation of mixed-pair differences could, in principle, establish
metrics for the dimensions that underlie the memory comparisons.

Relation to Other Paradigms, Early versus Late Selection

Spatio-temporal versus Featural Selection. In paradigms involving spatial selection, such as partial report
(Orenstein & Holding 1987), or temporal selection, such as the attention-gating procedure (Sperling &
Reeves 1980; Reeves & Sperling 1986), items outside the spatiotemporal window of attention are una-
vailable. These are examples of successful attentional selection. Reeves & Sperling (1986) give a fairly
complete account of the temporal window of selection (the attention gate), and Sperling & Weichsel-
gartner (1991) extend the account to the dynamics of spatiotemporal attentional selection. On the other
hand, where attentional selection on the basis of featural properties has been asserted to occur, as in visual
search, it has not been clear whether the features serve only to guide spatial or temporal attention or
whether the features themselves serve as the basis for selection. The present data suggest that, within a
location, early selection on the basis of gross physical features does not occur. Certainly featural proper-
ties can exert an influence on detection and other decisions, but our data suggest that featural effects occur
at the level of decision making, not at the level of exclusion from processing.
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The Processing Level of Feature-based Attentional Selection. In contrast to the present study, Intraub
(1985) and Weichselgrtner & Sperling (1987) apparently observed feature-based selection in character
streams. Their procedure utilized a rapid stream of characters in which the target character was sur-
rounded by an outline square or circle. Report of the target character can be nearly flawless even at
stream rates exceeding 10 characters per second. Weichselgartner & Sperling (1987) also demonstrated
that highlighting a character in a stream (making it brighter than its neighbors) allowed it to be extracted
almost perfectly. This is in striking juxtaposition to the present experiment, in which white characters
could not be selectively attended in the context of black characters and vice versa. Further, Weichsel-
garmer (1984) demonstrated that when more than one character was cued (by an outline square or by
highlighting), as many as four characters could be selected. Thus feature-based cueing, like spatial and
temporal cueing, can yield multi-item selection.

There are two contrary results: feature-based selection from temporal streams for partial report and
feature-based nonselection in the repetition-detection procedure. What do they imply about about atten-
tional processing? Two possibilities are that partial report selection occurs at a higher level of processing
or in a parallel processing path. We can exclude a single path in which partial report precedes STVRM
because, if attentional selection could have occurred before STVRM, it would have been manifest by our
attentional manipulations.

Suppose the processes underlying repetition detection and feature-selected partial reports share a
single processing path. Then, the locus of attentional selection is rather closely constrained by these
results to lie between STVRM and selection for partial-report. Considerations about the precise level of
processing of STVRM become critical. We have already recounted the earlier observation (Kaufman
1978; Sperling & Kaufman 1991) that never-repeated nonsense visual shapes yield precisely the same
data as do letters in the repetition detection paradigm. This implied that the STVRM was visual (not ver-
bal, for example). Wurst (1989) showed that STVRM occurs after binocular combination, that it is blind
to eye of origin, and that dividing a stream alternately between two spatial locations does not alter
STVRM capacity within a location. Within STVRM itself, the situation is less clear because there are
differences between lag I and longer-lag detections. Kaufman (1978) and Sperling & Kaufman (1991)
had noted that manipulations such as varying character font or introducing spatial jitter selectively
affected lag I detections relative to longer lags. Indeed, Sperling & Kaufman (1978) argued that this
implied lag 1 utilized a different memory than did other lags.

With respect to feature selection for partial report, Weichselgartner & Sperling (1987) showed that
using a simultaneous auditory click to cue an item from a rapid visual stream failed to uniquely select an
item. Rather, the click caused reports typical of other cues that define an interval in time from which to
select items, analogously to tonal cues in partial report that have been used to define an interval in space
from which to select items. That is, the trial-to-trial distribution of items that subjects reported as simul-
taneous with the auditory click had a large temporal window that included some items before and many
items after the cued item. Only visual cues served to cleanly extract the cued item. On the other hand,
when the size of an outline square was varied, it was found that even squares many times larger than the
target letter functioned as well for extraction as did close-fitting squares. The large differences in data
from auditory cueing and from visual cueing of items in visual streams implies that visual cues for partial
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report of visually presented items produce selection at a visual level. But the observed indifference to the
size of a cueing square suggests that the memory representation is not a simple transformation of the
stimulus.

This review of featural selection from visual streams by means of the repetition detection paradigm
and the partial report paradigms suggest a quite similar visual basis for performance in both paradigms
The observation that attentional selection is possible in partial reports but not in repetition-detection sug-
gests that attentional selection occurs subsequent to STVRM and prior, or internal, to selection for partial
report. The generally similar visual sensibilities of partial reports and repetition detections suggests that
attentional selection for partial reports follows very closely, perhaps acting directly on, the substrate pro-
vided by STVRM.

12.5 Summary and Conclusions

Background: Detection of visual repetitions in a rapid stream of items depends on a short-term repeti-
tion memory (STVRM) that is indifferent to eye of origin and to interposed masking fields, and which
functions as well for nonsense shapes as for digits. STVRM is visual, not verbal or semantic. It is
governed by interference from new items; it does not suffer passive decay within the short interstimulus
intervals under which it has been tested.

Our subjects' attempts to selectively attend to characters based on physical differences of orientation,
contrast polarity, size, spatial bandpass filtering, and polarity-and-size combined yielded large (but unex-
pected) attentional effects. The most common result was that certain attentional states impaired repetition
detection of both attended and unattended items. There was no evidence for attentional selection. Repeti-
tion detection of unattended items was not systematically impaired relative to partially or fully attended
items. Although some of the feature differences produced large stimulus benefits that aided detection in
alternating-feature streams, they never produced attention benefits that consistently exceeded the stimulus
benefits.

The paradoxical results were explained by assuming that attention itself functions like a stimulus
feature, with values A+/A- to represent attended and unattended states. All items are recorded in
STVRM, and matches between similarly tagged items are facilitated.

Feature-based repetition detection differs dramatically from attentional selection based on spatial or
temporal location and from feature-based selection for partial report. Target items can be selected for
partial report from stimulus streams based on physical differences in intensity or when targets are sur-
rounded by outline squares.

If feature-based selection for partial report follows STVRM in the same processing path, then the
locus of attentional filtering is constrained to lie between STVRM and the process of partial-report selec-
tion.
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Abstract

We examine apparent motion carried by textural properties. The texture stimuli consist of

patches of sinusoidal grating of various spatial frequencies and contrasts. Phases are randomized
between frames to insure that standard motion analysis directly applied to stimulus luminance is
not systematically engaged.

We use ambiguous apparent motion displays in which a heterogeneous motion path defined by

alternating patches of texture s (standard) and texture v (variable) competes with a homogeneous
motion path defined solely by patches of texture s. Our results support a model in which strength of
texture-defined motion is computed from a single spatial transformation of the stimulus - the actrzzty
transformation. The value assigned a point in space-time by the activity transformation is directly
proportional to local texture contrast and inversely proportional to local spatial frequency (within
the range of spatial frequencies examined). Thus, the activity transformation can be modeled
as the rectified output of a low-pass spatial filter applied to stimulus contrast. The strength of
texture-defined motion between a patch of texture s and a patch of texture 1 is proportional to

the product of the activities of s and t. A counterintuitive implication of this model borne out in
our data is that apparent motion along a heterogeneous path consisting of alternating patches of a
low contrast. low frequency texture (texture 1) and patches of high contrast, high frequency texture
(texture h) can be stronger than motion along a homogeneous path of identical patches of texture
h.

1 Introduction

1.1 Terminology

Drifting spatiotemporal modulations of a variety of optical entities (such as luminance, contrast.

texture type. binocular disparity. etc.) can induce a vivid motion percept. that is. something appears

to move from one place to another. This introspective description, however, does not necessarily

reflect the underlying processes in human visual motion perception. We discriminate two stages for

the extraction of motion information. A preprocessing stage serves to transform the raw stimulus into

a jgie scalar modulation signal (..,next stage:
iioti'on analy/si, (-lrf i lg . " " ""' r -.. . '', - " ' :-. . .. t,

The preprocessing stage can be either a linear or a nonlinear stimulus transformation. 7i-ea+r

prepro(essing is called first ordr motion extraction. whereas nonlinear preprocessing is called s,cond

orr motion extraction 4c-va.ah at-.199: Chubb and Sperling. 1989).....
Both first and second order motion extraction ran be further classified by the type of motion

analysis. A review of the literature on motion perception shows that two classes of motion extraction

mechanisms have been considered and tested experimentally. We call these classes of motion extraction

motion correspondence extraction and motion energy extraction.

.Motion energy extraction compute the directional energy of a Fourier representation of the drifting

modulation signal, that is, the relative energy of 'drifting' spectral components. Energy extraction is
insensitive to the relative phase of the different spatial Fourier components of the modulation signal

(van Santen and Sperling, 1984), and are thus insensitive tojeatures ofpatiki.,structure. Motion
corrcspondence extraction, in contrast, is thought to identify local featurc, of the modulation signal and
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then to track the location of corresponding features over time. Energy and correspondence mechanisms
yield qualitatively different predictions for the strength of motion (Werkhoven et al., 1990b).

In this paper, we study drifting modulations of texture type (second order motion extraction) and
discriminate between motion correspondence extraction and motion energy extraction,

1.2 Motion-From-Texture

Texture-defined motion is motion carried by textural properties. It is not produced by a moving texture
patch; that would be rigid, luminance-defined motion. Texture-defined motion is usually produced
by a moving patch that is filled with a particular type of texture in which each successive frame
represents a new, uncorrelated instance of that texture type. As for all second order motion stimuli, an
intriguing aspect of texture-defined motion perception is that (unlike perception of luminance defined
or first order motion) it cannot be explained by Fourier energy or autocorrelational motion analysis
(standard motion analysis). An early example of texture-defined motion was reported by Sperling
(1976). Detailed studies and analysis were recently presented by Chubb and Sperling (1989.1991).
Cavanagh et al. (1989), Lelkens and Koenderink (1984), Mather (1991). Turano and Pantle (19S9).
and Victor and Conte (1989).

1.3 Energy Channels

(hubb and Sperling (1989. 1991) suggested a scheme for extracting texture-defined motion that con-
sists of two stages. Stage 1 is a 'texture grabber' that consists of a linear spatial filter followed by a
1ion-linearity (e.g.. rectification, squaring, etc..). Stage 2 is standard motion analysis.

The -texture grabbers' of stage 1 are assumed to be distributed over the visual field. It is assumed
that the spatial filters of stage 1 operate on stimulus contrast (see Model section), rather than on
luminance. but this assumption is not critical to our arguments. The output of a linear filter may
be positive or negative depending on the local phase of the sensed texture, and that would yield an
expected output of zero over the phase-randomized texture patches. The purpose of rectification is to
produce a positive average output across the texture so that a texture grabber registers the presence
or absence of texture, independent of local phase. Indeed, that is why Stage-I (linear spatiotemporal

filter followed by rectification) is called a trxtur grabber. The output of a texture grabber in response
to a particular texture is called activity. The essential nonlinear characteristic of texture extraction
processes has also been emphasized by Bergen and Adelson (19,8) and Caelli (1985) (see also Graham.
1992).

We assume that the second stage (standard motion analysis) is a coincidence detector with an
internal delay (e.g., Reichardt, 1961). It computes the following product: previous activity at location
I times current activity at location 2. Such a motion-detection scheme yields a high response when
the time for a texture to move from location I to location 2 equals the internal delay. The output of
the second stage corresponds to motion strength. This model of standard motion analysis is proposed
only for the sake of definiteness, van Santen and Sperling (1984) showed that the various motion
models that had been proposed for human vision were equivalent or approximately equivalent to an
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elaboration of this simple scheme. We will refer to this class of motion models as standard motion
analysis. None of our conclusions will depend on the details of standard motion analysis.

Together, a texture grabber followed by standard motion analysis form a likely motion computation.
which we call an energy-channel. There may exist multiple energy-channels, yielding independent
measures of motion strength.

1.4 Correspondence-Channels

Above, we discussed a type of motion computation (energy-channels) that is basically insensitive to
similarities between the textures in a motion path. Traditionally, however, psychophysicists have
interpreted results of motion-from-texture experiments in terms of correspondence matching. The
metaphore of motion correspondence describes motion as the convection of some invariant aspects
of spatiotemporal structure over time. A correspondence computation is inherently different from
an activity computation: it is highly sensitive to differences between textures ih a motion path.
Although it is intuitively clear that a single energy-channel is inherently different from a correspondence
computation. this may not be intuitively clear for a system with multiple energy-channels. However.
ini the Model section of this paper, we formally show that a system of multiple energy-channels can
not be equivalent with correspondence matching. We conclude that a correspondence computation is
a separate class of motion computations.

Historically, motion correspondence has been investigated with ambiguous motion displays i1 which
notion is perceived as occurring along one or the other of several competing paths. Most studies
have dealt with stimuli that stimulated the first-order motion system (e.g., Burt and Sperling. 1981:
Nolers. 1972; Navon, 1976; Papathomas ct al., 1991; Shechter et al., 1989; Ullman. 1980: Werkhoven
ft al., 1990a.1990b) and these data are adequately explained by the first-order motion models. We
consider here two recent studies that attempt to deal with feature correspondence in texture-defined
motion stimuli. These studies illustrate the difficult methodological issues that arise in attempting to
delermiiie motion correspondence, and thereby they motivate the more complex paradigm we use.

1.4.1 'Watson's crossed-phi procedure

Watsoi (19S(i) focussed on the spatial frequency specificity of perception of texture-defined mnot ion.
lie used a 'crossed phi' method, in which two different texture patches (A, B) exchange position in
sujccessive frames (B. A). The pathes were Gaussian-windowed sine waves (Gabor patches). Observers
r4,lial)ly perceived lateral motion when A and B were different spatial frequencies. Watson interpreted
his results in terms of models of human visual motion processing in which motion estimates are
computed separately within different spatial frequency bands. Furthermore, it was implicitly assumed.
that such a model was equivalent to a correspondence computation.

In our view, the ambiguous 'crossed-phi' paradigm admits two alternative interpretations in ternii-
of competing paths. The motion paths between textures of similar spatial frequencies (A - A). (D3
B) must compete with a no-motion (standstill) path between textures of different spatial frequencies
(A.11). Alternatively, the motion path A - A in one direction competes against the motion path B - B
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in the opposite direction. Neither interpretation allows the crossed-phi paradigm to measure motion
strength between textures of different spatial frequencies because such motion is not present in the
display.

1.4.2 Green's Gabor patches

Green (1986) embedded competing paths in a rotating annular display (quite similar to Navon. 1976).
He measured the strength of apparent motion as a function of the spatial frequency of Gabor patches
along the paths. Green's observers tended to perceive motion along paths in which neighboring
patches had same or similar spatial frequencies. Green concluded that spatial frequency is a strong
determinant in 'correspondence matching' and proposed (like Watson) that the visual system uses
multiple (bandpass) channels similar to spatial frequency channels in analyzing these texture-defined
motion paths.

Green's results are open to a different interpretation. If Green had failed to find dominance of the
homogeneous path, it would indeed have indicated a failure of matching in apparent motion: i.e., that
all patches were equivalent for motion-from-texture. However, we propose that, in Green's motion
competition scheme. finding dominance of the homogeneous motion path does not prove the existence
of different channels or of feature-matching. The argument is as follows.

The motion stimulus used by Green contains two homogeneous motion paths (one between patches
of texture 1 and another between patches of texture 2) in the same direction and one type of het-
erogeneous motion path (between patches of textures 1 and 2) in the opposite direction. We apply
a simple but general motion computation (after Werkhoven et al.. 1990b) to the Navon-Green dis-
play to illustrate that motion in the direction of the heterogeneous path should never be perceptually
dominant. Consider an arbitrary texture grabber (T) followed by a half-Reichardt motion detector
(van Santen and Sperling, 1985). Let T1 be the response of texture grabber T to texture 1 and T 2

the response of the texture grabber T to texture 2. Using the Reichardt product to estimate motion
strength. and subtracting the strength of the heterogeneous from the (opposite) homogeneous path
yields a net motion strength in the homogeneous direction proportional to (T1 - T'2)2 which is always
non-negative! The dominance of the homogeneous motion path is inherent to the display's competition
scheme rather than a result of 'correspondence matching'.

The Navon-Green ambiguous motion display is useful in determining whether or not two competing
texture patches are motion metamers. With metamers. motion is ambiguous; with non-metamers the
homogeneous path dominates. However, Green did not elaborate the method sufficiently to demon-
strate that more than one type of texture grabber was involved. In particular, Green's results are
consistent with the proposal that the visual system uses only a single texture grabber in its analysis
of texture-defined motion: a texture grabber whose response is monotonic with the spatial frequency
of the sensed texture - for example, a texture grabber that applies a low-pass spatial filter to stimulus
contrast.
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1.4.3 Finally

The experiments discussed above on motion-from-texture experiments do not uniquely support a mo-
tion correspondence computation. With a different type of experimental paradigm (motion direction
discrimination experiments) Victor and Conte (1990) have shown that correspondence might not be
relevant to motion processing at all.

To conclude on the validity of correspondence computations, we need a stronger experimental
paradigm which is presented in this paper. In the next we will refer to motion correspondence com-
putations as correspondence-channels.

1.5 Representation of a General Motion Computation

Above, we have discussed two types of motion computations: energy-channels and correspondence-
channels. There may exist an arbitrary number of independent channels of each type contributing to
motion strength. In general. the output of the motion computation will be a vector, its components
representing the outputs of the individual channels or combinations of them. For example. the mo-
tion computation may be represented by a n-dimensional vector when its components correspond to
n independent motion channels. However, the motion computation may result in a scalar represen-
tation. when all channels are combined (for example summed) before the final representation. The
dimensionality of the vector representation is called the dimensionality of the motion computation.

It is important to realize that the dimensionality of the motion computation is the number of
values through which all channels invo!ved are finally represented. It does not indicate the number of
channels involved. For example, n independent energy-channels may be represented by a single scalar:
the sum of all channels.

1.6 Fundamental Questions

InI this paper we address the following questions:

* (a) What is the dimensionality of the motion computation? That is. if the motion computation
is represented by a vector, what is the dimensionality of this vector.

" (b) What is the number of channels and how are they combined in the final motion vector
representation? For example. how many energy-channels (or texture grabbers) are involved in
the perception of motion-from-texture?

" (c) What are the characteristics of the channels involved? For example, what are the textural
properties sensed by the texture grabbers and how does the activity of a texture grabber depend
on these textural properties?

1.7 Motion Metamers

The concept of motion metamers is critical to our method of answering the questions concerning
the dimensionality of motion perception. Motio,, metamers are understood most easily by analogy
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with color metamers. Color metamers are patches of light that are judged equivalent with respect to
color blit which may have different spectral compositions. The explanation for color metamers derives
from the standard Young-Helmholtz trichromatic color theory. For human vision, any color can be
represented by three independent scalars (Helmhotz, 1924). Equivalently, any arbitrary color can be
matched by a suitably chosen mixture of three independent primary colors. In fact, any triplet of
independent primary colors can serve as a set of primaries for matching an arbitrarily chosen color.
The class of all triplets that match a particular color is the metameric class for that color. In order
to find such a metameric class of matches for an n-dimensional color system, the number of 'primary
colors' used to match an arbitrary 'color' must be at least equal to n.

Richards (1979) applied the matching methods of colorimetry to study a wide range of sensory
attributes such as visual flicker, visual texture, tactile sensations, and auditory sensations. Williams t
al. (1991) observed a kind motion metamerism: polymorphic motion stimuli that produce motion
percepts with equivalent directional characteristics, but they did not interpret their observations in
terms of the metamerism. Here, we apply the dimensional analysis of colorimetry to the motion
domain. in particular., to motion-from-texture.

We say that two kinds of texture patches are motion metamers if they can be interchanged ill
any motion path without affecting the the motion strength of path. Our experiments are basically
analogous to the color matching experiments. First, we embed a variable texture v in a motion path
that is in competition with a standard path containing a texture s. We determine the parameters
of r (such as contrast and spatial frequency) that are needed to achieve path equality for v and s.
Second. we determine that v and s are indeed equivalent for other paths as well. Generalized path
equivalence demonstrates that v and s are motion metameres. Third, we find the range of r texture
patches that are equivalent to s, i.e., we find the metameric class containing s. From the dimesionalitv
of the metameric class, we can determine the number of 'primary textures' vsubi that would be needed
to provide a match to every member of the class. That is, different texture primaries might have to
be added to provide motion equivalence, just as different color primaries have to be added to provide
color equivalence. This number of required texture primaries is the dimensionality of the motion-from-
texture strength computation. Fourth. it is generally desirable to repeat the procedure for different
choices of s to assure that s was not an unlucky choice. Given our particular results, this iteration of
steps 1-3 will not be crucial.

In general. the number of types of texture grabbers is at least as great as the dimensionality
of the motion-from-texture computation., and it may be much larger. We offer a proof that, under
certain assumptions, the dimensionality of the motion-from-texture computation exactly describes the
niumber of types of texture grabbers involved in the motion-from-texture computation (just as the
dimensionality of color space describes the number of types of color receptors).

Unlike color metamers, however, which are equivalent in all subsequent processing, motion metamers
are equivalent only with respect to the motion-from-texture computation, and generally are perceived
as different in other respects.
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1.8 Motion Competition Schemes

The matching technique could basically be applied to a variety of ambiguous motion schemes for
determining the dimensionality of the motion computation. However, not all of them have the power
to discriminate between different type of motion channels (see for example the discussion on Green's
display). We used an ambiguous motion scheme that was first introduced by Werkhoven et al. "1990).
In this motion competition scheme, one heterogeneous motion path (between patches of texture s and
texture v) competes directly with one homogeneous path (between patches of texture s).

By varying the textural properties of the textures v, we can determine the heterogeneous motion
paths s - v that are metamer with a certain homogeneous path s - s. In general, this metamery does
not transfer to the textures itself. That is, for a general motion computation, a metamery between
motion paths s-s and s- v does not imply a metamery between textures s and v with respect to motion
processing. However, it should be noted that, if and only if motion-from-texture is ruled by a single
energy-channel a metamery between motion paths does imply a metamery between the textures with
respect to motion processing. This is inherent to energy-channels: textures contribute independently
to motion strength.

This competition scheme not only allows to determine the dimensionality of the motion computa-
tion, but also allows to determine the number and type (activity versus correspondence) of channels
involved in the motion computation. This requires a thorough analysis (given in the Model section).

However, an intuitively clear property of this scheme is that the two type of motion channels
considered above (activity versus correspondence-channels) yield qualitatively different predictions for
motion metamery and the relative strength of the heterogeneous and homogeneous motion paths.
Hence. they are easily discriminated.

1.8.1 Activity-Channels

Consider, for example. a single energy-channel that uses only a single type of texture grabber (e.g..
a low pass filter followed by rectification). This model yields the counterintuitive prediction that
the motion strength between a patch of high spatial frequency texture and a patch of low spatial
frequency texture (heterogeneous motion) can be stronger than motion between two patches of high
spatial frequency texture (homogeneous motion). Indeed, such a heterogeneous motion path may
dominate homogeneous paths even for a system with multiple energy-channels (when there is more
than one type of texture grabber).

For more generality, we apply the energy-channel computation (described above to show the in-
herent dominance of the homoge -- us paths in Greens' display's) to the competition scheme used in
this paper. The motion strength is T1T2 for the heterogeneous path and T2T2 for the homogeneous
path yielding a net motion strength in the heterogeneous direction equal to T2(T - T2). Whenever T
is larger than T2 , the heterogeneous motion path dominates. The motion paths are balanced when T
equals T2. All textures that transform into the same activity are metameric with respect to motion
processing!
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1.8.2 Correspondence-Channels

By definition, correspondence-channels favor the homogeneous motion path (between patches of similar
texture). Consequently, heterogeneous motion cannot dominate over the homogeneous motion path!

1.9 A Preview

1.9.1 Dimensionality of the Computation

In this paper, we discuss a general motion computation consisting on n energy-channels, and a
correspondence-channel. By studying the above competition scheme with many different pairs of tex-
ture patches (Experiment 1 and 2), we can determine classes of motion metamers and infer the dimen-
sionality of the motion computation (Model section). The results strongly support a one-dimensional
motion computation. That is, motion strength is represented by a single scalar.

1.9.2 Type of Computation

The experimental results show no involvement of a correspondence-channel. Furthermore, the compe-
tition schemes allow to determine the number of energy-channels that are represented by a single scalar.
WNe proof (under certain assumptions) that the motion computation consists of a single energy-channel.
that is, a single texture grabber followed by standard motion analysis.

Also. we derive the characteristics of the single texture grabber involved with respect to textural
properties relevant to motion strength (using the results of Experiment 1, 2 and 3). Thus we can
predict the strength of texture-defined motion as a function of the contrast and spatial frequency of
sinusoidal texture patches.

1.9.3 Where in the Visual System?

The results of Experiments 4 and 5 will shed some light on where in the stream of visual processing
our proposed texture-from-motion computation takes place. In Experiment 4 we show that the motion
computation is not based on perceived contrast. Experiment 5 shows that our texture-from-motion
stimuli give similar results for monocular, binocular and dichoptic presentations.

2 Method

In this section we describe the ambiguous motion competition scheme used in the experiments.
This scheme (proposed by Werkhoven et al., 1990 b) differs from other schemes (e.g., Burt and

Sperling, 1981; Green, 1986; Navon, 1976; Shechter et al., 1989; Ullman, 1980) in that it contains a
single heterogeneous motion path (between patches of texture 1 and texture 2) that competes directly
with a single homogeneous motion path (between identical patches of texture 2). Except for textural
properties, the other parameters (such as step size and frame rate) of the motion paths are identical.

Instead of varying both textures 1 and 2, we sampled a subspace of possible textures resulting
in two (similar) schemes: Scheme I and Scheme II. In Scheme I, we kept texture 2 constant (called
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texture s) and varied texture 1 (called texture v). In Scheme II, we kept texture 1 constant (now
texture s) and varied texture 2 (now texture v).

2.1 Stimulus

2.1.1 Motion Competition Scheme I

In Experiment 1, we used motion competition Schieme I. The motion stimulus consisted of a series of
8 frames (fi, f2 .... f8) shown successively in time. Figure 1 shows a sketch of the frames.

- Figure 1 about here -

The first frame (f, ) contains an annulus of patches of alternating texture types s and v at regular
positions (see Fig. 1, at the left side). Because the viewing distance was constant throughout the
experiment, we will specify dimensions in degrees of visual angle. The annulus of texture patches has
an inner radius of rl = 1.04 deg, and an outer radius of r2 = 2.08 deg. The mean radius r is 1.56 deg.
The patches (or sectors) are spatially contiguous. Since the annulus contains 8 sectors, each sector
has a width of 45 deg.

Frame f2 was similar to frame f', except that patches of texture v are replaced by a uniform patch
of background luminance. Furthermore, f2 was rotated around the center of the annulus 22.5 degrees
with respect to frame 1 (see Fig. 1, left).

In a sequence of frames, the locations and types of patches in frame f,+ 2 were identical to frame
except for a rotation around fixation of 45 deg.

The presentation time of a single frame ('frame-time') was 133.3 msec. Thus, the presentation
time of the 8-frame sequence was 1.066 sec. The annulus revolved at an angular speed of 168.8 degrees
per second. yielding a local velocity of the patch-centers of 4.6 degrees of visual angle per second.

The ambiguous motion stimulus described above contains two motion paths. This can be under-
stood most easily using a diagram in which we show the angular positions ((p) of the patches of texture
for successive frames. Angular position is measured clockwise relative to the vertical. Such a diagram
is shown in Fig. 1, at the right side. Note that the horizontal rows of patches correspond to frame
1.2.3 and 4 respectively. By definition, motion extraction is based on the dynamic properties of the
stimulus, that is the spatiotemporal pattern of textures. In the diagram, possible motion paths are
spatiotemporal (oblique) rows of elements. The arrows pointing to the left and right are examples of
motion paths to the left and right respectively. In the following description of the stimulus, we will
say that the neighboring elements in a motion path are spatiotemporally linked or 'matched'. Note
that the term 'matching' is used for the purpose of stimulus description only and that it does not refer
to a 'motion correspondence' computation.

When frame f, and frame fn+l were presented in succession, two matches between patches of
frame f,, and patches of frame f,+l were a priori possible. The first match is a homogeneous clockwise
match between patches of identical texture s separated by +22.5 deg (indicated in the diagram by the
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arrow pointing down and to the right). The second match is a heterogeneous counter-clockwise match
between patches of texture v and patches of texture s (-22.5 deg, indicated by the arrow pointing
down and to the left). Matches between frames fA and fn+2 are entirely ambiguous. Matches between
patches of frames f,, and fA+3 involve large temporal separations (400 msec) relative to the equivalent
matches between frames f, and f,,+l (133.3 msec). It has been shown that motion strength decreases
strongly and monotonically with temporal interval for intervals larger than approximately 30 ms (Burt
and Sperling, 1981; Werkhoven et al., 1991). Therefore, the matches between frames f,, and f,+3 are
unimportant for motion perception in these stimuli.

Scheme I displays contain homogeneous and heterogeneous motion paths in npposite directions. By
randomizing the direction of rotation, the directions of the two motion paths (although still opposite)
are randomized.

The annular pinwheel stimulus was used for various reasons. First, the motion stimulus was
presented at a constant eccentricity in the parafovea, and the effects of anisotropy of the retina were
averaged across equivalent areas of the visual field. Second, it was easier to maintain fixation so eye
movements were better controlled1 . Finally (with the use of circularly symmetric stimuli) a motion
path does not end at the boundaries of the display, avoiding edge effects.

2.1.2 Motion Competition Scheme II

Scheme II (used in Experiment 2) is equivalent to Scheme I, except that textures s ahd r are in-
terchanged. The motion stimulus and resulting motion paths for this experiment are sketched in
Fig. 2.

-- Figure 2 about here -

Although the heterogeneous motion path (between patches of texture s and v is identical to that
Of Scheme I. the homogeneous motion path is different from that of Scheme I. In Scheme II. the
homogeneous motion path consists of patches of texture r. The critical importance of the two scheme.
for our paradignm concerns the question of whether, when a particular s and r are chosen so that
motion paths are balanced in Scheme I. the paths will remain balanced when the same s and r are
used in Scheme II. From the subjects' point of view, however, there is no difference between the two
schtenes because, for any stimulus generated by Scheme I, an identical stimulus can be generated by
Scheme II. However, during the course of a session, when v is varied between trials, different families
of stimuli are generated by the two schemes.

1 Torsional eye-movements induced by the rotating annuli (cyclo-induction) were not controlled in our experiment.
Balliet and Nakayama (1978) reported the ability of extremely trained sjbjects to make stepwise eye torsions up to
rotations of approximately 26 degrees for large field stimuli (25-50 degrees of visual angle). However, we do not expect
torsional pursuit in our experimental conditions: small field stimuli, brief presentations, fast motion, unpredictable
motion direction, and ambiguous or near-threshold motion stimuli.
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2.2 Texture Stimuli

The textures used to characterize texture-defined motion are patches of sinusoidally modulated gratin s
that differ in spatial frequency and contrast. The grating patches were arranged in eight ectors of an
annulus (pinwheel) around the fixation point with the grating extending radially in each se'tor. T'v,
critical parameters that characterize a texture patch at a given location of the pinwheel are contrast
c and spatial frequency w. Within a location, grating orientation was always radial. The Dhase -y of

the grating was a random variable with a uniform distribution.
We use polar coordinates to further characterize the pinwheel. Let p be the polar angle of a point

in the image, and p be the distance to the origin (the center of the anrulus). Then the luminance
distribution at the point p, p in sector j of frame i is:

Li,(p, p) = Lo[1 + cij sin(2rr ,wjj + yi.)]. (1)

X\ define the mean spatial frequency wi j as the spatial frequency at mean radius r. The mean spatial
freq, 'ncy ,;i,, of a texture patch depends on 1 - on whether j is odd or even. That is, two spatial
frequencies. ,;,, ,, strictly alternate betwen adjacent patches on every frame of the display.

Within a trial, the contr -t (., of a sectc- i,j depended only on whether i and j were even or
odd. On odd frames, coj was chose:, as c, or co, according to wlterher the sector j was even or odd.

On even frames, sector contrast ce.j alternaird betwt,-n P and c. in Scheme I and between c, and 0 in
Scheme II. Between trials, ct, and w, were changed. 5ixteen values of contrast cv from 0 to 1 were used
increasing by s'eps of 0.0625: 0. 0.0625. 0.13 ... , 1. Spatial frequency w, was varied over a range of
throe, o(taves: 1.2, 2.5, 3.7, 4.3. .9. 5.6. 7.4 or 9.9 cpd. 'lc,0 n,,tr_,.t c, and spatial frequency w, of
tc 'ure s were constant throughout the experiment: c, = 0.5, -;, = 4.9 cpd.

- " phase %,j, 0 < jij < 27r, was chosen randomly and independently for every combination of i
aih, j, t!.a' is. ior every single patch. The phase randomization of every patch makes the motion of

the stimulus inaccessible to any first-order (Fourier-based) mechanism. Phase randomization insures
that motion mechanisms sensitive to correspondences in stimulus luminance were not systematically

engaged (Chubb and Sperling, 1988).

- Figure 3 about here --

Figure 3 shows an example of a series of frames for Scheme I. Texture s is a 'medium' frequency
grating and texture v is a 'low' frequency grating. The regions inside and outside the annulus (back-

ground) were uniform grey and had a luminance value (L 0 = 72 cd/m 2 ). Within the annulus' texture
patches the expected luminance value was equal to the background luminance.

2.3 Apparatus

The experiment was controlled by a IBM 386 PC compatible computer, driving a TrueVision AT-
Vista video graphics adapter. A 60 liz intec 1261L monitor with a P4-type phosphor was used to



3 EXPERIMENT 1: SCHEME I 16

display the stimuli. The screen dimensions were 21.8 x 14 cm (640 x 480 pixels; 12.3 x 8.0 deg visual
angle) 2 . We used a look-up table to linearize the monitor's luminance values with the gray values of
the computed stimulus patterns. The decay time to 10% and 1% intensity was about 1.3 and 6.2 msec
respectively which is shorter than the temporal properties of retinal processing (Farrell et al., 1990;
Sperling, 1971).

2.4 Subjects

Two subjects participated in the experiments: one of the authors (PW) and a colleague (JS). PW is
emmetropic. JS is myopic (-0.5 D) but was in focus for the viewing distance used. Both subjects were
experienced psychophysical observers. Natural pupils, binocular viewing, and spectacle corrections
were used throughout. Several naive subjects confirmed the main findings for the experiments.

2.5 Procedure

Subjects indicated the dominant motion path (counter-clockwise/clockwise) by pressing one of two
buttons. In both experiments, texture s (the standard texture) had contrast c, = 0.5 and spatial
frequency ws = 4.9 cpd. From trial-to-trial, the spatial frequency w, and contrast c, of texture v
was varied. The experiments determined the probability Pi(c,;w,) of perceptual dominance of the
heterogeneous motion path as a function of c, for certain wv using the method of constant stimuli.
The subscript i, i=1.2, indicates Experiment I with competition Scheme I (Fig. 1) or Experiment 2
with Scheme II (Fig. 2).

The probabilities PI(c.;,,) and P2(cvwv) are estimated by the fraction of perceptually dominant
heterogeneous motion paths out of 36 presentations. Spatial frequency wv was varied over a range of
three octaves: w, = 1.2. 2.5, 3.7, 4.3, 4.9. 5.6, 7.4 and 9.9 cpd. Within a session, contrast c, was varied
(pseudo-randomly from trial-to-trial; wv was varied only between sessions. For each spatial frequency

'. Experiments 1 and 2 were both conducted within one session.
Subjects viewed the stimuli in a room with dimmed background illumination.

3 Experiment 1: Scheme I

3.1 Results

By definition, the homogeneous path (consisting entirely of identical patches of texture s) does not
change in this experiment when texture v is varied (see Scheme I, Fig. 1). The strength of the
heterogeneous path, which is composed of alternate patches of textures s and v) is varied by varying
spatial frequency and contrast, w, and cv, of texture v. Figure 4 shows the probability P(c,;W) of

2 Due to the limited bandwidth of the video amplifier (30 MHz) of the monitor, an anisotropy was observed for the
average luminance of differently oriented textures that contain high spatial frequencies. Therefore, we only displayed the
pixels at column position m and row position n for which (m + n) was even. The other pixels were dark. Hence, vertical
and horizontal gratings share a common 'carrier' component. This procedure forfeits maximum luminance and resolution
in favor of eliminating anisotropy; the net resolution (320 x 240 pixels) was more than adequate for the displays.
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reporting the heterogeneous motion path as dominant as a function of the contrast c, of texture v.
Each panel shows P (ce; w,) for a different value of spatial frequency w,.

- Figure 4 about here -

The data show that the probability of reporting the heterogeneous path as dominant increases
monotonically from zero (for small c,) to one (for c, = 1) for all values of w, except the highest, where
the probability of heterogeneous motion dominance has only reached about 65% when c, = 1. A
remarkable feature of these data is that in all eight panels, the probability Pi(c,; w,) of heterogeneous
motion dominance exceeds 50% for sufficiently high contrast of c,.

The upper left panel of Fig. 4 shows data for a two octave difference between the spatial frequency
of texture s (w, = 4.9 cpd) and the spatial frequency of texture v (wV = 1.2 cpd). Heterogeneous
motion is perceived in 50% of the presentations when the contrast cV of texture v is approximately 0.2.
Note that at this balance point where both paths are equally likely, both the contrasts and the spatial
frequencies of textures s and v are markedly different. Once c, exceeds 0.5, the heterogeneous motion
path is dominant in 100% of the presentations. A 100% perceptual dominance of a heterogeneous
over a homogeneous path demonstrates that the similarity between the textures in a motion path
certainly is not essential for motion strength. Indeed, for sufficiently large cV, the heterogeneous path
is dominant over the homogeneous path for every combination of frequencies tested in Fig. 4.

The transition contrasts between heterogeneous and homogeneous motion occur where the curves
of Fig. 4 cross 50%. The transition contrasts occur at a wide range of different contrasts cV for different
spatial frequencies wV. Each P curve is well characterized by two parameters: the transition contrast
Il(w,) and the steepness at(w,) at the transition contrast (the subscript 1 indicates Scheme I). The

transition contrast Pi(w,) is defined as the contrast cV of texture v, necessary for balancing the motion
paths (such that Pl(c,;w,) = 50%), The steepness a1 (W,) is defined as the derivative
with respect to c, at the transition contrast.

To estimate transition contrast ti(w,) and steepness o1(wv), we selected 3 data points of each
probability curve around the transition contrast. Within this selected range, the curve was assumed
to be linear, and these data points were subject to a least square method of linear regression to estimate
the regression coefficients p1(w;) and al(w,,).

- Figure 5 about here -
31n principle, we selected the three data-points around the transition contrast (the crossing of the curves with the

50% guide line) that were closest to the 50% guide line. There were only two exceptions. First, at spatial frequency
w,, = 1.2 cpd, for subject PW, Experiment 2, we selected the data points with contrast c, = 0.19, 0.25 and 0.31 (to avoid
the low contrast values, for which Scheme II becomes ambiguous). Second, at spatial frequency w, = 2.5 cpd, for subject
JS, experiment I and II, we selected the data points with contrast c, = 0.38 and 0.5 (since we had no data points close

to the guide line).
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Estimates of ui(,) are shown in Fig. 5 as a function of the varied spatial frequency W, (open
circles). The transition contrast pi(wv) increases systematically with increasing spatial frequency ',

of texture v for both subjects. Together, the data of Figs. 4 and 5 indicate that the strength of the
heterogeneous motion path increases with increasing contrast c, but decreases with increasing spatial
frequency wV.

- Figure 6 about here -

Estimates of ao(w,) are shown in Fig. 6 as a function of the varied spatial frequency Lo (open
circles). The steepness ai(wv) of the probability curves at transition contrast Il(wv) decreases with
the spatial frequency w, of texture v. In the Model section we elaborates on this finding.

3.2 Discussion

3.2.1 A One-Dimensional Motion Computation

We found a metameric class of heterogeneous motion paths s - v that have a strength equal to the
homogeneous path s - s. For all patches v examined, we only had to adjust the contrast of v to make
path s - v match path s - s.

Consider the analogy of color matches in scotopic (dark-adapted) vision with metameric motion
matches. In scotopic vision, a patch of a standard wavelength (say, 500 nm, or any other visible
wavelength) can be matched to a patch of any other wavelength by adjusting the intensity of the
standard. Indeed, in scotopic vision, a patch composed of any combination of wavelengths can be
matched by a suitably chosen intensity of the standard. Intensity of the standard patch is obviously
a one-dimensional continuum. Because, any patch of any visible wavelength can be mapped into an
equivalent standard (e.g., 500 nm) intensity. scotopic 'color' vision is one-dimensional.

In our motion-from-texture experiments, the motion path of standard textures s plays the same
role as the standard wavelength in scotopic color vision. We obtained motion equivalence between the
)ath composed of standard textures s (frequency w8 = 4.9 cpd) and paths composed of textures s and
r (frequencies a:. ranging from 1.2 to 9.9 cpd). There was one difference, however, that does not change
tlie logic of the procedure but greatly improves it in practice. To obtain motion equivalence, we chose
to vary the contrast of path s - v rather than of the standard path s - s. Whereas varying the contrast
of ti texture (v) is not conceptually different than varying the contrast of the standard s, it has the
great experimental advantage of yielding a large class of stimuli (s - v paths with wv = 1.2.. .9.9
cpd) all of which are metamers. The stimuli span a two-dimensional space: spatial frequency and
contrast. The rnoticii-from-texture computation is one-dimensional because the subject can obtain
motion equivalence between any pair of stimuli by turning only one dial-the contrast of one of the
stimuli (the contrast of v).

The observed class of metamer motion paths implies a one-dimensional motion computation. That
is, whatever motion channels are involved in the motion computation, their collective result is rep-
resented by a single scalar! However, the required contrast values for the different textures v to
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balance the motion paths s - s and s - v, can still be determined by multiple channels, including other
energy-channels (multiple texture grabbers) or a secondary contribution of a correspondence-channel.

First, we will show that a single energy-channel is sufficient to model the results, found for Exper-
iment 1. Second, we will discuss how the effects of a possible correspondence-channel can be isolated,
using Scheme II.

3.2.2 Sufficiency of A Single Activity-Channel

In a single energy-channel, we assume that only one single type of texture grabber operates on the
input yielding an activity representation of the input. Motion strength is the result of a standard
motion analysis scheme applied to this activity representation. The motion strength of a path is
computed from the product of activity measures between successive patches along the path in space-
time. Motion strength of a heterogeneous path balances homogeneous motion strength when the
responses (activities) to textures v and s are equal. Differences in textural properties between elements
s and v are irrelevant as long as the activities are equal, just as, in scotopic vision, differences in
wavelength are irrelevant as long as the rod response is the same.

The results for Scheme I suggest an activity transformation that is a monotonically increasing
function of contrast and a monotonically decreasing function of spatial frequency. For example, to
balance the activity of texture s, with contrast c, and spatial frequency w, with a lower spatial
frequency texture v. (c.,wt,) requires a c,, < c,. This pattern of results suggests a single class of
texture grabbers consisting of a low-pass spatial filter followed by rectification.

We argued that a single energy-channel is sufficient to explain the results of Experiment 1. It is
important to note here. however, that our finding that heterogeneous motion can dominate homoge-
neous motion is also consistent with multi energy-channels, as will be shown in the Model section.
For example, the dominance of heterogeneous motion may well be the result of two independent
energy-channels, both favoring heterogeneous motion. To uniquely determine the number of channels
iivolved, we need the results for competiton scheme II together with a formal analysis (Model section).

3.2.3 Secondary Contributions of a Correspondence-Channel

In the discussion above, we argued that a single-channel model is sufficient to model the (con-
trast/frequency dependent) dominance of heterogeneous motion found for Scheme I. However. we
can not exclude a possible secondary effect of texture similarity based on this scheme. To motivate
Experiment 2, we need to elaborate on this argument.

Although motion perception may be dominated by a single energy-channel, there may yet be a
secondary contribution of a correspondence-channel.

The relative strength of the heterogeneous motion path would decrease as the differences between
the spatial frequencies and contrasts of successive patches of textures s and v increased. Suppose there
were a secondary contribution of a correspondence-channel, in Experiment 1, sensitive to difference,
between textures in either contrast or frequency. Because the correspondence-channel favors the
homogeneous path (by definition), motion balance requires v in the heterogeneous path to have a
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higher contrast c, to overcome the similarity in path s - s than if there were no correspondence-
channel. Thus, in Scheme I, a secondary correspondence effect would displace transition contrast
pl(wv) to higher values.

To test for a correspondence-channel, we introduce Scheme II in which s and v are interchanged
(see Fig. 2). If there were a correspondence effect, in Scheme II it would favor the v-v path and the
transition contrast 12(w,) would be shifted below pl(wv) for any texture v.

When the homogeneous and heterogeneous motion paths remain balanced after interchanging
textures s and v, this is called transition invariance. Transition invariance would imply that there is
no contribution of a correspondence-channel.

4 Experiment 2: Scheme II

4.1 Results

Figure 4 shows the probabilities P2(c,:w,) of the dominance of the heterogeneous motion path as a
function of the contrast cv of texture v for different spatial frequencies wv of texture v. The data
points for Scheme II are marked by a filled circle.

When cv. equals zero, the display is physically as well as perceptually ambiguous. A value of 507(
is shown for c,. = 0. though no data were collected at this point. By varying the contrast of texture v
in this experiment, the strength of both the heterogeneous motion path and the homogeneous motion
path are varied. As the contrast c, increases, the probability of heterogeneous motion dominance first
increases to a maximum, then decreases to zero for high contrast ct. On the whole, for contrasts above
0.1 or. in a few cases, 0.2, the Scheme I and Scheme II curves are mirror complementary. and seem to
cross at exactly P= 50%. That is. the two schemes produce remarkably similar transition contrasts.

To examine the correspondence between the data from Schemes I and II, some definitions are
needed. Let the transition contrast P2(Wv) be the contrast c, of texture v for which the motion paths
are balanced, and the probability of heterogeneous motion dominance P2(c,.;, ,) is 50%1 (the index
2 indicates Scheme II). The steepness at this transition contrast is 2(,.0,). The transition contrast
II2(,4) and steepness value a2(W,.) are estimated as p1 (- 1.) and al(w,,) in the previous section.

To compare the transition contrast p 2 (W ,) for Scheme II with transition contrast P1 (Lo,) for Scheme
I. they are presented together as a function of spatial frequency ,;. in Fig. 5. Transitions /12(.'r) are
presented with filled circles. As in Scheme I. the contrast p 2(wv.) of texture v. necessary for balancing
the motion paths, increases systematically with increasing spatial frequency La, of texture v. An
exception for both subjects are the transition contrasts for w, = 9.9 cpd.

To compare the steepness values a2(wv) for Scheme II with steepness values ai(w) (for Scheme I).
the absolute value of 02(w,) is shown as a function of the varied spatial frequency w, in Fig. 6 (using
filled circles). It should be noted that the estimation is not very accurate: the standard deviation
in the distribution of steepness coefficient ai(w,) is approximately 20%. However. like a1(W,.), the
steepness a2(w,) shows a tendency to decrease with increasing spatial frequency w,, of texture v.
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4.2 Discussion

4.2.1 Transition Invariance and Motion Metarners

It is immediately clear that, for most spatial frequencies w, of texture v, the transition contrast 2(Wt,)

is equal within measurement error to transition contrast pl(W;v) (see Fig. 5). In 14 of 16 cases, the
transition contrasts are invariant when the textures s and v are interchanged. This we call transition
invariance.

In two cases (the highest spatial frequency used - w, = 9.9 cpd- for both subjects), a small
difference between transition contrasts for Scheme I and II is observed. At the high spatial frequency
of v, the contrast of texture v necessary to balance the motion paths is slightly smaller for Scheme
II than for Scheme I. This shift in transition contrast suggests a small similarity effect (a small
contribution of a correspondence-channel). and was discussed in the discussion of Experiment 1.

Transition invariance implies that textures s and v (at transitions) are equivalent with respect to
motion precessing and can be interchanged in any motion path (Scheme I and Scheme II) without
affecting motion strength. This leads to the important conclusion that the metamery for motion paths
s - s. s - v and t - v transfers to the metamery of textures with respect to motion processing.

It is interesting to note that Green ( 1986, Fig. 7, p. 604) was unable to find a contrast that could
make a spatial frequency patch of 5.0 cpd into a motion metamer of a 1.7 cpd patch. We had no
difficulty in finding metamers between even more disparate spatial frequencies. However, our data in
Fig. 5 show that one of the two subjects would require the 5 cpd stimulus to have more than 2x the
contr:%st of the 1.7 cpd stimulus, and this is outside the range of contrasts that Green explored.

4.2.2 Necessity of a Single Acitivity-Channel

The general finding of motion metamery and transition invariance strongly constraints the possible
type of motion computations. First, the finding of a class of metameric motion paths indicates that the
motion computation is one-dimensional (see Discussion Experiment 1). That is. the motion channels
possibl] involved are combined and represented by a single scalar.

Second. transition invariance shows there is no secondary contribution of correspondence-channels
(see the discussion on this issue in Experiment 1). The effect that a patch of texture v has on the
strength of motion is independent of the other patches in the path. At a transition, the strength of
motion path s - v is equal to that of v - v and that of s - s, although a correspondence-channel would
yield stronger motion for the homogeneous paths.

The two constraints above leave us with a system of multiple energy-channels that must be com-
bined and represented by a single scalar representation (e.g., summation of energy-channels). In the
Model Section, we prove (under the assumption of channel summation) that if multiple energy-channels
were involved, the transition contrast would generally shift when the textures s and v are interchanged
in Schemes I and II. However, when motion perception is exclusively ruled by a single energy-channel
(the product of the activity of a single type of texture grabber), the transition contrast is invariant
when the textures s and v are interchanged. Hence, transition invariance uniquely supports a single
energy-channel.
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5 Experiment 3: Contrast Linearity

5.1 Motivation

In the above experiments, we have shown that the transition contrast pl(wv) increases systematically
with increasing spatial frequency w, of texture v for both subjects. The strength of the heteroge-
neous motion path in Scheme I increases monotonically with increasing contrast c, but decreases with
increasing spatial frequency wi,. In order to further specify the dependency of motion strength on
contrast, we performed an experiment similar to that described above using competition Scheme I.
and varied the contrast of texture s.

5.2 Results

We kept the frequency of textures s and v constant (+ = 4.8 cpd and w,', = 1.2 cpd) and measured
the transition contrast p, as a function of contrast c, (Scheme I). Transition contrast was estimated
from the psychometric curves using the method described earlier.

- Figure 7 about here -

Figure 7 shows the transition contrast p of texture r for three contrast values of texture s (c_ ,
0.50. 0.75 and 1.00) for three subjects. The data strongly suggest a linear dependence of the transition
contrast of texture ' on the contrast of texture s. The solid lines are the best fits (minimizing the
sum of squares). accounting for at least 97/7 of the variance for each subject.

5.3 Discussion

We showed that the transition contrast of texture v needed to balance the motion path s - v with
the motion path .s - s varied linearly with the contrast of texture s. This dependency is easily

accommodated in a model where the texture grabber is linear in the contrast of the texture. In fact.
one can easily show that contrast linearity follows directly from the linear data under the assumption

that the texture grabber is a separable function of spatial frequency and contrast. A linear (low-pass)

spatial frequency filter is a simple example of such a separable filter characteristic.

6 Model

6.1 Summary of Model Constraints

\e used the analogy with colorimetry and some general assumptions about the possible motion com-
putations involved to reach the conclusion that texture-from-motion strength is ruled by a single

energy-channel. We summarize our reasoning.
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We discriminate two classes of motion computations: energy-channels and correspondence-channEls.
yielding different metrics for the strength of a motion path. Consider, a heterogeneous motion path
composed of patches of texture s and v. The strength of an energy-channel for an s - v path is
determined by the product of the activity of texture s and that of v. The activity of a texture is the
output of some nonlinear transformatior, (texture grabber) that maps texture into a scalar. Activity-
channels are insensitive to differences in textural properties and allow heterogeneous motion paths
s - v to dominate over homogeneous paths. By definition, the strength of a correspondence-channel

is determined by the similarity of the textural properties of textures s and v. That is, homogeneous
paths s - s and v - v dominate heterogeneous paths s - v.

In theory, multiple channels of each type may be involved in a motion computation yielding a
motion strength vector representation of arbitrary dimensionality. However, the experimental results
impose the following constraints. First, the class of metameric motion paths in both Scheme I and
Scheme II indicate that the computation is one-dimensional. Second, the invariance of transitions for
Scheme I and Scheme II exclude correspondence-channels. This leaves us with a system of multiple
energy-channels, that combine into a single scalar representation of motion strength.

Although we have shown that a single energy-channel is sufficient to model the data, we promised a
proof for the necessity of a single energy-channel. This proof is based on the inconsistency of multipl,
energy-channels with transition invariance. We assume a system of multiple energy-channels that
lina(rly combine to represent motion strength (summation of energy-channels). Such a system would
result in different transitions for Scheme I and 1I. The proof is given and discussed in the Appendix.

6.2 The Activity Channel

In this section, we derive the characteristics of the single energy-channel. This energy-channel consists
of two stages. The first stage is the nonlinear transformation (texture grabber). The simplest version
of a texture grabber is a spatiotemporal linear filter followed by rectification (see Chubb and Sperling.

1989). The output of this first stage (the texture activity) is fed into the second stage: standard
motion analysis. Stages one and two are sketched in Fig. 8.

Figure 8 about here -

6.2.1 Stage 1: Texture Grabbers

It is now well-established (See review by Shapley and Enroth-Cugell, 1984), that early retinal gain-

control mechanisms pass not stimulus luminance, but rather a signal approximating stimulus contrast.
the normalized deviation of stimulus luminance from its local average. We assume that the spatiotem-

poral filters of stage 1 operate on stimulus contrast.
The output magnitude of these filters varies over the visual field, depending on what textures

happen to populate these regions. The cutput of a linear filter to a texture is variable and dependents
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on the local phase of the texture. The purpose of rectification is to transform regions of highly
variable response into regions of high average value, thus insuring that the rectified output registers
the presence or absence of texture, independent of phase. Examples of rectification are half-wave
rectification (setting negative values to zero) and full-wave rectification (anything that is symmetric
with respect to input sign, such as absolute value or squaring).

The output of Stage-1 is called activity. The resulting transformation (accomplished by stage 1)
yields a spatiotemporal function whose value reflects the local texture preferences of the stage 1 filter
in the visual field as a function of time (see also Bergen and Adelson, 1988; Caelli, 1985). The activity
transformation of the texture grabber depends on the contrast c and spatial frequency w of the textures
involved.

In Experiment 3, we have shown that texture activity is linear in texture contrast. This is accom-
modated by a spatial filter that is linear in stimulus contrast. We can further characterize the spatial
filter characteristics by the amplitude of its Fourier transform: F(w). We assume that rectification is
an absolute value operation. Thus, after rectification, the activity transformation T is proportional to
c and to F(w):

T(c,.o) = cF(,,) . (2)

This texture activity T is fed into the second (motion analysis) stage.

6.2.2 Stage 2: Standard Motion Analysis

The second stage (standard motion analysis) is a coincidence detector: it computes the product of
the delayed activity at Location 1 with the current activity at Location 2 (van Santen and Sperling.
19-S-1). The output of the second stage corresponds to motion strength.

To simplify the computation in the model, we assume that the first-stage spatiotemporal filter is
space-time separable. Indeed. space-time separability seems to be the rule in apparent motion (Burt
and Sperling. 1981; van de Grind et aL.. 1986)4. Given space-time separability, we can ignore the
temporal component of filtering because temporal patterns were not varied in our stimuli.

We proceed as follows. The perceived direction of motion is considered to be the outcome of a
competition in motion strength between motion paths. Within a path the strength of motion between
a patch of texture v and a patch of texture s is determined by the product of the activities of the first
stage. We assume that the strengths of detectors for all paths are additive in the final motion percept,
an(l adopt a linear combination model (Dosher et al., 1986). Additive internal noise determines the
shape of the psychometric functions for motion direction as a function of contrast.

'It is reasonable to consider that the linear filter in the texture grabber may itself be composed as a weighted sum
of many filters, i.e., filters that also are in the processing path for first-order motion (e.g., Burr et al., 1991). A linear
filter composed as the sum of component filters would be space-time separable if each of its component filters were
s; -time separable and had the same temporal function, independent of spatial scale. This seems to be the case in
n n ,t processing (Burt and Sperling, 1981; van de Grind et al., 1986).
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Consider the strength model with respect to competition Scheme I (Fig. 1). In one direction there
is a homogeneous motion path containing patches of identical texture s. In the opposite direction.
there is a heterogeneous motion path containing patches of different textures s and v. For sine wave
stimuli, a half- Reichardt model (simple product) is equivalent to the whole Reichardt model (difference
of products) (van Santen and Sperling, 1985), so we need to consider just a simple product rule.

The strength of the heterogeneous motion path is:

S1,he(Cv,Wv,cs,Ws) = cvF(w,)cF(w ). (3)

The motion strength SI,h, for the homogeneous motion path is equal to:

Sl.ho(C.,w,8 ) = -cSF 2(w8 ) (4)

(strength in the opposite direction has o-,posite sign).
Linear combination of both c(-- .,ents with equal weights yields a net motion strength D1 in the

direction of the heterogeneous ;'.

I(c.vw,. c.s) = Si,he(Cv,,,., cs,W,3 ) + Slh.(C8 ,,.'). (5)

Response variabili'y across trials is due to additive internal noise which is assumed to be distributed as
a standard normal density function with mean 0 and standard deviation A (Fig. 8). A linear addition
of noise yield- the internal decision variable i which has a normal distribution N with mean D and
standard dcviation A.

According to signal detection theory (Green and Swets, 1966) the probability P of heterogeneous
motion dominance is:

P=(c, P(i > 0) = 1 ] (Di(c,wv, cs,w,),A) di. (6)

Substituting motion strengths (Expressions 3 and 4) into the additive linear combination (Expres-
sion 5) and then substituting (Expression 5) into the noise-driven decision process (Expr. 6) yields:

1 j N([cF(wv)c.F(w,) - cF 2(wA)], A) di, (7)

for the probability of heterogeneous motion dominance for Scheme I (Fig. 1).
Similar reasoning yields the net motion strength D2 and the probability P2(c,; w,) of heterogen..ous

motion dominance in Scheme II (see Fig. 2):
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D 2 (cv,W, ca,Ws) = S2,he(Cv,Wv,Ca, Ws) + S2,ho(cs, ws) (8)

= cF(w,)c,F(w,) - cvF 2(w,) (9)

and

1 [ 22
P2 (cv; wv) - N([cF(wv)csF(ws) - CF (wV)], A) di (10)

This model predicts the transition and steepness at transitions of the probability curves for both
the experiments.

6.3 Predictions for Scheme I

For different spatial frequencies wv of texture v, we measured the probability P(cv;w,) of heteroge-
neous motion dominance as a function of the contrast cv of texture v. Our model predicts that the
probability P1 of heterogeneous motion dominance is an error function of the net motion strength D
(see Equation 6). In this experiment, the net motion strength D1 is linear in ci,. Hence, we expect an
error function for the probability function P(c,;w') as a function of c, (see Equation 7).

6.3.1 Transition Contrast

The transition contrast pjl(w ) is defined as the contrast c, of texture v at which the probability of
heterogeneous motion dominance P, (c; w,) is 50% for a given spatial frequency wv of texture v. Hence.
for c, = ptl(w 1,). the strength of the heterogeneous and homogeneous motion paths are balanced and
we have Sl,he = Si.ho or (see Expressions 3 and 4):

pj(,;,,)F(,) = cF(w ) =t,(1

where K is a constant equal to the activity of standard texture s. texture. If F(w,.) is a low-pass filter.
p/(&'; ) will be a monotonically increasing function of,,;, (as supported by our experiments):

PI(Wv) = KF- 1 (w,). (12)

6.3.2 Steepness

The steepness a, (wv) is defined as the derivative of P(c,,;w) with respect to c, at transition contrast

a, (WV) = -,Pl(CV;WV)1CV=p,(,W ) - v r ~ v.(13)1
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Thus, the steepness a, (w,) is expected to decrease as a function of the spatial frequency w, for low-pass
filters (as supported by our experiments).

In conclusion we expect error functions for the probability P, (c,; Lo,) of heterogeneous motion dom-
inance as a function of contrast c, with (a) a transition contrast pl(wv) that is inversely proportional
with F(w ) and (b) a steepness c'l(w,) that is proportional with F(w,). If we have low-pass filters.
F(w,,) decreases monotonically with spatial frequency w,.

6.4 Predictions for Scheme II
For different spatial frequencies w, of texture v, we measured the probability P2(c,;w,) of heteroge-
neous motion dominance as a function of the contrast cv of texture v. P2(cv;WV) is an error function
of D2 (see Equation 10). However, for Scheme II (unlike for Scheme I) D2 is not linear with the varied
contrast c1, of texture r. As we increase the contrast cv of texture v, D2 shows a quadratic dependence
on c,. Therefore, we do not expect an error function for P2(c;WV).

If contrast c. of texture v is zero, the probability of heterogeneous motion dominance P2 will be
.50'/ (the motion stimulus is purely ambiguous!). Starting at cv = 0, it first increases linearly with c,..
is maximal for c,. = cF(";s)/[2F(w.)], and decreases again with further increases of c,. Obviously.
there may exist a contrast c, = P2 (between the 'optimal' contrast, that yields a maximal D. and a
very high contrast, that yields a negative D) for which P2 = 507,.

Analogous to the derivation in the previous section, one can find the analytic expressions for the
transition P2(W.) and steepness a2(11;,,) of the probability curves for Scheme 11. The expressions for the
transition contrasts are equal: P2(,V) = p1 (,v,). The expressions for the steepness of the transitions
for Scheme I and II differ only in sign: a2(,1,.) = -CI(Lev).

6.5 The Texture Grabber

We can simply find the Fourier transform F(,;) of the low-pass filter from the reciprocal transition
/ -( ) (see Expression 12) an(] from the steepness ai(w,) as a function of spatial frequency C, (see

x ression 13).
The reciprocal transition contrasts are expected to be proportional to the function F(,,:,). Esti-

mates of the reciprocal transition contrasts p- 1 (o,;) are shown in Fig. 9.

- Figure 9 about here -

From the reciprocal transitions in Fig. 9, it follows that F(w) is a low-pass filter in the range of
frequencies examined.

The model predicts that the steepness of the probability function is proportional with the function
F(,,,) and inversely proportional with ,X (the strength of the internal noise). Thus, unlike the transition
contrast, the steepness is biased by the internal noise contribution. If the relative strength is constant
and independent of the spatial frequency and contrast of the patches of texture involved, the steepness
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a,(wv) is expected to be proportional with F(w,). Estimates of ai(w,) are shown in Fig. 6. The

steepness shows a tendency to decrease with increasing spatial frequency. However, we find some
non-monotonicity, in particular for higher spatial frequencies. This may reflect a certain variability of

the internal noise for different spatial frequencies.

7 Experiment 4: Perceived Contrast

We have discussed texture grabbers and motion analysis in terms of objective contrast of patches of
texture. The experiments implied that the activity of the texture grabber increases monotonically

with objective contrast and decreases monotonically with spatial frequency. An interesting question is

whether this relation is consistent with the subjective contrast of static gratings as a function of spatial
frequency. In other words, is the activity of a texture grabber simply proportional to the subjective

contrast?
To answer this question, we performed a contrast discrimination experiment.

7.1 Method

In a two interval presentation subjects looked at an annulus containing either gratings s or r. In one

interval we showed an annulus of gratings s (see frame f2 of Fig. 1), with fixed contrast c, = 0.5
and fixed spatial frequency ,, = -1.9 cpd. In the other interval we showed an annulus of gratings v

(see frame f2 of Fig. 2). with contrast ct, and spatial frequency w,,. The order of presentation of the

intervals was randomized. Each annulus was shown for 133 ins (which is equal to the frame display
time in the motion stimulus). The intervals were separated by a time interval of 133 ms in which the

screen was uniforni with background luminance. Apparatus, viewing conditions, and other aspects
were identical to the motion experiment

7.2 Procedure

The task of the subject was to indicate the interval that contained the patches of grating with the

highest contrast. We measured the probability Pc(c,;o,.) that observers judge the grating r as the
grating with the highest contrast as a function of the objective contrast c,, of grating r. In the contrast

matching experinient, we examined two spatial frequencies: Lo,, = 1.2 cpd. and , = 7.4 cpd of grating

c. iese were the lowest and highest spatial frequencies for which we found transition invariance in

our motion experiment. From these probability curves, we estimated the matching contrast of grating
v for which the perceived contrast of grating s and v was equal. The precise estimation of the matching

contrast was analogous to the estimation of transition contrast in the motion competition experiments.

7.3 Results

- Figure 10 about here -
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In Fig. 10, we show the probabilities of judging the contrast of grating v higher than that of grating
s (with c, = 0.5) as a function of objective contrast c, (filled circles). For all conditions and subjects.
the perceived contrast of texture v increases monotonically with its objective contrast c,. The contrast
ct. where the curve crosses the 50% guide line is the matching contrast. For a 'low' spatial frequency
grating t, (wo, = 1.2 cpd), we find that the perceived contrasts of s and v are matched when c, = 0.47
for subject PW and c, = 0.44 for JS. This matching contrast is close to the objective contrast c, = 0.5
of grating s. For a 'high' spatial frequency grating v (w, = 7.4 cpd), the matching contrasts are
c, = 0.54 for PW and c, = 0.53 for JS.

For comparison of the matching contrast with the transition contrast in the motion experiments.
we have also shown the probabilities to perceive heterogeneous motion using Scheme I as a function
of c,. in the corresponding panels.

7.4 Discussion

Interestingly, the matching contrasts for low and high spatial frequency gratings are approximately
equal to the objective contrast of grating s, for the range of contrasts and spatial frequencies of grating
r examined. That is, perceived contrast does not depend on spatial frequency. However, the contrast
of grating v for balancing the motion paths when w = 1.2 cpd for Scheme I was: C, = 0.22 for
subjct PW and c,, = 0.36 for JS. Obviously, at the transition contrast for the motion experiment, the
perceived contrast of grating s and v are markedly different. That is, the activities of the grating v
are matched even when both spatial frequency and perceived contrast are different from grating s. In
conclusion. activity can not be a function that depends solely on perceived contrast.

8 Experiment 5: Dichoptic Presentations

8.1 Motivation

We have succesfully modeled the strength of motion-from-texture in terms of a texture grabber followed
by stanidard motion analysis. Standard motion analysis is a type of motion computation that is not
sensitive to correspondences in textural features. An interesting property of standard motion analysis
is that the neural substrate for such a process is organised so as to require successive stimulation to
the same eve. When monocular motion information is not available to the observer standard motion
analysis fails.

The motion system that extracts information of both eyes (when motion is presented dichoptically)
can be classified as a correspondence-channel. For example, Pantle and Picciano (1976) studied ap-

parent motion with a three dot stimulus and reported element movement for monocular and binocular
presentation, but group movement for dichoptic presentation. The group movement suggests a rep-
resentation of features or shapes precedes the extraction of motion. Also, Georgeson and Shackleton

(1989) showed that drifting square-wave gratings with missing fundamental (MF) moved backwards
while presented monocularly (following the third harmonic) but moved forwards when presented di-
choptically. They suggested that the perceived direction of dichoptic apparent motion was consistent
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with a system that combines information across spatial frequency channels to identify local features
and then tracks the location of corresponding features over time.

Following the above reasoning, the motion system for dichoptic presentations would be sensitive to
the similarity of the textures involved. Thus, the contribution of what we call correspondence-channels
might be more pronounced when our competition schemes are presented dichoptically (sofar viewing
has been binocular in our experiments). We tested our energy-channel model for both dichoptical
and monocular presentations of our motion stimuli. This test may also locate the motion extraction
process involved in our stimuli in terms of different levels in the visual nervous system (before or after
the sites of binocular combination).

8.2 Results

The ambiguous motion competition schemes I and II can be presented dichoptically in two different
modes. In the first mode, the odd frames are presented in one eye and the even frames in the other.
In this way, the spatiotemporal stimulus is purely ambiguous in each eye. Both the heterogeneous and
the homogeneous paths are processed by dichoptic mechanisms. In this mode, dichoptic mechanisms
are not competing with monocular mechanisms.

In the second mode, the patches of one texture type are presented in one eye and the patches of
the second type of texture in the other eye. In this way the homogeneous motion path (textures s
for Scheme I) is presented in one eye, while the textures v in the other eye form a purely ambiguous
stimulus. In this mode, dichoptic mechanisms processing the heterogeneous path have to compete
wit h monocular mechanisms processing the homogeneous path.

We determined the psychometric functions for both competition schemes for a condition where the
texture s and v differ two octaves in spatial frequency ( w, = 4.9 cpd and w. = 1.2 cpd) for subject
P\W. The binocular results were presented in top-left panel of Fig. 4. As discussed for Experiment 1
aind! 2. a difference between the transition contrasts it, and p2 indicates the involvement of additional
(correspondence) channels. The results for monocular presentation were identical (within measurement
error) to the results for binocular presentation. For both conditions, we find transition invariance:
i = Ip2 ; 0.2.

The results for both modes of dichoplic presentation were very similar to those for binocular pre-
sentation. That is. dicloptic presentation yields psychometric functions for Scheme I and II similar to
those for binocular presentation. For adequate contrast c, heterogeneous motion dominated homoge-
neous motion for both modes of dichoptic presentation suggesting the dominance of an energy-channel
even when monocular motion information was absent. However, the contribution of a correspondence-
channel is noticable for dicoptic presentations, transition invariance no longer holds. We found it, ; 0.2
and 112 ; 0.1 for both modes of dichoptic presentation.

8.3 Discussion

Motion perception between patches of non-similar texture is easily perceived for both modes of dichop-
tic presentation (as predicted by our energy-channel). Even in the second mode. where a dichoptic
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heterogeneous motion path competes with a monocular homogeneous path, heterogeneous motion can
easily dominate for small contrast of texture v (e.g., c,, > 0.2 for Scheme I). These results suggest
that dichoptic processing of our motion stimuli is dominated by the same mechanisms as monocular
processing and that motion strength is not predicted by the similarity between textural features such
as spatial frequency.

However, although dichoptic presentation leaves transition contrast y for Scheme I unaffected,
transition P2 for Scheme II decreases. This difference from the binocular results indicates a significant
contribution of other channels when monocular information for the heterogeneous path is ambiguous.
A more detailed investigation might be useful.

9 General Discussion

9.1 Fallacy of Correspondence Matching

The experiments presented in this paper provide cogent evidence that texture similarity is not relevant
to the texture-from-motion computation (within the range of spatiotemporal parameters varied in this
experiment). As ai.. example it was shown that motion between patches of texture that differ by two
octaves in spatial frequency and a factor of two in contrast can be stronger than motion between
patches of identical texture.

The correspondence matching metaphore to explain visual processes in several visual domains
seems to have lost predictive power. Correspondence matching fails to explain the dominance of
(1) heterogeneous motion paths composed of textures that differ in spatial frequency and contrast
(this paper), (2) heterogeneous motion paths composed of elements that differ in size, orientation and
luminance (Werkhoven 0 al., 1990a,1990b), and (3) stereoscopic matches between elements that differ
in size and luminance (Gulick and Lawson, 1976).

The visual motion system does not seem to be designed to establish correspondence between similar
features in a motion sequence. This should not come as a surprise given the inherent difficulties in
designing correspondence matching mechanisms. Such mechanisms would look for 'similar features'
in 'successive' time samples of the spatiotemporal stimulus. However. what constitutes a feature, and
how strict should similarity be taken?

Recently developed stimulus (motion) energy models for motion extraction bypass the correspon-
dence problem and are more likely candidates for the kind of visual processing early in the visual system
(Adelson and Bergen, 1985; Heeger, 1992). The energy-channel described in this paper is equivalent
to such an motion energy computation, applied to a nonlinear transformation of the stimulus, (van
Santen and Sperling, 1984).

9.2 Contrast and Motion

In Experiment 3, we showed that the transition contrast of texture v needed to balance the motion
path s - v with the motion path s - s varies linearly with the contrast of texture s. In the context of our
model, this means that the activity of a texture grabber is approximately linear in texture contrast.
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In fact, we find linearity even for high contrasts in the range of 50% to 100%. As a consequence of
this contrast linearity, motion strength varies linear with the contrast of each of the texture inputs.
That is, the strength of motion between two textures with identical texture contrast is quadratic with
this contrast. Approximate contrast linearity of the input lines for standard motion analysis was also
found for experiments with spatiotemporal modulations of luminance Werkhoven et al. (1990b).

It should be noted, that the linear contrast dependency is at odds with the contrast thresholds
for motion direction discrimination reported by Nakayama and Silverman (1985). They measured the
smallest phase shift (yielding threshold direction discrimination performance) of sinusoidal gratings
as a function of grating contrast. The smallest phase shift yielding threshold performance leveled off
for grating contrasts exceeding 5%. They interpreted their finding in terms of a contrast saturation
function. However, their results are open to a different interpretation in which the minimum phase
shift is limited by other (spatial) properties of the motion extraction mechanism leaving the contrast
dependency unknown.

9.3 A Shared Motion Analysis Stage?

An intriguing question is how mechanisms for the extraction of motion carried by the spatiotemporal
modulation of luminance relate to those for extracting motion carried by the spatiotemporal modula-
tion of texture type. To discriminate both mechanisms we have to compare the characteristics of the
perception of both motion types. For example, Turano and Pantle (1989) studied velocity discrimina-
tion performance for both types of motion stimuli and showed similar discrimination characteristics.
Their results support the hypothesis of a higher order (motion analysis) mechanism that accepts input
from both the luminance-domain as well as texture-domain.

A shared motion analysis stage for the two types of motion is also supported by our finding that
strength of motion-from-texture is ruled by the same metric as motion in the luminance domain.
Motion strength is the covariance (or product) of local activities. This activity is simply the lumi-
nance itself when the motion is carried by luminance (van Santen and Sperling, 1985) or a nonlinear
transformation of the luminance pattern for motion-from-texture (this paper).

In conclusion, the extraction of motion from the spatiotemporal modulations of luminance and
that of texture type seems to be mediated by a shared standard motion analysis stage. However.
additional experiments with different paradigms may weaken this idea. For example, Mather (1991)
showed that both motion types produce motion after effects, but that the duration of the aftereffects
were significantly different.

9.4 Transitivity and Additivity

Under the assumption of standard motion analysis and channel summation, the metamery of motion
paths s - v showed in this paper implies that the corresponding patches of texture v are metamer
with s with respect to motion processing. That is, all textures v of this metameric class yield identical
motion strength when embedded in a motion path s - v.

Metamery yields two strong predictions. First, metamery predicts transitivity: if textures a and
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b are metamer with s, then a is metamer with b. Second, metamery predicts additivity: if textures a
and b are metamer with s, then any linear combination aa + fb (with a + / = 1) is metamer with s.

These predictions have not yet been tested.

9.5 Motion Transparency

The energy-channel proposed in this paper computes the difference between left and rightward motion.
This implies that motion transparency (the simultaneous detection of left and rightward motion) is not
readily accommodated in this model. Because the motion analysis component of the energy-channel
is a Reichardt-correlator, the motion energy of the left and rightward motion path are no explicit
intermediate results). However, occasionally, observers reported transparency for stimuli that were
nearly balanced.

Adelson and Bergen (1985) addressed this issue by pointing out that although their energy detector
was functionally equivalent to correlation detector, the intermediate results are not. Specifically. the
energy of left and rightward motion are explicit intermediate results in energy detectors, but not in
correlation detectors (the output of a half Reichardt-correlator is the half-phase opponent energy!).
Although our conclusions do not depend on the specific choice of motion model, a further study of
transparency in this context might reveal the specific type of detector involved.

9.6 Extension of the Parameter Space

It is important to remember that we have shown the one-dimensionality of the motion-from-texture
computation only with respect to parallel sinewave patches that differ in spatial frequency and con-
trast. Chubb and Sperling (1991) found that motion-from-texture could be carried by differences in
spatial orientation, although differences in orientation did not produce as vigorous motion as did differ-
ences in spatial frequency. This observation indicates that orientation (and possibly other properties)
are relevant to motion-from-texture. It would be interesting to determine the dimensionality of the
computation for a larger class of stimuli.

Although motion strength at a 'frame time' r of 8/60 sec is exclusively determined by the product
of activities, we can not exclude that effects of texture similarity are stronger at longer frame time.
In fact, the temporal frequency of texture modulation in our experiments is 1.9 Hz (one cycle consists
of four frames of 133 Ins each). At slower temporal frequencies, the processing time for the textures
increases, perhaps enabling more elaborate 'texture grabber' filters or correspondence-channels to
contribute to motion strength.

Effects of other properties (e.g., orientation) and temporal parameters are currently under inves-
tigation.
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11 Appendix: Multiple Activity Channels and Transition Invari-
ance

11.1 A System of Multiple Activity-channels

We propose a multi-channel model (multiple energy-channels) for computing the strength of motion-
from-texture. The model consists of two stages, as shown in Fig. 11.

- Figure 11 about here -

11.1.1 Stimulus Transformation: Texture Grabbers

Stage 1 consists of n types of texture grabbers-where each type of texture grabber i is described by
nonlinear spatiotemporal transformations Ti, i = 1 ... n, of the optical input. Each transformation

yields a spatiotemporal function T,(p, t) whose value reflects the local texture preferences of the Stage
1 filters in the visual field as a function of position ip and time t. (We use o for the position of a texture
grabber because, in our essentially one-dimensional stimulus, the texture position is determined by
the angle .) The output of these texture grabbers is called activity. The n different transformations
Ti of Stage 1 transform the optical input into n activity reprcsentations.

11.1.2 Motion Detection

Stage 2 is a set of motion detectors. For specificity, but without loss of generality (see van Santen and

Sperling, 1985; Chubb and Sperling, 1988, 1991) we adopt Reichardt's scheme for standard motion
analysis (Reichardt. 1961) which consists of two oppositely tuned coincidence detectors. Motion
detectors operate on the outputs of the texture grabbers. Each type of texture grabber (transformation
T,) has its own, unique set of motion detectors. A transformation Ti together with its motion detectors
is called a motion channel i).

A coincidence detector performs a multiplication operation on the current activity Ti(:. t) at
position : at time t and the (delayed) activity T,(; - Ay-. - At) at position - A and time I - At.

tience, the output of the coincidence detector is: Ti(p - A(pt - At)T,(.p,t). The outputs of two
coincidence detectors tuned to identical velocities but opposite directions are subtracted to yield a net
motion strength Di(p, t):

Di(p,t) = T,(p - Ap,t - At)Tj( ,t) - Ti(p- A',t)T,(V,t - At). (14)

Channel i has a positive output for motion in the direction of positive P and a negative output for
motion in the opposite direction.
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11.1.3 Summation

In a one-dimensional motion computation, the outputs of a system of energy-channels described above
(represented in a n dimensional channel space) are essentially mapped to a single (decision) dimension:
the final net motion strength. This mapping maps a n - 1 dimensional manifold in the channel space
to a single point in the one-dimensional decision space (final motion strength). For example, channel
summation maps a planar surface in the channel space to zero final motion strength (for Scheme I).
For other combination rules than summation, other (non-planar) surfaces will map to zero final motion
strength. However, when we assume that this mapping is continuous and differentiable, these true
manifolds are in first order approximated by a planar surface for small channel signals at transition
points. Channel summation is a sufficient first order combination rule.

Summation of channels Di yields net motion strength D:

n

D((p, t) = D&,t). (15)
t=1

11.2 Predictions for Competition Schemes

We apply the multi-channel computation to competition schemes I and II (see Fig. 1 and Fig. 2.
Consider first Scheme I. The heterogeneous path is the motion between texture s (at time t - At and
position - Ac:) and texture v (at time t and position p). Let Ti,, be the activity of texture grabber
T, for texture s, and Ti, the activity of texture grabber T for texture v. The output of channel i for
this path is the product of the delayed activity Tj, of texture s and the current activity Ti, of texture
r. For simplicity, we will use the vector notation:(T1, T1

T2,,, T2,t,

T. and Tv= . (16)

The vectors T and Tf are the activity vectors of textures s and v respectively. An activity vector
represents the activity of a texture in the n-dimensional transformation space (T-space) defined by
transformations T1 ... T,.

For Scheme I, the motion strengths SI,h, summed over all channels for the heterogeneous path can
be written as the vector product:

n
S,,h = T. , = Tv Ti,,T,,,,. (17)
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We have arbitrarily assigned a positive sign to motion strength in this direction. Motion in the oppo: }t+
direction has a negative sign (see Equation 14). The output of channel i for the homogeneous path
(between textures s) is the squared output of transformation Ti,,. The motion strength She of the
homogeneous path is (after summing all channels) is:

S1,ho = -T,. o. (18)

Adding Equations (6) and (7) gives the net motion strength D, in the direction of the heterogeneous
path for Scheme I:

D1 = T, • [T, - T,]. (19)

Analogously, the net motion strength D2 in the direction of the heterogeneous path for Scheme II
is:

D 2 = Tv-[T- T,1. (20)

11.3 Transitions: Scheme I

At a transition for Scheme I, the net motion strength D, is zero:

D= T . [T, - ] 0. (21)

There exists an (n - 1)-dimensional plane of fT, vectors in T-space for which the motion strength of
the heterogeneous and homogeneous motion paths are balanced (the vectors f , for which the difference
vector T', - are orthogonal to vector f).

Figure 12 about here -

Iti fact, the solution space is even more constrained than shown in Fig. 12a. Let each texture grabber
be a function of m textural properties. If we consider the m-parameter space that characterize our
textures and an n-dimensional T-space, than the parameter space is mapped on a m-dimensional
surface in T-space. Possible solutions are the intersections of this surface with the solution plane.

Consider, for example, a two-dimensional T-space (a two-channel motion computation). The
vectors T in T-space that satisfy Equation 21 for a certain vector T must end on the dashed guide
line in Fig. 12a. Unless all transformations Ti are identical, each vector f, of this solution will
project back to a unique point (texture) in our parameter space. Thus. the activity vectors that yield
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balanced motion strength for a particular texture s, are described by a curve in the parameter space
(e.g., frequency/contrast space in our experiments).

It should be noted in passing, that the net heterogeneous motion strength D1 = T • [ - T,] can
be positive. Hence, even in a multi-channel computation, the strength of the heterogeneous motion
path can dominate.

11.4 Transitions: Scheme II

Similarly, at a transition for Scheme II (Fig. 2), the net motion strength D2 is zero:

D2 = T. [ T[ - fT,] = 0. (22)

The (n - 1)-dimensional solution of T vectors in T-space for which the motion strength of the
heterogeneous and homogeneous motion paths are balanced is not a plane. For example. we consider
again the two-dimensional T-space. The vectors T,, in T-space that satisfy Equation 22 for a certain
vector T, end on a circle containing T, (see Fig. 12b). Again we will find a one-dimensional solution
in the parameter space. However. it will differ from the solution for Scheme I, when T-space is
two-dimensional (or higher dimensional).

11.5 Transition Invariance

Using only the result for Scheme I, we cannot discriminate between a single-channel(n = 1) and multi-
channl computations (n > 1): either single- or multi-channel computations might yield solutions to
Equation 21. To resolve the issue, we need the constraint of transition invariance.

Transition invariance means that once the motion strength of the heterogeneous path and that of
the homogeneous motion path are balanced for a particular pair of textures s and v for Scheme I. this
balance is not disturbed by interchanging the textures s and v (yielding Scheme II). We now show
that transit ion invariance is inconsistent with a multi-channel computation.

The transitions are invariant iff the activity vector T .simultaneously satisfies Equations 21 and
22. Because the difference vector T, - f 1. is always in the plane defined by vector T and vector T1.
the only vector T, that satisfies both equations is f. = T.

Vector T,. is equal to vector T, iff each transformation 7 involved in the motion computation has
an equal output for both textures v and s:

Ti18 = T., (i = 1...n). (23)

Equation 23 represents a very strong constraint for the ensemble of transformations that might be
involved in a nulti-channel computation. Every transformation T must have an iso-activity contour

as a function of all textural properties (e.g., frequency-contrast space) that contains both the activity
of texture s and that of texture v. Furthermore, transition invariance holds for different texture
pairs (.;. v); the iso-activity contours of each transformation Ti must be identical for all these pairs.
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Figure 1: Motion competition Scheme I. At the left side: A series of frames (fl, f2,-..)

is shown successively in time (for details see Section 'Method'). The first frame (fl)
contains an annulus of patches of alternated texture type s and - at regular positions

drawn against a uniform background. The annulus has an inner radius of r, = 1.04

degrees of visual angle, and an outer radius of r2 = 2.08 deg. The patches of texture

s and texture v are spatially contiguous and alternate within the annulus. Since the
annulus contains 8 patches, each patch has a width of 45 degrees. Angular position V
is measured clock-wise with respect to the vertical.
The second frame (f2) is similar to frame fl, except that the low frequent patches of
texture v are now replaced by a uniform patch of background luminance. Furthermore,

f2 is rotated (clockwise) around the center of the annulus over an angle of 22.5 degrees
with respect to frame fl. In a sequence of frames, frame fA+2 is identical to frame f,
, except for a rotation around the center over an angle of 45 degrees (clockwise).
At the right side: Angular positions V is along the horizontal axis. Patches of texture s

and v are shown at their angular positions for frames f1 . . f4 yielding rows of patches.

The top row of patches s and v corresponds to frame fl. The second row of patches s
corresponds to frame f2. Hence, time (or frame number) is along the vertical axis.

When frame f, and frame fn+l are presented in succession, two motion, paths are a

priori likely. A homogeneous motion path: clockwise matches (C\', between patches of

identical texture s (indicated by the arrow pointing down and right). A heterogeneous
motion path: counter-clockwise (CCW) matches between patches of texture a and

patches of texture v (indicated by the arrow pointing down and left).
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Figure 3: An example of the ambiguous motion display (as sketched in Fig. I). Frames
fl, 2, f3, and f4 (containing the patches of textures) are shown in (a), (b), (c) and (d)
respectively. For this example, textures s and v differ only in their spatial frequency:
the spatial frequency of texture s is two octaves higher than that of texture v.
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Figure 4: Probability P(c,; w,) of the dominance of a heterogeneous motion path over
a homogeneous motion path is shown as a function of the contrast c, of texture v for
different spatial frequencies w, of texture v for two subjects. Open circles represent
the probability PI(cv;w,) for Scheme I (Fig. 1), filled circles P2(cV;WV) for Scheme II
(Fig. 2). The horizontal dashed guide line indicates a 50% probability of heterogeneous
motion dominance.
The contrast c, and spatial frequency w, of texture s is the same for all panels: c, = 0.5
and w. = 4.9 c/deg. (a) Subject PW; (b) subject JS.
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Figure 5: Transition contrasts p(w) as a function of spatial frequency w,. Open circles
for Scheme 1. Filled circles for Scheme 11. The vertical dashed line indicates the spatial
frequency of texture : w, = 4.9 c/deg. The horizontal dashed guide line indicates the
contrast of texture s: c, = 0.5.
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Figure 6: Steepness values ci(w,) as a function of spatial frequency w,. Open circles
for Scheme I. Filled circles for Scheme II. (Note that to facilitate comparison absolute
values are given!). The vertical dashed guide line indicates the spatial frequency of
texture s: w, = 4.9 c/deg.
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c, of texture a. The spatial frequency w, was 4. 9 cpd, and w,, was 1. 2 cpd.
Competition Scheme I was used. Circles: subject JS5. Squares: subject PH'.
The solid lines show the best linear fit (minimizing the sum of the squared
deviations).



motion pathsLiI

texture grabbers F F

in in

G G
standard motion delay

analysis delay_

x %

linear S e +  noise + Sh

combination She + ho

decision left right

-I+

Figures Diagram of a single channel motion computation. First stimulus contrast
is extracted followed by a linear spatial filter F and rectification. The spatial filter
together with the rectification is called 'texture grabber' (the first stage). The output

of the texture grabber is called activity. The second stage (standard motion analysis)

is basically a coincidence detector: it computes the product of the delayed activity at
location I with the current activity at location 2. Response variability across trials
is due to internal noise which is modeled by an additive noise having a standard nor-

mal dellhly function with mean 0 and standard deviation 1. The heterogeneous path
is domiiin1 t whenever the net motion strength in the direction of the heterogeneous
motion lihlh (after adding noise) is positive (decision stage).



/ PW Js

In In)

SE

C C#)w
o 0o C)

oC.• I -- -- ----- ----- ---- -0-- ------------
o 0

0r 0.

a: a:

0 0

I I I Ii

0 2 4 6 8 10 0 2 4 6 8 10

Spatial Frequency, w-v (c/deg) Spatial Frequency, wv (c/deg)

Figure Reciprocal transitions I' 1(w,) as a function of spatial frequency we,. Open
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indicates the contrast of texture s: c, = 0.5. The solid line curve is the mean of
the reciprocal transitions. In terms of the model, this curve shows the amplitude of
the Fourier transform of the spatial filter F(w) of the texture grabber involved (see
Equation 13).
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Figure 10 Results of the perceived contrast experiment. Observers compared the
contrast of a grating v (spatial frequency w, and contrast c,) with the contrast of

texture s (c, = 0.5,w, = 4.9 c/deg). Shown are the probabilities Pc for judging the

contrast of v higher than that of 8 (filled circles). The matching contrast for texture v
is the crossing of the curve with the dashed 50% line.

To compare the matching contrast with the transition contrast in the motion experi-
ment, we have shown the probabilities PI(c,) for Scheme I (open circles).
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Figure 11 Multi-channel motion computation. The first stage consists of n independent
transformations Ti (the texture grabbers). Transformation Ti is a non-linear transfor-
mation (e.g., spatial filtering followed by rectification). The output of each transforma-
tion is called an activity representation of the optical input. Standard motion analysis
(M) is applied to each of the activity representations of the input. Finally the motion
strength is summed across the different channels.
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Figure .'Solutions for transitions (path equality) in a two-dimensional T-space. Each
texture in a motion path is processed by different texture grabbers. Vector fl represents
the activity of texture v in T-space, vector f. that of s. The collection of activity vectors
7 that satisfy the constraints for path equality are given by the thin line in (a) for
Scheme I and by a thin circle in (b) for Scheme II.



A

Visual Processing of Optic Acceleration

Peter Werkhoven 1 , Herman P. Snippe2 and Alexander Toet

Institute for Perception TNO,
Kampweg 5, 3769 DE Soesterberg,

The Netherlands

May 14, 1992

(PREPRINT - Subm. for publ. Vision Research, Feb 11 1992 )

Present address: New York University, Department of Psychology and Center for Neural Science, 6
Washington Place, New York, New York 10003, U.S.A.

Future address (as of May 15, 1992): Utrecht Biophysics Research Institute (UBI), Buys Ballot Laboratory,
Utrecht University, Princetonplein 5, 3584 CC, Utrecht. The Netherlands.

2 Present address: Utrecht Biophysics Research Institute (UBI), Buys Ballot Laboratory, Utrecht University,

Princetonplein 5, 3584 CC, Utrecht, The Netherlands.



2

Abstract

We present data on the human sensitivity to optic acceleration, i.e., temporal modu-
lations of the speed and direction of moving objects. Modulation thresholds are measured
as a function of modulation frequency and speed for different periodical velocity vector
modulation functions using a localized target.

Evidence is presented that human detection of velocity vector modulations is not directly
based on the acceleration signal (the temporal derivative of the velocity vector modulation).
Instead, modulation detection is accurately described by a two stage model: a low-pass
temporal filter transformation of the true velocity vector modulation followed by a variance
detection stage.

A functional description of the first stage is a second order low-pass temporal filter
having a characteristic time constant of 40 ms. In effect, the temporal low-pass filter is
an integration of the velocity vector modulation within a temporal window of 100-140 ms.
A non-trivial link of this low-pass filter stage to the temporal characteristics of standard
motion detection mechanisms will be discussed.

Velocity vector modulations are detected in the second stage, whenever the variance
of the filtered velocity vector exceeds a certain threshold variance in either the speed or
direction dimension. The threshold standard deviations for this variance detection stage
are estimated to be 17% for speed modulations and 9% for motion direction modulations.
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Introduction

Man is capable of interacting successfully with complex dynamic environments. This ability is
due primarily to powerful neural mechanisms that have evolved to process optical motion in-
formation (see Nakayama, 1985b for a survey). Therefore motion perception has been studied
extensively. Psychophysical research has shown that the human visual system contains highly
sensitive motion extraction mechanisms (DeBruyn and Orban, 1988; McKee, 1981; Werkhoven
and Koenderink, 1991) that map spatiotemporal image structure into explicit motion informa-
tion (e.g., velocity and direction).

Motion perception has traditionally been studied using spatiotemporal invariant (uniform)
motion stimuli. Relatively few studies have aimed at the human sensitivity to the spatiotempo-
ral structure of motion fields or velocity vector modulations. Although previous studies helped
to define methods and stimuli, none of them allowed definitive statements concerning human
sensitivity to acceleration or mechanisms for detecting higher derivatives of motion (Regan et
al., 1986). This scarcity of studies is surprising, since in natural vision, optical motion on the
retina is generally varying in both space and time even if environmental objects move at a
constant speed and direction. Structured motion fields are not just an inevitable burden for
our visual system. In fact, it has been shown that the spatial structure (Koenderink, 1986)
and temporal structure (Arnspang, 1988) of optical motion fields are of major importance to
the visual agent and are closely related to egornotion and 3D shape extraction.

The study presented here focuses on the human sensitivity to temporal velocity vector
modulations, that is, the ability to detect temporal variations in speed or direction (called
optic acceleration).

The Paradigm

A fundamental and intriguing question to be answered is: Does the human visual system
contain specific acceleration detectors? In other words, do human observers directly assess the
optic acceleration of a moving object (the temporal derirative of the velocity vector function)
or do they indirectly infer optic acceleration from variations in the perceived velocity along its
trajectory (by sampling velocities at different times)?

This question strongly resembles a classic debate in the study of uniform motion perception:
Are human observers able to directly sense optical motion, or do they infer motion indirectly
from the variance in object position over time? Nakayama and Tyler (1981) have answered the
latter question using a target with a periodically (sinusoidally) modulated position in time.
They measured modulation threshold amplitudes as a function of the frequency (inverse period)
of the position modulation function. They argued that modulation threshold amplitudes would
be independent of the modulation frequency when motion was inferred from the variance in
position. However, when motion was assessed directly (e.g., the temporal derivative of the
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position modulation function) threshold modulation amplitudes were expected to decrease
with increasing modulation frequency.

For low modulation frequencies (< 2 Hz), Nakayama and Tyler found strong experimental

support for a direct assessment of motion. Modulation thresholds did not show an invariance
when expressed in terms of displacement. For higher frequencies (> 2 Hz), Nakayama and

Tyler found deviations from the expected dependence of modulation thresholds on frequency,
presumably as a consequence of some finite temporal integration of the motion signal in the

human motion system.
To examine optic acceleration, we adopt this elegant paradigm used by Nakayama and

Tyler substituting velocity modulations for position modulations. That is, we use a target
with a velocity vector modulated in time around a certain mean velocity vector and measure

threshold amplitudes for the detection of velocity vector modulations as a function of the mod-

ulation frequency. We study velocity vector modulations both in the direction of the velocity
vector (speed modulation) and orthogonal to the velocity vector (direction modulation). In-
variant modulation thresholds as a function of modulation frequency would indicate an indirect

detection of motion modulation or optic acceleration.

General Stimulus Considerations

The choice of an adequate stimulus to be used in a study on motion modulation detection is
not trivial. It is important to design the modulation detection experiment such that detection

cannot take place outside the motion system in other dimensions than speed or direction.

In the following we list a few considerations regarding some widely used stimuli in motion

experiments.

Sine Ware Gratings
Sinewave luminance gratings are a powerful tool for studying linear systems and also for

studying motion perception. However, the use of moving sine wave gratings leads to several

problems. First, local speed and local temporal frequency are inherently confounded. As a
resuit. a speed modulation of a moving sine wave grating might be detected outside the motion
system as a local modulation of stimulus temporal frequency. For example, a detector with a

spatiotemporal separable response function, thus not tuned to speed at all, would be sufficient.

Second, with a one-dimensional spatial pattern, such as a sine wave grating, it is not at all
obvious how one could study motion direction modulations. Third, moving sine wave gratings

allow extensive spatial integration by the motion detection system. This property makes all

spatially extended moving patterns especially unattractive to study spatially local modulations
in speed or direction. Fourth, spatially extended moving patterns inherently stimulate motion

detectors at a range of eccentricities. Thus, a study of motion sensitivity as a function of

eccentricity cannot be specific.

Random Pixel Arrays
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Another visual stimulus often used in studies on motion perception is a random pixel array
or 'Julesz pattern' (Julesz, 1971). An important property of a Julesz pattern is that its power
spectrum is flat. Therefore, a moving Julesz pattern with a modulated speed function would
not yield the temporal frequency cue discussed above. However, human sensitivity to temporal
modulations is limited by the flicker fusion frequency. As a result of this cut-off frequency for
temporal modulations, the sensed energy of a moving Julesz pattern decreases when speed
increases. That is, when speed increases, an increasing proportion of the spectral components
of the moving pattern would yield temporal frequencies beyond the fusion frequency, thus
conceivably reducing the apparent contrast of the stimulus. Thus, speed modulation for Julesz
patterns may provide the observer with an apparent contrast modulation as a cue.

Furthermore, Julesz patterns are spatially extended. Hence, they yield similar problems
for the study of motion modulations as discussed above for sine wave gratings.

Localized Targets
We have discussed a few extraneous cues associated with spatially extended stimuli. Many

of these problems are circumvented when using strongly localized targets, such as dots. A
moving dot allows for the study of local motion perception (restricted spatial integration)
and for the control of eccentricity of presentation. Furthermore, local temporal frequency
modulation is not a cue for motion modulation detection.

However, an increase in dot speed can yield an increase in apparent spatial stimulus extent
(if the visual system integrates the stimulus over a fixed window in time), and also a decrease
in apparent contrast (if the visual system integrates the stimulus over a fixed window in space).
To get some grip on the possible contributions of these extraneous cues, we studied motion
modulation sensitivity using moving dot targets and blob targets (spatially blurred dots).

Methods

Method Speed Modulations

This section describes the method for our study on the human sensitivity to temporal modu-
lations of motio] speed.

Stimulus Specifications
The stimulus consisted of a moving luminous dot (well above detection threshold) of 1 mm

diameter. The dot projected on the screen of a CRT was blurred by a sheet of diffusing material
which was placed directly in front of the CRT screen. We estimate the standard deviation of the
resulting isotropic luminance 'blob' at 1.5 cm, thus its full width at half maximum (FWHM) at
about 3-4 cm. The dot moved horizontally across the screen at a variable (modulated) speed
from the leftmost point to the rightmost point of a horizontal trajectory across a distance
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do. This single left-to-right motion is called a sweep (the distance do is the sweep-length).
When it reached the right end on its trajectory, the dot returned to the far left position on the
trajectory and continued its motion (the next sweep). The time to finish one sweep is called
the sweep-time (to). At a viewing distance dr, the average dot speed vo was:

vo = to1 arctan(do/d.). (1)

One motion stimulus presentation consisted of 4 sweeps. Thus, the presentation time was 4t0 .
The dot speed was modulated in time yielding a non-uniform periodic speed function v,(t) with
modulation frequency w. Speed modulation functions v.(t) were either periodic (symmetric)
triangular functions A(t) or periodic block functions 11(t) (see Fig. 1). The amplitude dv_ of
the modulation functions was varied but was always smaller than the average speed vo, such
that the dot speed was always positive. The phase of the periodic modulation function at the
start of the stimulus presentation was randomized.

- Figure 1 about here -

In addition to the moving dot, we also provided the observer with a stationary fixation
dot (a green LED), placed at a distance equal to the sweep-length do above the center of the
horizontal trajectory, thus making eccentricity of presentation (c) about equal to the length of
the trajectory of the moving dot. The sweep-time for a particular experiment was taken to be
such that one sweep contained a few cycles of the speed modulation. Hence, for low temporal
modulation frequencies examined, a longer sweep-time was required. The parameters as set in
the different modulation experiments are specified in separate parameter tables in the Result
section.

In the main experiments, speed covaried with the eccentricity of the moving dot. To study
the effects of eccentricity and speed independently, we ran two control experiments. In one,
we varied eccentricity but kept the viewing distance constant. In the second, we varied speed
but kept eccentricity constant.

Apparatus
Tt'- need modulation functions were generated by manipulating the position of the beam

of a liP 1321A high speed graphic display (P31 phosphor).
The beam produced a 1 mm diameter luminous dot on the screen (well above detection

threshold). A Wavetek 185, 5 MHz, function generator produced a saw-tooth horizontal posi-
tion signal x(t), as a function of time t, which was fed into the X-channel of the HP 1321A.
The horizontal position of the dot was linear with this signal. Hence, the dot moved from
left to right across the screen until the saw-tooth reached its maximum (finishing one sweep),
at which point it returned (invisible) to the far left and started to traverse the screen again
(the next sweep). The amplitude of x(t) (and thus the sweep-length) across the screen was
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constant. For a constant period A of this saw-tooth signal in time, the dot crossed the screen
at a constant speed, determined by the temporal derivative of x(t), and thus proportional with
the reciprocal period 1/A of x(t). The reciprocal period 1/A of x(t) (and thus the dot speed)
was modulated in time by a periodic modulation function v.(t) with (modulation) frequency w
(using a HP 3325A synthesizer function generator). The modulation function v,(t) was either
a triangular function A(t) or a block function IH(t) (see Fig. 1). Speed modulation v.(t) varied
around an average speed vo with an amplitude dv, (see Fig. 1). This set-up allowed easy
adjustment of the average speed, amplitude and frequency of the speed modulation function.

The Importance of Visual Fixation
Pilot experiments showed that visual fixation during modulation detection experiments is

critical. Observers reported to have no difficulties in detecting modulations when tracking
the moving dot for conditions where detection failed under visual fixation. Obviously, pursuit
eye movements facilitate modulation detection. It is well-known that the pursuit system is
quite slow (cut-off frequency at about 1 Hz). For speed modulation frequencies higher than
1 Hz, observers could not follow the exact speed modulation, but might track the dot at its
average speed. The actual speed modulation would then become apparent as a displacement
in the retinal coordinate frame. Thus, allowing the observers to track the dot would provide
them with a displacement cue, resulting in modulation detection outside the motion system.
In order to eliminate this cue, visual fixation is crucial.

Note that in much of the older literature (e.g., Hick, 1950), but also in more recent literature
(Burr et al.. 19S6) no mention of the observers fixation condition is made.

Procedural Information
Speed modulation thresholds were measured in a modulation detcction experiment. In one

session. observers viewed 18 stimulus presentations of a modulated speed function v(t) (with
an average speed i'o and a modulation amplitude dv.) and 18 presentations of a unmodulated
(uniform) speed function (having a constant speed vo). The order of presentation for these
36 trials in a session was randomized, as was the phase of the modulation function for the
trials that contained the speed modulation. The task of the observers was to indicate for each
stimulus presentation whether they perceived a modulated or an unmodulated motion in time.

Usually 4-5 sessions with different adequately chosen modulation amplitudes were sufficient
to determine the speed modulation detection threshold by data interpolation. We defined the
speed modulation threshold 11", as the relative modulation amplitude dv,/vo at threshold
performance (yielding 80% correct answers). Measurements were performed binocularly with
natural pupils in a darkened room. No feedback was provided in either experiment.

In one of the control experiments we studied speed discrimination using the present experi-
mental set-up. In a session for speed discrimination , observers viewed uniform speed functions
with a constant speed that was either higher (vo + dvz) or lower (v0 - dv.) than the average
speed vo of the ensemble of presentations. Observers indicated whether the perceived speed
was high or low. Before a session started, the motion stimuh were shown on request to build
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an internal representation of the high and low speeds. The procedure for determining speed
discrimination thresholds was otherwise similar to the procedure for the modulation detection
experiment.

Subjects
Five subjects with normal or corrected-to-normal vision participated in the experiments.

Three subjects, HS, PW, and AT are authors of this paper and had foreknowledge of the
design, and are experienced observers in psychophysical experiments involving optic motion.
The results of these main subjects are presented. The general findings were confirmed by two
naive subjects, working on an hourly fee. There was no obvious correlation between subject
experience and threshold values.

Method Direction Modulations

This section describes the method for experiments on direction modulation detection.

Stimulus
Similar to speed modulation functions, the direction modulation functions were generated

by manipulating the position of the beam of the HP 1321A high speed graphic display. However,
for direction modulation functions, both the horizontal and vertical position of the dot were
manipulated.

The time dependent horizontal position x(t) of the dot (the X-channel of the HP 1321A)
was driven by a liP 3325A synthesiser function generator. This generator produced a saw-tooth
signal x(t) with a period A that determined the sweeptime to and an amplitude that determined
the sweep-length do. For this direction modulation experiment, the period and amplitude of
x(t) were constant during a stimulus presentation, resulting in a constant horizontal speed
r'(1) = v0 = do/to.

The time dependent vertical position y(t) of the dot (the Y-channel of the HP 1321A) was
driven by Wavetek 185 function generator. The y(t) signal determined the direction modula-
tion. The position functions y(t) were periodic with frequency w. The vertical speed function
t',(t) was simply the temporal derivative of vertical position y(t). Thus, the modulation fre-
quency was u;. The average vertical speed was zero. The amplitude of the vertical speed
modulation function v,(t) is written as dvy,. As a result, the speed of motion v(t) of the dot
was:

v(t)-vo 1+ (t. (2)

For a small vertical speed vy(t) relative to the horizontal speed vo (vy(t) < vo), the average
speed was approximately constant (v(t) 2z vo). The direction O(t) of motion as a function of
time t is approximately linear in vy(t) when vy(t) < v0 :
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0(t) = arctan( -) - . (3)
V0  VO

The average motion direction 00 in all experiments was horizontal: 00 = 0. The amplitude of
the direction modulation function 0(t) is dO = arctan(dvy/vo).

Triangular position functions y(t) = A(t) resulted in block shaped direction modulation
functions 0(t) = I(t). Sinusoidal functions y(t) = fl(t) resulted in sinusoidal direction mod-
ulations 0(t) = Q(t) (integrated y(t) functions), but shifted a phase 7r/2 backwards in time.
Finally, block wave position functions y(t) = 11(t) resulted in pulse shaped direction modula-
tion functions 0(t) = 6(t). An illustration of these position modulation functions and resulting
direction modulation functions is shown in Fig. 1.

Procedure
The procedure was identical to the procedure for speed modulation detection experiments.

Observers indicated for each motion stimulus whether the motion was modulated (non uniform)
or not. Two main observers participated in the direction modulation experiments (HS and AT).
Two naive subjects confirmed the findings for the main subjects.

Modulation direction thresholds are defined as the direction modulation amplitude dO yield-
ing threshold performance (807 correct answers).

Speed Modulation Detection

Speed Modulation Detection Dependence on Modulation Frequency

Rcsults
Speed modulation detection thresholds IW, as a function of modulation frequency w for two

different speed modulation functions and different speeds vo are presented in Fig. 2.

- Figure 2 about here -

The parameter settings for different average dot speeds vo are listed in Table 1.

- Table 1 about here -
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Since the data were very similar for the three main observers (PW, HS and AT), we averaged
modulation detection thresholds W,, for this presentation. The modulation thresholds of Fig. 2
are presented as (relative) speed modulation thresholds (speed modulation Weber fractions
W, = dv.,/v 0 ). Triangular symbols indicate the triangular speed modulation function A(t) and
square symbols indicate the block modulation function 1(t). Open symbols indicate that the
moving target was blob like. Closed symbols indicate dot targets.

Consider triangular modulation functions. For low modulation frequencies (W < 2 Hz)
speed modulation thresholds for very different conditions (1 deg/s dot targets at 0.25, 0.5
and 1 Hz, 1.7 deg/s blob targets at 1 and 2 Hz, and 15 deg/s blob targets at 2 Hz) are
identical within measurement error (approximately 32%). This suggests that speed modulation
detection thresholds at low frequencies are constant and independent of frequency, speed and
target shape. However, speed modulation detection threshold values do depend on the shape
of the modulation function used. Thresholds for the triangular speed modulation functions
A(t) are approximately a factor 1.8 higher (averaged over speeds, modulation frequencies and
subiects) than the thresholds (17%) for the block modulation function 11(t).

At high modulation frequencies (w > 2 Hz) the speed modulation thresholds in Fig. 2 rise
strongly with increasing modulation frequency for both triangular and block shaped modula-
tion functions.

Discussio,,: Threshold Invariance at Low Modulation Frequencies
The fr-quency independence of modulation thresholds for low modulation frequencies strongly

supports tOe hypothesis that modulation detection is based on the magnitude of the speed mod-
ulation signal. The modulation magnitude is independent of modulation frequency. A detection
mechanisia based on the difference in maximum and minimum speeds of the speed modulation
function i indeed expected to yield constant thresholds, independent of modulation frequency.

The ii, variance of thresholds for low frequencies rules out the hypothesis that speed modula-
tion deter ion is based on the magnitude of the optic acceleration signal. The optic acceleration
signal is the temporal derivative of the speed modulation signal. Hence, its magnitude is linear
with the iodulation frequency. Therefore, a detection based on the acceleration magnitude is
expected o improve with increasing modulation frequency. A hypothetical acceleration detec-
tor (requi. ing a constant acceleration threshold for detection) would yield a hyperbolic (inverse
linear) derease of speed modulation threshold in Fig. 2, which is not supported by the data.

The low frequency plateau in Fig. 2 rules out another hypothesis saying that observers
base detection on the spatial ezcur-ions of the moving dot with respect to its average path
(i.e., the path of constant speed vo). According to this hypothesis, the speed modulations
are detected whenever the excursions exceed a certain excursion threshold. The magnitude
of the spatial excursion is the temporal integral of the speed signal and is linear with speed
and with the period of temporal modulation. Thus, the 'excursion' hypothesis predicts that
speed modulation thresholds decrease with decreasing modulation frequency. This prediction
is inconsistent with the finding that thresholds are constant for low modulation frequencies
(see Fig. 2).
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In conclusion, the threshold invariance at low modulation frequencies strongly support the
view that human speed modulation detection is based on the speed signal itself (the relative
magnitude dv./vo of the speed modulation function v(t)), and not on the temporal integral of
v(t) (position), or the temporal derivative of v(t) (acceleration).

Discussion: Low-pass Temporal Filtering at High Frequencies
At high modulation frequencies (w > 2 Hz) the speed modulation thresholds in Fig. 2

rise strongly with increasing modulation frequency. Apparently, the magnitude of the mod-
ulation function is reduced at high frequencies. Phenomenologically this can be understood
by assuming that human speed modulation detection is based on a temporally blurred (low
pass filtered) version of the true (physical) speed function. A temporal low-pass filtering of
the modulation function reduces the energy of high frequency modulation functions yielding
increased thresholds amplitudes.

In the Model Section, we elaborate on a two-stage modulation detection model. The
first stage consists of a nth order low-pass temporal filter operating on the speed modulation
function. The second stage is decision stage based on the filtered modulation signal of stage
one. The parameters that specify the first (temporal filter) stage and the second (decision)
stage are derived based on data presented here and in the following sections.

Discussion: Wave Forms
At a given modulation frequency, thresholds for triangular speed modulation functions are

a factor 1.8 higher than the thresholds for the block modulation functions. At high modulation
frequencies, this finding can be understood by considering the fundamental low-pass character-
istic of the modulation detection threshold functions obtained. We estimate that for frequencies
w > 2 Itz only the fundamental frequency is passed through, even at 100% modulation depth
(note that because of the symmetry of the modulation functions used, only the odd harmonics
are present). This ratio of 1.8 for the relative thresholds of triangular and block modulation
functions is in reasonable agreement with the ratio 7r/2 z 1.6 of the amplitudes of the funda-
mental frequencies of the two modulation functions. The fact that the fundamental frequency
component dominates the percept is supported by informal and introspective reports of our
observers. They reported not to be able to discriminate the temporal pattern of block and
triangular modulation functions with equal apparent modulation depth at frequencies higher
than 2 Hz, whereas they were able to perform such a discrimination for the 1 Hz modulation.
A further study of this issue may be of interest.

At low modulation frequencies (e.g., 1 Hz) however, the dependence of thresholds on the
form of the modulation function cannot be understood by considering low-pass temporal fil-
tering, because at these modulation frequencies this filter is fast enough to follow the physical
speed function. For low modulation frequencies, the filtered speed modulation signal will pass
through the temporal filter unaffected for both triangular and block modulation functions.
This observation reveals information about the type of detection that operates on the low-pass
filtered modulation function. It strongly suggests that the modulation detection cannot be
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based simply on the amplitude (or peak) of the modulation function (yielding equal thresholds
for triangular and block modulation functions).

In the Model Section we show that this apparent discrepancy can be resolved by (1) taking
into account the effects of probability summation on peak detection (note that a block modu-
lation function spends much more time at large, near threshold, excursions than a triangular
modulation function), or (2) by assuming a variance detection of the filtered speed signal in-
stead of a peak detection. Note that a block wave modulation function has a variance three
times that of a triangular wave of the same amplitude. Hence, the amplitude (modulation
depth) of the triangular function has to be Vf = 1.7 times that of the block function for
threshold performance in a variance detector.

Discussion: Blob Targets versus Dot Targets
We argued in the introduction that speed modulations are confounded with changes in

the spatiotemporal power spectrum yielding an ;.pparent contrast cue for speed modulation
detection. Also, the perceived spatial structure might change with speed. For example, a dot
at constant speed might be perceived as a horizontal bar for high frequency speed modulations.
However, the correspondence of speed modulation thresholds for luminous dots and blurred
blobs (see Fig. 2) (at 1 Hz for the triangular modulation function) shows that the exact spatial
structure (or frequency spectrum) of the stimuli is not critical for the value of the low-frequency
speed modulation Weber-fraction.

Speed Modulation Detection v. Speed Discrimination

Motivation
The threshold amplitudes (;17%X) for the block modulation functions (open squares in

Fig. 2) are in excellent agreement with recent data reported by Snowden and Braddick (1991)
obtained for speed modulated random dot patterns.

Perhaps surprisingly, however, thresholds for speed modulation detection are much higher
(typically a factor 3-4) than thresholds found in speed discrimination experiments (DeBruyn
and Orban, 19SS: McKee, 1981). Unfortunately, speed discrimination thresholds are often
dependent on the specific experimental conditions. In order to compare modulation detection
with discrimination thresholds, we performed a speed discrimination experiment using the
same experimental set-up as for modulation detection. Observers had to indicate whether the
perceived speed of a uniformly moving dot was high (vo + dvy) or low (vo + dv.). As for
modulation detection thresholds, speed discrimination thresholds are expressed relative to the
average speed: 1E' = dv7 /vo.

Results
We measured two speed discrimination thresholds at different presentation times of the

motion stimulus. Each uniform motion stimulus in our two-interval discrimination experiment
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was shown for an interval duration T = 125 ms or T = 1000 ms. The corresponding thresholds
are shown in Fig. 2 ('+' symbols) at their 'equivalent' temporal frequencies w = 1/(2T). This
facilitates a comparison of discrimination thresholds with modulation detection thresholds at
frequency w for which each speed interval of the modulation function was shown for 1/(2w) s.

Results (see '+' symbols in Fig. 2) show that speed discrimination thresholds (6%) are
indeed much lower than speed modulation detection thresholds (17% for block wave modulation
functions). The 6% speed discrimination thresholds were independent of presentation time.

Discussion
At the longest presentation time each uniform speed was shown 1000 ms in the speed

discrimination experiment, yielding a 6% threshold. It is interesting to compare this 6%
speed discrimination threshold with the 17% speed modulation threshold for block modulation
functions at 0.5 Hz modulation frequency. For a block shaped modulation function at this
frequency, the presentation time of each speed interval of the block function was also 1000 ms.
Thus, although the different speeds in both experiments were presented at equal (long) time
intervals, the thresholds are markedly different.

The high thresholds for modulation detection may be a consequence of a fundamental
problem observers have in segmenting the modulated motion stimulus into high and low speed
intervals when speed itself is the only segmentation cue, as originally proposed by Snowden
and Braddick (1991). However, we propose an alternative explanation (as discussed in detail
in the Model and General Discussion sections): High thresholds for modulation detection may
be caused by the uncertainty (of observers) about the phase of the speed modulation function.

The Cut-off Frequency Dependence on Speed

MVotivation

The cut-off frequency ;c('vo) is defined as the modulation frequency yielding threshold
detection performance (80% correct answers) for a given average speed ro and modulation
amplitude dvr. The data in Figure 2 suggest that this cut-off frequency is a function of speed.
For example. for the lowest speed tested (1.7 deg/s). modulation detoctioii thresholds increase
somewhat faster for increasing modulation frequenicy (c.g.. at 4 lz than the threshold for an
average speed of 15 deg/s.

To study this issue further, we measured cut-off frequencies fo. range of average
speeds v0 . To facilitate a comparison of our data with the cut-off frequ'-;-; for random dot
patterns used in the experiment of Snowden and Braddick (1991 ). we r,-- -ed the diffusing
screen yielding a luminous dot as a target. The spatial power spectra of do* ,. rgets and random
dot patterns are comparable.

Results
We measured cut-off frequencies Wc(vo) for a wide range of average speeds vo by measuring
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the percentage of correct responses as a function of modulation frequency at modulation depth
dv, = 100% for the triangular speed modulation function A(t). The speeds and corresponding
parameter settings are listed in Table 2. It should be noted that target speed was varied by
varying the viewing distance d, (although for two conditions the sweep-length do was slightly
adjusted).

- Table 2 about here -

The closed symbols in Figure 3 are cut-off frequencies for dot targets and show a clear
increase of cut-off frequency with stimulus speed.

- Figure 3 about here -

Open symbols are cut-off frequencies for blob targets and are extrapolated from the thresholds
for triangular modulation functions in Fig. 2 using a temporal low-pass filter that is justified
and specified in the Model Section. Because these extrapolated data for observer AT and HS
were very similar, we averaged them for this presentation.

Discussion
We fitted the dependence of the cut-off frequency wc(vo) for dot targets (closed symbols)

on speed v0 to a power function:

WAoOv0 V,(4)

and estimated the power exponent a = 0.3 - 0.35. In the General Discussion section, we
discuss this power law in terms of well known properties of elementary motion detectors.

A comparison of the cut-off frequencies for blob and dot targets shows that only for the
highest speeds used (vo > 7.5 deg/s) the cut-off frequency becomes pattern-dependent (see
also Watson et al., 1986). This is consistent with introspective reports saying that, for still
higher average dot speeds of the modulation, the percept was a 'string of beads'. The 'beads'
presumably correspond to the places where the stimulus comes to an instantaneous standstill,
thus allowing a significant luminance build-up over time in a small spatial region.

Disentangling Viewing Distance and Eccentricity

Aotivation
In this section we report on a control experiment to test our claim that the high frequency

cut-off we find for our speed modulation thresholds (see Fig. 3) is caused by low-pass temporal
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filtering. In Fig. 3 we showed that the temporal cut-off frequency depends only weakly on
stimulus speed (4-8 Hz for speeds less than 7 deg/s). Therefore, it is tempting to assume a
temporal frequency limit for the speed modulation detection system. However, to support this
conclusion we have to tackle the following problem.

In the above experiment, speed was varied by varying the viewing distance (see Table 2),
thus covarying the eccentricity of presentation with stimulus speed. The spatial grain size of
the visual system increases approximately linear with increasing eccentricity (Watson, 1987),
such that the spatial resolution for the spatial speed variations of our stimuli decreases as a
function of eccentricity. Therefore, one could claim that the (near) invariance of the temporal
frequency cut-off can also be explained by a constant spatial frequency limit with respect to
the grain size of the visual system at the eccentricity of presentation of the motion stimulus.

To disentangle the effects of viewing distance and eccentricity we measured the cut-off
frequency at a fixed viewing distance and stimulus speed, but at different eccentricities.

REsults
We measured the cut-off frequency at a fixed viewing distance (d' = 2.40 m) and stimulus

speed (4 deg/s) for different eccentricities of presentation (c = 0.5, 5, 10 and 15 deg). The
sweep-length do is 42 cm and the sweep-time to is 2.5 s. Cut-off frequencies for a triangular
speed modulation function with 80% modulation depth are presented in Table 3.

- Table 3 about here -

Table 3 shows that the cut-off frequencies are virtually identical at all eccentricities.

Discussion
A correct explanation for the approximately invariant cut-off frequencies is indeed in terms

of a temporal high-frequency cut-off, and not in terms of an eccentricity-scaled spatial resolu-
tion limit. Of course this temporal frequency limit can be described as a spatial limit in units
that scale with stimulus speed. tlowever, because of the scaling in human motion vision of the
spatial grain size with stimulus speed, we believe that such a description is equivalent to our
explanation in terms of a temporal resolution limit.

Disentangling Viewing Distance and Speed

Motivation
The cut-off frequencies in Table 3 at constant speed but varying eccentricity are invariant,

whereas the cut-off frequencies in Fig. 3 at covarying stimulus speed and eccentricity do show
a slight (though systematic) variation. We hypothesized that this small variation in cut-off
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frequencies depends on the stimulus speed. We tested this hypothesis explicitly by measuring
cut-off frequencies at fixed viewing distance and eccentricity but different speeds.

Results
We measured cut-off frequencies for a triangular speed modulation function with a mod-

ulation depth of 80% at a fixed 10 deg eccentricity and fixed viewing distance (240 cm), but
at different speeds v0 . Because sweep-time to was constant (1.25 s), the sweep-length do was
directly proportional to the dot speed.

- Figure 4 about here -

Cut-off modulation frequencies are shown in Fig. 4 as a function of the average speed vo
(at fixed eccentricity!). As expected, we find a dependence of cut-off modulation frequency on
speed.

Discussion
We fitted the dependence of the cut-off frequency on speed to a power function (see Eq. 4).

The exponent a that fits the data of Fig. 3 best is estimated to be a = 0.25 for HS and
a = 0.30 for AT. The absolute values of the cut-off frequencies at a fixed speed in Fig. 4
can be compared with Fig. 3. The cut-off frequencies of this experiment (measured with 80%
modulation amplitudes) are roughly 0.8 times the cut-off frequencies in Fig. 3 (measured for
100% modulation amplitudes). This can be explained by the fact that the filtered modulation
signal is proportional to the modulation amplitude dv, times an attenuation function (see
Model Section). This filtered signal has to exceed a certain internal threshold for detection to
take place. Thus a higher modulation amplitude yields higher modulation frequencies.

Note, that the cut-off frequencies at the lowest average speeds in Fig. 3 were measured at
much smaller eccentricities than the 10 deg eccentricity for this experiment. Thus, it seems
that eccentricity of presentation is of small relevance to speed modulation detection, even for
speeds that barely exceed the motion detection threshold at the eccentricity of presentation.

Finally, it is of interest to note that human modulation detection sensitivity at the lowest
speed tested (0.5 deg/s at 10 deg eccentricity) is excellent when expressed in terms of the
spatial excursions of the modulated motion path from the average motion path at average
dot speed v0 . These spatial excursions did not exceed 0.9 arcmin, which is approximately the
hyperacuity threshold that was found at this eccentricity for static stimuli with an explicit
nearby spatial reference available (Westheimer, 1982)!

Direction Modulation Detection
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In this section, we study velocity vector modulations orthogonal to the average velocity vector
(direction modulations) resulting in curved trajectories. Instead of measuring speed modula-
tion thresholds, we measure direction modulation thresholds. The precise generation of the
direction modulation functions is specified in the method section, as is the definition of direc-
tion modulation thresholds. Otherwise, the procedure and organization of these experiments
are quite similar those of the speed modulation detection experiment described above.

Direction Modulation Detection Dependence on Modulation Frequency

Results
In Fig. 5, we present direction modulation thresholds as a function of modulation frequency

for two different direction modulation functions.

- Figure 5 about here -

Circles represent sinusoidal direction modulations Q(t), squares block shaped direction
modulations Il(t). Since direction modulation thresholds were very similar across the main
observers, we presented the averaged thresholds for observers AT and HS. The parameter
settings for different velocities and functions are listed in Table 4.

- Table 4 about here -

Direction modulation detection thresholds for an average speed v0 = 1 deg/s and sinusoidal
modulation functions (small filled circles in Fig. 5) are approximately invariant (dO = 10.2-12.3
deg) for the range of frequencies tested (0.25-1 Hz).

At high frequencies, thresholds rise strongly as a function of frequency w for both sinusoidal
and block shaped direction modulation functions. The average ratio of threshold amplitudes
for sinusoidal and block shaped modulation functions at high frequencies w > 2 Hz is 1.26.

Discussion: Threshold Invariance at Lou' Alodulation Frequencies
The threshold invariance at low frequencies indicates that human direction modulation

detection is based on the amplitude of the direction modulation function and not on its tem-
poral derivative (directional acceleration); direction modulation amplitude is independent of
modulation frequency, whereas the derivative is linear with modulation frequency. Therefore,
a detection based on directional acceleration would yield increasing thresholds for decreasing
low modulation frequencies, which is not observed.

On the other hand, direction modulation detection might be based on the magnitude of
vertical dot position (the temporal integral of the direction modulation function). However,
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a constant vertical position threshold (relative to the mean position) would yield decreasing
threshold direction modulation amplitudes for decreasing modulation frequencies in Fig. 5,
which is also not observed.

At 1 Hz modulation frequency, the 6.6 deg threshold direction amplitude at v0 - 2 deg/s is
smaller than the 10.2 deg threshold found at v0 = 1 deg/s. Although here we compare only two
data points we speculate that the asymptotic level is speed dependent. Increasing direction
modulation thresholds at low speeds are not surprising given the relatively low sensitivity of
the human motion system at low velocities (DeBruyn and Orban, 1988).

In conclusion, the observed asymptotic behavior of direction modulation thresholds as
a function of modulation frequency support the hypothesis that detection is based on the
amplitude of the direction modulation function. The observed absence of mechanisms tuned to
visual acceleration seems consistent with a study on motion after effects (MAE) by Schwartz
and Kaufman (1987), who reported that "there is no MAE specific to adaptation for changing
directions as distinct from simple motion".

Discussion: IVav Forms
Because the fundamental frequency of sinusoidal functions has a smaller amplitude (a factor

of 7,/4) than that of block functions (at a 6" ;en modu!ation amplitude), thresholds are expected
to be a factor of 4,!r = 1.27 higher for sinusoidal than for block functions at relatively high
modulation frequencies. The average ratio (1.26) of threshold amplitudes for sinusoidal and
block shaped modulation functions found for the frequency range > 2 Hz, is in good agreement
with this ratio, suggesting a relatively low cut-off frequency. The strong increase of direction
modulation thresholds for both sinusoidal as for block functions, suggests a temporal frequency
limit for the direction detection system of approximately 2 Hz. We found a similar temporal
limit for speed modulation detection.

Discussion: Direction Alodulations v. Speed Modulations
To compare the (absolute) direction modulation detection thresholds dO with the Weber

fractions for speed modulations, we use the following Weber fraction 11d for direction modula-
tions: It'd = dv/vo = tan dO. Now, both Weber fractions It'd = dvl/vo and IV = dv1 /ve are
e ,-antly expressed in terms of velocity vector modulations and can be compared.

For exampie, one can compute that the Weber fraction Itd for block shaped direction mod-
ulation detection at 1 Ilz and speed v0 = 1.7 deg/s is approximately 9%. This is about a factor
2 lower than the Weber fraction IVV = 17% for block shaped speed modulation detection. Fur-
thermore, if one takes into account the effects of probability summation (or variance detection
of the velocity vector modulation), very similar ratios (a factor of 2) for speed and direction
modulation thresholds can be shown to hold for other modulation functions used (see general
discussion section).

The fat tha, the human visual motion system is more sensitive to direction than to speed
is a well-known phenomenon in motion discrimination experiments, where Weber fractions
for speed discrimination are typically twice the Weber fractions for direction discrimination
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(Nakayama, 1985b; DeBruyn and Orban, 1988). Thus, -although absolute Weber fractions
for modulation detection are a factor 3-4 higher than Weber fractions for motion discrimination
experiments- the ratio of Weber fractions for speed and direction modulations is very similar
(about a factor of 2) in both types of experiments.

The invariant ratio of sensitivity to speed and direction reveals a fundamental characteristic
of the human visual motion system. Let's consider a motion system consistiig of an ensemble
of Reichardt correlators that have spatially rotational-invariant prefilters (i.e., spatial input
filters that are not orientation selective) (see Gliinder, 1990). For such a motion system,
the higher sensitivity to direction than for speed is likely to be related to the fact that in the
motion direction bothi spatial and temporal prefilters contribute to a broadening of the ensemble
response correlation peak, whereas in the orthogonal direction the width of the correlation peak
is determined solely by the spatial prefiltering.

Discussion: Low-pass Temporal Filtering at High Frequencies
We proposed a low-pass temporal filter to explain the cut-off frequency for speed modulation

detection. The temporal limit found for speed modulations (2 Hz) was similar to the cut-off
frequency of approximately 2 Hz observed here for direction modulation detection. In the
Model Section, we model this temporal behavior of direction modulation detection analogous
to the way we modeled that of speed modulation detection: a temporal filtering of the direction
modulation signal which corresponds to a temporal filtering of the speed signal vr,(t) orthogonal
to the mean velocity vector (see Eq. 3).

Spatial Cues at Very High Modulation Frequencies

.1otication

For modulation frequencies that far exceed the temporal limit (2 Iz) for detection of
modulation by the motion system, thresholds are determined by other cues outside the motion
system, such as spatial cues. Although these thresholds do not reveal the characteristics of the
motioi system, they are of interest.

Results
Ve measured direction modulation thresholds at 8 Hz and 100 Hz modulation frequency

for a 1.7 deg/s speed frequency. Thresholds were found to level off for this frequency range,
suggesting that observers made use of weaker spatial cues to detect modulations, which were
independent of modulation frequency.

The threshold for the remaining spatial excursion cue at high frequencies is a measure for
the dynamic spatial acuity orthogonal to the motion direction of a moving dot. We found it
to be about 8 arcmin for our observers, which is a few times the 2-3 arcmin acuity limit for
static stimuli (Wertheim, 1894) at the eccentricity used in this experiment (3/4 deg).
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Pulse shaped Direction Modulation Functions

Motivation
Here we make a short study of pulse shaped direction modulation functions 6(t), yielding

square wave vertical position modulation functions 11(t) (see Fig. 1). Detection of pulse shaped
direction modulation functions is interesting because the corresponding vertical velocities are
too high to be sensed by the motion system. Hence, modulation detection must be based on
. uez outside the motion system. Therefore, the detection of pulse shaped modulation functions
is likely to make use of a spatial cue: the spatial excursion from the mean vertical position.

Filtered pulse shaped direction modulation functions have constant amplitudes for low mod-
ulation frequencies (when the response functions in the time domain for consecutive pulses are
well-separated), yielding constant spatial excursions from the mean vertical position. There-
fore, if the spatial excursion is the cue for modulation detection, thresholds are expected to
be independent of modulation frequency for low frequencies. We tested this prediction by
measuring modulation detection thresholds (expressed as spatial excursions) as a function of
modulation frequency for pulse shaped modulation functions 6(t).

Results
The parameter settings for this pulse detection experiment are listed in Table 4.

- Figure 6 about here -

Figure 6 shows that the spatial excursions yielding threshold performance are approxi-
mately invariant (2.3-2.8 arcmin) for the range of modulation frequencies tested (1-4 Hz).
Similarity in performance for subjects AT and HS allowed averaging over these observers.

Discussion
The finding that the spatial thresholds at the 1 Hz modulation frequency are slightly higher

than those for 2 Ilz may be explained by probability summation or by the nature of variance
detection. At the fixed stimulus presentation time used there are twice as many 'events' (pulses)
at a 2 Hz than at a 1 lIz modulation frequency. Consequently, probability summation or
variance computation can take place across more events yielding lower thresholds. Obviously,
there is a lin," to summation such that no improvement occurs at even higher modulation
frequencies.

Note that the spatial modulation thresholds (spatial excursions) (2-2.5 arcmin) are consid-
erably lower than the dynamic acuity (8 arcmin) determined earlier in this paper at the same
speed (1.7 deg/s). However, they are still higher than the hyperacuity thresholds (0.2-0.5 ar-
cmin) that have been measured for stationary spatial configurations at similar eccentricities
(Westheimer. 1982). A more elaborate experiment that we performed on pulse shaped speed
modulation functions will be presented elsewhere.
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The fundamental frequency components of block shaped and triangular shaped position
modulation functions (at a given modulation amplitude) have relative amplitudes ir/2. With
a low cut-off frequency of 1 Hz, these fundamental frequencies are expected to dominate the
detection thresholds at high modulation frequencies. Therefore, we expect relative thresholds
of 2/7r - 0.64. This can be verified by comparing thresholds for block shaped position functions
(see pulse shaped direction modulations in Fig. 6) with the triangular shaped position functions
(see block shaped direction modulations in Fig. 5) at, for example, 4 Hz modulation frequency.
This average ratio across observers is 0.67 supporting our claim that we deal with positional
cues and a low cut-off frequency such that the fundamental frequencies dominate detection of
high frequency modulation functions.

Model

We present a model for the detection of velocity vector modulations in the human visual
system. The model consists of two stages. The first stage is a nth order low-pass temporal
filter that operates on the velocity vector modulation lunction. This filter is characterized by
its order n and a characteristic time constant 7. The second stage is a decision stage based on
the filtered modulation function.

In this section, we will show that our data provide strong experimental evidence that the
decision stage is a variance detection stage. The single parameter that specifies the variance
detection stage is a variance threshold and can estimated from the data. Furthermore. having
knowledge about the decision stage, we can estimate the parameters that characterize the first
(low-pass temporal filter) stage.

The Decision Stage: Variance Detection

The amplitude detection thresholds presented in this paper have been i,'rp,.,, bacod on

detection piobabilities as measured using a method of constant stimuli I) . 'r,-h od-

are the modulation amplitudes at threshold performance (,SO'. corr-ci a:T' ,I:.; foi
one parameter to characterize the full psychometric functions avai1a>. i.. - . th, ,hatm

of the psychometric functions reveal the parameter used in the deci.-: . . .. velociy.
squared velocity, etc). Therefore, it is of interest to examine the shape 01 ",, p vclon ,,4ric

functions.
Due to the noise, associated with the stochastic (binomial) nature of the observer decision

process, we need a large number of elementary decisions for each modulation amplitude in
order to discriminate small shape differences of different psychometrir functions. Therefore,
we averaged psychometric functions, for all parameter settings used in the modulation de-
tection experiments described above, as a function of normalized velocity vectcr modulation
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amplitudes . With a normalized vector modulation amplitude f, we mean a modulation am-
plitude for a given parameter setting, divided by the modulation amplitude yielding threshold
performance for that particular setting: f = (dv/vo)/Wv. Assuming that velocity vector modu-
lation detection is ruled by a single detection process, psychometric functions for all parameter
settings will be identical if plotted as a function of normalized amplitudes!

The resulting psychometric curve that describes all experiments reported in this paper is
shown in Fig. 7.

- Figure 7 about here -

The horizontal axis in Fig. 7 represents normalized modulation amplitudes f. The ordinate
represents the percentages correct for a small range of normalized modulation amplitudes
clustered around a range of plotted normalized amplitudes of the data points. Half the length
of the shown error bar for a normalized amplitude i corresponds to the square-root-variance
(ai) of the binomial probability distribution for that point: a, = V/p,(1 - p )/Vr', with pi the
ordinate for modulation i, and ni the number of elementary observer decisions. Each individual
data point is based on about 700 elementary (yes/no) observer decisions (n, = 700).

We find an excellent fit of this psychometric function using a standard error function or
(scaled) standard normal distribution Erf(z):

1 / o 2

Erf(z) = f e-0)di, (5)

that has the square normalized modulation amplitude (z = 2) as its argument ((2=5.2 with 7
degrees of freedom). The scale factor -y is constant: y = 0.84, and causes Erf(z) to be 807 for

= (a constraint, set by our threshold definition). Note that the function Erf( 2 ) used for
the fit has no free parameters! The evidence for this particular shape of psychometric function
is very strong since a fit with functions Erf( ) or Erf( 3 ) yields unacceptable Chi-square
values of 1:2 = 152 and X2 = 55 respectively. Thus, assuming that a standard error function
is a valid description of the psychometric function associated with the final observer decision
process (Green and Swets, 1966), the empirical function shown in Fig. 7 strongly suggests that
modulation detection is based on the square modulation amplitude, i.e., the variance of the
(tcnmporally filtered) velocity vector modulation.

A variance detection process is certainly not exclusive for velocity vector modulation de-
tection and has, for example, also served to explain human sensitivity to temporal fluctuations
in the luminance domain (Rashbass, 1970; Koenderink and van Doom, 1978). The choice of
variance detection for these visual tasks is not surprising since variance detection has been
shown to be optimal from a statistical point of view in a number of instances in which the
visual system is uncertain about some aspects of the stimulus to be presented (Green and
Swets, 1966), e.g., the phase of periodical modulation functions. This uncertainty may force
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the observer to use the autocorrelation (variance) of the velocity modulation signal, instead of
the more efficient cross correlation of the modulation signal received with the signal expected
(Green and Swets, 1966; Burgess and Ghandeharian, 1984).

We argued that the uncertainty of the observer about the phase of the modulation func-
tion accounts for variance detection and thus for our finding that speed modulation detection
thresholds (17%) are much higher than speed discrimination thresholds (6%). However, an
alternative explanation for variance detection is in terms of the difficulty of the visual system in
segmenting modulated motion paths in temporal segments of different velocities in the absence
of cues other than in the motion dimensions (Snowden and Braddick, 1991). To decide on this
issue, experiments are useful in which the observer is provided with explicit cues that define
the phase of the motion modulation signal and/or allow for a segmentation of the stimulus.

Interestingly, such experiments have been performed in another domain. In stereo vision
(disparity processing), for example, the absence of an explicit segmentation cue (i.e., defined
outside the stereo domain) can lead to dramatic increases in the disparity discrimination thresh-
old (McKee, 1983; Fahle and Westheimer, 1988). In the domain of two-dimensional luminance
pattern perception, on the other hand, an explicit segmentation cue has been observed to force
the visual system in a processing mode yielding higher discrimination thresholds than obtained
without segmentation cues (Watt, 1985)!

Rashbass (1976) has shown that a variance detection process based on the square mod-
ulation amplitude yields identical detection performance to an alternative detection model
consisting of peak detection based on the linear modulation amplitude, with a detection proba-
bility summation that is governed by a psychometric function similar in form to the empirical
curve shown in Fig. 7.

We have shown that modulation detection is accurately described by a variance detection.
based on a low-pass transformation of the velocity vector function, that is, velocity vector mod-
ulations are detected whenever the variance (after filtering) exceeds a certain internal threshold.
The internal thresholds are most easily derived from threshold modulation amplitudes for block
shaped modulation functions at a low frequency, when the modulation function is nearly unaf-
fected by the low-pass filter. This is because the variance of block shaped functions is equal to
the square modulation amplitude. Therefore. the internal threshold for variance detectior, is
equal to the square of the threshold modulation amphtude measured for these functions. For
example. the minimum standard deviation (square root variance) yielding modulation detec-
tion is IW = 17% for speed modulations (see Fig. 2) and Wd = 9% for direction modulations
(see Fig. 5).

The Filter Stage: A Second Order Low-pass Filter

The data presented in this paper suggested that the detection of velocity vector modulation
functions is based on a temporal low-pass filtered version of the true (physical) stimulus velocity
vector function. The effects of such a low-pass temporal filter on detection performance depends

on the type of decision stage that follows temporal filtering. Now we have specific knowledge
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about this decision stage (see above), we can estimate the temporal characteristics of the first
(filter) stage.

We model the temporal low-pass filter as a standard temporal n-th order low-pass filter and
estimate its order and its characteristic time constant from the dependencies of modulation
thresholds on modulation frequency

Method
A standard temporal n-th order low-pass filter has a pulse response function:

1 t n-g(l) = n 11 e-'/7 (n > 0), (6)

and a transfer function 4(w) of modulation frequency w:

§(w) = [1 + (27rw -)2 )"/ 2 . (7)

This filter reduces the amplitude of the modulation functions. For example, a sinusoidal
modulation function with frequency w and amplitude A passing the filter g(t) will have a
reduced amplitude A4(L,). The detection of such a modulation signal takes place in a variance
detection stage as described above. At threshold, the variance of this filtered sinusoidal signal
is equal to a threshold variance o: A2. 2(w)/2 = a0 (recall that the variance of a sinusoidal
signal equals half its square amplitude).

This threshold o0 can be estimated from an empirical modulation detection threshold
U(wo0) at a low modulation frequency w0 << 1/(27rr) for which g(w,-o) -: 1. For example, for

block shaped modulation functions the variance of the function at threshold amplitude lV(wO)
is exactly 11 2( wo). Thus, a 2 = 1' 2 (--O) for block shaped modulation functions.

To estimate the time constant T, we consider the threshold amplitudes at modulation fre-
quencies w1 and w'2 for which the the higher order spectral components of the modulation
function can be ignored. In those cases, the modulation functions are approximated by their
fundamental (sinusoidal) components. For example, for block shaped functions with (thresh-
old) amplitude I(w,), the amplitude of the fundamental sinusoidal component is !IV(Li). At
threshold, the variance of the filtered fundamental equals the detection threshold o:

14:
14I11(.)] 2[1 + (27rwT )2 )] - , = £02. (8)

2 ir 0

For frequencies w, > (2rr)- , we could use the asymptotic behavior §(W,) ; (27rwir) -
n to

estimate r and n analytically from two data points at high frequencies. However, we can not
use this approximation a priori and use a numerical approach. First, we rewrite Eq. 8 to solve
r 2 as a function of n and wi:
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2(wi, n) = (2rw) 2  Tao n .

The time constant r is constant. Thus, T(wi, n) is expected to be the same for any two different
(sufficiently high) modulation frequencies w1 and w2. Hence, the order n of the filter is the
solution of the equation:

r(wi, n) = T( 2 , n) (10)

We chose the lowest n for which Ir(wl, n) - r(w 2 , n) I/[r(wi, n) + r(w 2, n)] is smaller than 20%.
The time constant r is taken to be the average of the two values r(wj, n) and r(w 2 , n) at this
n.

Estimation of Filter Parameters for Speed Modulation Thresholds
Consider the speed modulation thresholds for block shaped functions in Fig. 2. We use the

threshold at low modulation frequency w0 = 1 Hz for the estimation of a0 : ao = WV(1) = 17%.
Furthermore, we use the two thresholds at high modulation frequencies W1 = 4 Hz and W2 = 8
Hz with thresholds 1'V(w 1 ) = 30% and l|V.(w 2) = 81%.

Using the method described above, we find that a value n = 2 and a time constant r = 33 ms
adequately model the dependence of speed modulation detection thresholds W, (w) as a function
of modulation frequency d. In fact, we found r(wl,2) = 30.6 ms and r(w 2 ,2) = 36.1 ms.

With r = 33 ms, this second order low-pass filter corresponds to a value of approximately
90 ms for the full width at half maximum (FWHM) of the pulse response of the speed integra-
tion filter yielding an integration (smoothing) of the physical speed signal in the human visual
system within roughly a 100-140 ms temporal window.

Estimation of Filter Parameters for Direction Modulation Thresholds
Similar to the previous section, we estimated the order n and time constant r from the

direction modulation thresholds for block shaped functions as presented in Fig. 5. We used
the threshold l'd(-,o) = 8.7% for wo = 1 liz, and I d( w) = 11.4% (wi = 2 Hz) and d(W42) =

24.9%X (w2 = 4 Hz).
Using the method described above, we find that a value n = 2 and a time constant T = 42 ms

adequately model the dependence of direction modulation detection thresholds Wd(w) as a
function of modulation frequency w. In fact, we found r(wl,2) = 34 ms and r(w2,2) = 49 ms.

This time constant for the low-pass filtering of the direction modulation signal is only
slightly higher than the time constant (r=33 ms) estimated for the low-pass filtering of the
speed modulation signal. However, as we showed in Fig. 3, this small discrepancy may be
a consequence of the different speed ranges used for the determination of the temporal filter
characteristics for direction and speed modulations.
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The overall similarity of the characteristics of human detection of speed and direction
modulations and the (near) equality of the integration time-constants derived strongly suggests
a detection system that monitors the full (temporally filtered) velocity vector.

General Discussion

Evidence for indirect optic acceleration detection

We presented a study of human sensitivity to optic acceleration and have been unable to find
any evidence for a visual mechanism that directly detects optic acceleration, i.e., the temporal
derivative of the velocity vector modulations. Instead we find strong evidence that modulation
detection is based on the amplitude or modulation depth of a temporally filtered velocity vector
modulation signal. The temporal characteristics of the temporal filter are adequately described
by a second order low-pass filter with a time constant r ; 40 ms. Effectively, this filter
corresponds to a temporal integration of the velocity signal of at least 100 ms. This is consistent
with the upper temporal limit of about 100 ms for the integration of velocity information
(improving signal-to-noise ratios) in motion discrimination experiments (DeBruyn and Orban,
19S8; Snowden and Braddick, 1991). Thus, the lower and upper limits for temporal integration

in the human visual motion system are equal, suggesting a single hard-wired temporal filter
in the motion processing system. This view is further supported by the close quantitative
correspondence between the increase of cut-off frequency with speed (as reported here for
motion modulation detection) and the decrease of temporal integration time with speed found
in motion discrimination studies (van Doorn and Koenderink, 1982, 1985).

This leads to the intriguing question: which stage in the stream of visual motion processing
accounts for the characteristic temporal filtering found in our experiments?

Temporal Filtering: Mechanistic Considerations

A functional description of the phenomenology of our experiments consists of a temporal
integration of an unsmoothed internal representation of the true velocity signal (Fig. 8a). At
this point we will try to link this functional description to an actual implementation in the
visual system in terms of well-known motion detection mechanisms.

- Figure 8 about here -

An abstract description in terms of a smoothed motion signal does not necessarily mean that
the visual system actually extracts an exact (unfiltered) velocity signal to subsequentially low-
pass filter it in time. In fact, the following rhetorical questions make such an implementation



General Discussion 27

unlikely: (1) How does the visual system arrive at the representation of the true (unfiltered)
velocity in the first place? (2) If such a representation exists, should this signal be low-pass
filtered given the great advantages of having access to a velocity signal with high temporal
resolution (Arnspang, 1988; Gliinder, 1990)? Because of the above puzzles, we believe that
the temporal integration is inherent to the mechanism that arrives at a velocity representation

and that it takes place effectively before the final estimate of the velocity vector, akin to the
scheme of Fig. 8b.

We illustrate some of the possible stages of temporal filtering by adopting a specific but
plausible basic motion detector: the Reichardt-correlator (van Doorn and Koenderink, 1985),
see Fig. 9.

- Figure 9 about here -

A plausible implementation of such a correlator typically contains three temporal filtering
stages:

1. A temporal prefilter f(t) for each input line.

2. A temporal delay filter (with time constant r) in one of the input lines.

3. A temporal low-pass filter fT of the correlator output.

We will discuss each of these filters as candidates to account for the temporal low-pass
filtering of the velocity vector modulation functions found in our experiments.

Temporal Low-pass Filtering of Correlator Output
Intuitively, it is tempting to associate the psychophysically observed integration of veloc-

ity with the temporal integration fT of the correlator output. Perhaps surprisingly, however,
temporal filter fT is not equivalent with a temporal integration of the modulation of speed or
direction. To show this, we will consider an ensemble of motion detectors (Reichardt correla-
tors), ideally tuned to a continuum of velocities. To substantiate our point we will focus on
speed modulation functions. Assuming that detectors tuned to identical velocities are pooled
(Gliinder, 1990), this ensemble can be parameterized by tuning velocity vt only. At time t,
the moving target has velocity v(t) and will thus activate only detectors with a tuning velocity
vt = v(t). Therefore, the type of activated detectors (parameterized by vt) within the ensemble
will vary in time, yielding time dependent ensemble activation profiles. For example, ensemble
activation profiles for a triangular speed modulation function are given in the left upper corner
of Fig. 10.

- Figure 10 about here -
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In this figure the type of detector (parameterized by its tuning speed vt, along the vertical
axis) that is activated by the moving dot is given as a function of time t (along the horizontal
axis). When the detectors are very sharply tuned, only one type of detector is active at a time,
dependent on the speed of the moving dot. At a particular moment in time, we can walk along
the vertical axis and find which detectors are active as a function of their tuning speed (the
ensemble activation profile). Because the dot moves with a single speed at a each moment in
time, the ensemble profile is a single pulse that shifts along the vertical axis in time. With
sharply tuned detectors, the ensemble activation profile is a perfect copy of the physical speed
modulation signal v(t), and is thus triangular in time (see upper left corner of Fig. 10).

Now let's consider the temporal filter fT that integrates the output of the standard motion
detectors in time yielding an integration of the ensemble activation profile along the horizontal
time axis. The resulting horizontally blurred activation profile is shown in the upper right
corner of Fig. 10. To make our argument as strong as possible, we assumed that the temporal
integration takes place within a temporal window that exceeds the period of the modulation
function a few times such that it flattens the profile.

Figure 10 also shows the ensemble activation profiles for a uniform (unmodulated) speed
function before (bottom left) and after temporal integration (bottom right). Obviously a
constant profile in time is invariant under temporal integration.

As a result of temporal integration fT (blurring along the horizontal time axis), both the
ensemble activation profiles for modulated and unmodulated velocity functions are constant
in time. However, the shape of the profiles for the modulated speed function (upper right)
and that for the unmodulated speed function (bottom right) differ strongly even for inifinite
blurring.

A true integration of the speed modulation signal, however, would blur the ensemble profile
along the vertical (speed) axis yielding blurred profiles that become indiscriminable for infinite
blurring.

The above reasoning shows that temporally filtering the speed signal is not equivalent to
temporally filtering the output of motion detectors (correlators). That is, blurring is the speed
dimension is generally not equivalent to blurring in the time dimension. We suggest that the
psychophysically observed integration of the speed signal must be inherent to a processing
stage which comes before the correlation stage.

Temporal Pre-filter
The shown temporal low-pass characteristic for modulation detection might be inherent

to the temporal filter f(t) at the input of a standard motion detector (see Fig. 9). The

reasoning would be in terms of 'window of visibility' arguments as used to explain the perceived
equality of apparent motion with real motion at adequate sampling frequencies (Watson et al.,

1986; Burr et al., 1986). However, in order to account for the low-pass filter characteristics
for modulation detection, we have to assume upper temporal cut-off frequencies of 4-8 Hz.
At these unrealistic temporal cut-off frequencies, the motion system has not even reached
optimal sensitivity (Burr and Ross, 1982)! Consequently, the temporal pre-filter explanation
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is implausible.

Temporal Delay Filter
We suggest that the temporal delay filter (see Fig. 9), is the most plausible candidate to

account for low-pass transformations of modulation functions. The standard motion detector
as sketched in Fig. 9 is optimally activated if an object traverses the spatial interval between
the front end receptors of its two input lines in the finite delay time r. The speed of the object
may vary during its trajectory, as long as the above constraint is satisfied. Intuitively, this
results in a temporal averaging (or temporal integration) of the speed function.

Gliinder (1989) has recently presented an interesting mathematical analysis on this issue.
His study focused on the question of how velocity estimates through an ensemble of standard
motion detectors depend on the spatial object function and on the impulse response function of
the delay filter of the detector. For an ensemble of bilocal correlators tuned to a continuum of
velocity vectors, he showed that the estimated velocity function is the result of the convolution
of the true (physical) velocity vector function with a time-invariant kernel which only depends
on the integral function of the impulse response function. Hence, the estimated velocity vector
function is independent of the spatial object function.

Gliinder's proof strongly supports our view that the phenomenological description of our
results, in terms of low-pass temporal filtering of the velocity vector function, corresponds
with a plausible implementation in terms inherently non-ideal (realizable) band-pass delay
filters in correlator detectors. Following this hypothesis, the cut-off frequencies for modulation
detection depend inversely on delay value r: for longer delay values, the width of convolution
kernel increases and yields stronger temporal blurring. Our finding that cut-off frequencies
,,; are slightly dependent on speed vo (wc(vo) cx v0 35 ) thus lead to the conclusion that delay
values r are speed dependent. Cut-off frequencies w, are expected to be inversely dependent
on correlator delay 7. This conclusion corresponds closely to the empirical power function
reported by van Doom and Koenderink (1982): 7 CK t'0'40 .

Speed Dependence of Cut-off Frequencies

The dependence of cut-off frequency on speed we observe in Fig. 3 is consistent with what
has been reported in both psychophysical and electrophysiological literature: higher velocities
correspond to somewhat faster detectors.

However, this finding is at odds with the speed dependence of temporal velocity resolution
obtained by Snowden and Braddick (1991). They found that the cut-off frequency for speed
modulation detection decreases with increasing velocity in their experimental set-up. This issue
remains to be resolved by further experimentation. The most noticeable difference between our
experiments and those of Snowden and Braddick concerns the spatial nature of the stimuli used.
Snowden and Braddick used a spatially extended randon. dot pattern centered at the fovea,
whereas we used a localized target moving at a trajectory with an approximately constant
eccentricity in our case.
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Relation to Sampled (Apparent) Motion Experiments

Apparent motion differ3 from continuous (smooth) motion because it is characterized by a
speed function that is modulated in time. Apparent motion is thus a special case of the
modulation functions examined in this paper. We will discuss two studies (Watson et al., 1986
and Burr et al., 1986) that reported on the minimum temporal sampling frequency yielding
perceptual equivalence of apparent and real motion and compare them with our study on the
upper cut-off frequencies for velocity modulation detection.

In Watson et al.'s stroboscopic paradigm the time-dependent speed is an ill-defined signal,
but periodic with a frequency equal to the strobe frequency. They find minimal sampling
frequencies (yielding perceptual equivalence of stroboscopic and real motion) that are much
higher (> 30 Hz) than the cut-off frequencies for velocity modulation detection obtained in
this study. However, this is probably due to the strong luminance cue at low velocities.

In Burr et al.'s 'sample and hold' paradigm the moving dot is visible all the time and
displaced stepwise in time. The time-dependent speed function T(t) is now well-defined (see
Fig. 1) and can be compared with the block modulation functions used in our experiments with
100% modulation amplitude. Fig. 1 shows that 'sample and hold' speed modulation function
T(t) differs only in duty cycle from the block modulation function 11(t) at 100% modulation
amplitude as used in our experiments. Furthermore, functions T(t) differ only in peak width
from the triangular functions A(t) at 100% amplitude. However, the cut-off frequencies found
in this paper (approximately 4 Hz for triangular modulation functions at v0 = 2 deg/s, see
Fig. 3) differ by at least a factor of 4 from the minimum sampling frequencies (15-40 Hz,
dependent on the drift rate) found by Burr et al. for this particular speed. We offer a number
of explanations for this apparent discrepancy:

1. For a given average speed v0 , the amplitude of the fundamental frequency in the 'sample
and hold' motion modulation function T(1) is much larger than for the triangular speed
modulation function A(t) we used to obtain Fig. 3 (the ratio equals ir2/4 ; 2.5). This
allows for higher cut-off frequencies in Burr's paradigm.

2. Burr et al. do not mention visual fixation. The strong dependence of detection perfor-
mance on pursuit eye movements was discussed in the Method section. Our observers
reported to have no difficulties in detecting modulations when tracking the moving dot
for conditions where detection failed under visual fixation.

3. We mentioned before that for modulation frequencies that far exceed the temporal limit
(2 Hz) for the detection of modulations by the motion system, thresholds are determined
by cues outside the motion system, such as spatial cues. Thus it may be that experiments
on the equivalence of apparent and real motion do not exclusively reveal the structure of
the visual motion system.
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Relation to Experiments with Controlled Eye Movements

Results have been reported on frequency limits for velocity modulation detection when a moving
reference is provided (Funakawa, 1989) (contrary to our Ptationary fixation dot). Providing a
moving reference leads to cut-off frequencies (:s 25 Hz) that are considerably higher than those
obtained in our study. Interesting as these results are, we believe them to be indicative of the
temporal resolution of visual subsystems concerned with the spatial analysis of moving patterns,
and not with the determination of velocity as such. We believe both types of experiments (and
visual subsystems) should be clearly distinguished (although, of course, they may be intimately
intertwined).

Conclusion

In conclusion, human detection of velocity vector modulations is not based on optic acceleration
(the temporal derivative of the velocity modulation function v(t)). The data presented in this
paper strongly support the view that modulation detection consists of a variance detection
process, based on the magnitude of a low-pass filter transformation of the true modulation
function v(t). Effectively, the motion system integrates the velocity vector modulation signal
for about 100 ms over time.

These results put severe constraints on viable theories aiming to explain human capacities
in the extraction of 3D environmental information from motion parallax cues (Nakayama,
1985a).
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Figure captions

Figure 1: A sketch of some modulation functions: pulse shaped b(t), triangular A(t), sinusoidal
Q(t), block shaped 11(t) and sample function T(t), as a function of time t. For this illustration,
all functions are normalized such that their mean value over time is 0.5, their temporal wave-
length is 21r, and the modulation amplitude is 100%, except for function T(t). The function
T(t) is the velocity modulation function as used in the 'sample and hold' paradigm of Burr et
al. (1986) (for this illustration also with mean 0.5, and temporal wavelength 2r).

Figure 2: Threshold speed modulation amplitudes W, as a function of speed modulation
frequency w. Thresholds HV are the relative speed modulation amplitudes (dv./vo) that yield
80% correct answers. The (very similar) data of three observers (HS, PW and AT) have been
averaged. Triangular symbols indicate (symmetric) triangular speed modulation functions
A(t). The different sizes of the symbols indicate different average speeds vo as given in the
figure. Note, that the closed triangles indicate a special condition in which the diffusing screen
was removed such that the target was a luminous dot. Square symbols indicate thresholds for
(symmetric) bloc speed modulation functions II(t).
The + symbols indicate results obtained in a separate speed discrimination experiment. Ob-
servers indicated whether a uniform motion stimulus moved at a high velocity (vo + dvz) or
at a low velocity (v0 - dvy). As in the modulation experiments, IV, = dv,/vo. For the left
speed discrimination threshold in the figure the presentation time of each speed interval was 1
s, for the right threshold it was 125 ms. To facilitate a comparison with the speed modulation
thresholds, the two speed discrimination thresholds are plotted at a horizontal position that
equals half their inverse presentation time.
Half the length of the shown error bar for each data point corresponds to the square-root-
variance of the binomial probability distribution for that point.
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Figure 3: Upper cut-off modulation frequency w, as a function of speed vo. Cut-off frequency w,
is defined as the modulation frequency yielding threshold performance (80% correct answ, rs)
for a modulation amplitu.e of 100%. Cut-off frequencies are measured for triangular speed
modulation function A(t) and two individual observers (HS and AT). Parameter settings are
listed in Table 2. Closed symbols indicate cut-off frequencies for a luminous target dot.
Open symbols are cut-off frequencies for a blurred (blob shaped) target and are extrapolated
from the data of Fig. 2 using the temporal low-pass filter described in the Model Section.
Because these extrapolated data for observers AT and HS were very similar, we averaged them
for this presentation.

Figure 4: The dependence of upper cut-off frequency w, on speed vo for a triangular speed
modulation function A(t) with fixed 80% speed modulation amplitude. Eccentricity was fixed
at 10 deg. Individual data for two observers (AT and HS) are plotted.

Figure 5: Threshold direction modulation detection amplitudes do as a function of modulation
frequency w. Weber fractions Wd are simply related to do by the expression: Wd = tan do.
Data of two observers (AT and HS) have been averaged. Filled circles are data obtained with
a sinusoidal motion direction modulation function Q(t); Open squares indicate a block shaped
motion direction modulation function H(t) (corresponding to a vertical position modulation
A(t)).

Figure 6: Modulation thresholds for the detection of pulse shaped direction modulation func-
tions 6(t), expressed as vertical spatial excursions of the block shaped vertical position modula-
tion 11(t). Spatial thresholds are shown as a function of modulation frequency w. The average
speed v0 was 1.7 deg/s and the eccentricity of presentation was 3.4 deg. Data for two observers
(AT and HS) have been averaged.
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Figure 7: Probabilities P of correct answers as a function of the normalized velocity vector
modulation amplitude . With a normalized vector modulation amplitude f, we mean a mod-
ulation amplitude for a given parameter setting, divided by the modulation amplitude yielding
threshold performance for that particular setting.
The data points are collected using all speed/direction modulation detection experiments de-
scribed in this paper. The horizontal axis represents normalized modulation amplitudes f. The
ordinate represents the percentages correct P for a small range of normalized modulation am-
plitudes clustered around a range of plotted normalized amplitudes f, of the data points (filled
circles). Half the length of the plotted error bar for a normalized amplitude fi corresponds to
the square-root-variance or standard deviation (ai) for that point (see text).
Because we normalized the amplitudes to the threshold amplitude, the curve is expected to
reach threshold (80% correct answers) for = 1 and reach chance level (50%) for f = 0. The
solid curve is a best fit of the psychometric function Erf(z) to the data, taking the squared
modulation amplitude z = 2 as its argument. The dotted and dashed curves are the expected
psychometric curves for arguments z = and z = 3 respectively, and fit less well.

Figure 8: Two similar (but fundamentally different) modulation detection processing streams.
The first stream (a) consists of the extraction of a true velocity signal, followed by low-pass
temporal filtering and by a final detection stage (e.g., peak or variance detection). The second
stream (b) consists of a velocity extraction that does not yield a true velocity signal but a
low-pass transformation of the true velocity, followed by a final detection stage as in the first
stream.

Figure 9: A standard motion detector (Reichardt correlator). Standard motion analysis con-
sists of two input lines (receptive fields) with temporal filters f(t), a delay filter (with time
constant 7) for one of the input lines, a correlation stage and a temporal integration filter fT.

Figure 10: Ensemble activation profiles as a function of time. The ensemble of motion detectors
considered in this figure is parameterized by a single parameter, the tuning velocity vt (vertical
axis). Activation profiles are given as a function time t (horizontal axis) for a triangular velocity
modulation function (upper left corner) and a constant speed (lower left corner). At the right
side we show the resulting activation profiles for both functions after temporal integration (fT)

of each motion detector output in the ensemble (i.e., integration along the horizontal axis).
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Tables

wave form speed sweep-length sweep-time distance eccentricity
vo (deg/s) do (cm) to (s) d,, (m) c (deg)

A(t) 1.0 43 4 6.00 4.10
A(t) 1.7 30 1 10.20 1.68
A(t) 5.0 30 1 3.40 5.04
A(t) 15.0 30 1 1.12 15.0
11(t) 2.5 30 2 3.40 5.04

Table 1: Parameter settings for speed modulation thresholds of Fig. 2.

wave form speed sweep-length sweep-time distance eccentricity
vo (deg/s) do (cm) to (s) d, (m) c (deg)

A(t) 0.26 23 2 25.0 0.52
A(t) 0.63 23 2 10.4 1.26
A(t) 2.5 23 2 2.60 5.00
A(t) 5.0 35 2 2.00 10.0
A(t) 7.5 35 2 1.35 15.0

Table 2: Parameter settings for speed modulation thresholds of Fig. 3.
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eccentricity cut-off HS cut-off AT cut-off PW
c (deg) w, (Hz) w, (Hz) wc (Hz)

0.5 n.a. 6.0 6.8
5 5.3 5.5 5.4
10 5.2 5.3 4.9
15 n.a. 5.7 5.8

Table 3: Cut-off frequency w, obtained for the triangular speed modulation
function A(t), with relative amplitude 80% and mean velocity vo = 4 deg/s,
for three observers at four eccentricities E. The data for observer HS at 0.5
and 15 deg eccentricity were not available.

wave form speed sweep-length sweep-time distance eccentricity
vo (deg/s) do (cm) to (s) d, (m) c (deg)

Q(t) 1.0 43 4 6.00 4.10
Q(t) 2.0 43 2 6.00 4.10
If(t) 1.7 36 2 6.00 3.43
b(t) 1.7 36 2 6.00 3.43

Table 4: Parameter settings for direction modulation thresholds of Fig. 5
and Fig. 6.
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Abstract

We present data on the human sensitivity to temporal pulse modulations of target
velocity. We measured threshold detection modulation amplitudes for pulse-shaped speed
modulations, as a function of pulse duration and temporal frequency.

At short pulse durations (up to 50 ms) and low modulation frequency (1 Hz), detec-
tion amplitudes are ruled by a Bloch law: the product of pulse duration and threshold
modulation amplitude is a constant. This constant corresponds to a position modulation
with an amplitude of 3 arcmin in a coordinate frame that moves at the average speed (3
deg/s) of the target. At longer pulse durations we find deviations from Bloch's law. Speed
modulation thresholds are not critically dependent on target luminance contrast.

These results are modeled by a modulation detection process in two stages. A functional
description of the first stage is filtering of the true speed modulation signal by a second
order low-pass filter with a characteristic time constant of 20-25 ms. The second (decision)
stage is variance detection: modulations are detected when the variance of the filtered mod-
ulation function exceeds a certain threshold variance. The square root threshold variance
is estimated 8-10%.

This two-parameter model accurately predicts the measured dependence of pulse mod-
ulation detection thresholds on pulse duration and pulse density.

1 Introduction

Structure-from-Motion theories (Arnspang, 1988; Koenderink, 1986) show that the spatiotem-
poral dynamics of motion fields contain useful information for building representations of our
3-D environment. An intriguing question is how sensitive man is to modulations in motion
parameters (e.g. speed and direction) and what mechanisms have evolved for extracting these
modulations.

This question motivated Werkhoven et al. (1992) to perform experiments on the detection

of temporal modulations of speed and direction (optic acceleration). They have presented
evidence that the human visual system does not detect these modulations based on a optic
acceleration signal. Modulation detection is accurately modeled by a variance detection process
based on a low-pass transformation of the true velocity signal.

The above conclusions were based on modulation transfer functions: the dependence of

detection thresholds on modulation frequency. Transfer functions are powerful predictors for
the performance of linear systems and have a long history. For example, transfer functions
revealed the characteristics of luminance modulation detection in the human visual system (de
Lange, 1958).

An alternative tool for studying human detection performance in visual research has an
even longer history: pulse detection. For example, pulse detection experiments lead to the for-
mulation of Bloch's law for luminance pulse detection (Bloch, 1885). Pulse amplitudes yielding
threshold detection performance, as a function of pulse duration, can reveal the linearity and
temporal characteristics of the visual detection mechanism. Furthermore, a study of detection
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thresholds as a function of pulse density can yield information on the type of decision process
that rules the detection process (Roufs, 1974; Watson, 1979).

The conclusions inferred from pulse detection experiments and those from modulation
transfer functions, have been shown to be consistent for luminance modulation detection ex-
periments (Roufs, 1972; Roufs, 1973). This consistency proves the linearity of the temporal
filter stage that rules the detection of temporal luminance modulations. Furthermore, consis-
tency provides evidence that modulation transfer functions are determined by a single temporal
filter (Koenderink, 1978).

In this paper, we present a study on the detection of pulse-shaped speed modulation func-
tions and examine the consistency of the present findings with the modulation transfer funct.qns
and model presented in Werkhoven et al. (1992).

2 Methods

In short, stimuli consisted of dot targets that moved along horizontal trajectories at a speed
either modulated in time or kept constant. Observers indicated whether the target motion as
constant or modulated.

2.1 Apparatus

We used an Atari 1040 ST computer to generate the stimuli and to control the experimental
procedures. An Atari SM125 high resolution 70l1z white phosphor monochrome monitor was
used (luminance 71 cd/m 2 ) to display the stimuli. The phosphor decay rate was approximately
0.3 msec. The spatial resolution of the SM125 was 640 x 400 pixels. Viewing distance was
constant throughout the experiment (210 cm), yielding angular screen dimensions of 5.6 x 3.5
deg.

2.2 Stimulus

A 'snapshot' of the spatial configuration of the targets is shown in Fig. 1.

- Figure 1 about here -

The stimulus consists of two rows of four targets (squares of 8 arcmin width). The horizontal
separation between targets in a row was 1.3 deg. In the first row, targets moved coherently
at a constant speed v0 (uniform motion path) in a random horizontal direction. In the second
row (at the other side of the fixation mark), the targets moved coherently with a modulated
speed r(t) = b(t) (modulated motion path) in the opposite direction of the first row. The
vertical position of the first row (top or bottom) was randomized. The opposite motion of the
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constant and modulated path discouraged observers to use the relative horizontal positions of
the targets in the two paths as a cue for modulation detection.

The vertical separation of the top and bottom row was 3.2 deg. The traversed target
trajectory length was 5.2 deg. Whenever a target reached the end of a trajectory, it returned
to the start of its trajectory and continued its motion. As a result, at every instant of time,
four targets were visible in each row. Observers fixated their view on the fixation mark (see
Fig. 1) which was placed half way of the vertical positions of the two rows and half way of
the trajectory. Consequently, the eccentricity of both motion paths varied between 1.6 and
3.1 deg. Targets were presented dark on a light background so that the visual system of the
observers adapted to a well-defined photopic luminance level.

The average speed of the traversing targets was v0 = 3.0 deg/s (or 5 pixels per frame) in all
experiments reported in this paper. The transition time (the time to cross the trajectory) was
1.71 s (120 frames). Total presentation time was fixed at 4.1 seconds. The targets appeared
instantaneously at the start of their trajectory and, likewise, disappeared instantaneously at
the end of their trajectory. The positional phase (the initial position of the targets in a row)
and the phase of the speed modulation function were both randomized between presentations.

2.3 Pulse Modulation Functions

The top and bottom row moved rigidly in opposite directions with a velocity modulation
function v(t) = 6(t). We used a three parameter pulse modulation function 6(t) as shown in
Fig. 2. Basically, the modulation function 6(t) consists of alternating positive dad negative
pulses (with equal magnitude dv and duration o) superimposed on a constant speed v0 .

- Figure 2 about here -

The three parameters that determine the modulation function 6(t) are:

1. Pulse duration a. The values for a were limited to integer multiples of the inverse monitor
refresh rate (14.3 ms).

2. Pulse modulation amplitude dv/vo. Because the average speed was fixed at 5 pixels/frame
and because the values of dv were limited to an integer number of pixels per frame, the
modulation amplitudes dv/vo were 0%, 20%, 40%, 60%, 80% or 100%. We did not use
modulation amplitudes higher that 100% yielding local reversals of motion direction for
the negative velocity pulses.

3. The temporal separation 3 between the onset of consecutive pulses. Because the sign
of the amplitudes of the pulses alternated in time, the average speed was constant (vo),
independent of modulation amplitude dv. Thus, the average speed of the uniform and
modulated path are equal.
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2.4 Psychophysical Procedure

Speed modulation thresholds were measured in a modulation detection experiment. In one ses-
sion, observers viewed 25 stimulus presentations with a constant average speed vo, modulation
amplitude dv, pulse duration a and pulse separation P3. The modulated motion path appeared
either at the top vertical position or in the bottom position (its position was randomized). The
uniform motion path always appeared in the position opposite to the modulated path. The
phase of the modulation function was randomized. The task of the observers was to indicate
the position (top/bottom) of the modulated motion path by means of a joy-stick.

Usually 4-5 sessions with different adequately chosen modulation amplitudes were sufficient
to determine the speed modulation detection threshold (for a given constant pulse duration
and pulse separation) by data interpolation. We defined the speed modulation threshold W
as the relative modulation amplitude dv/vo at threshold performance (yielding 80% correct
answers). Measurements were performed binocularly with natural pupils in a darkened room.
No feedback was provided in either experiment.

2.5 Observers

The two authors (HS and PW), both experienced observers in visual motion experiments, were
subjects throughout the experiment. The general findings were confirmed by a third, naive
subject.

3 Experiments

3.1 Pulse duration

3.1.1 Results

We collected data on the dependence of speed modulation thresholds W on pulse duration a
for a fixed temporal interval = 500 ms between the onset of consecutive pulses (see Fig. 31).

- Figure 3 about here -

Detection thresholds are 120% (HS) and 140% (PW) for the shortest pulse duration (14.3
ms) and decrease monotonically with increasing pulse duration, down to 20% for a long pulse
duration of 143 ms (HS) and I- ms (PW).

'It should be noted that the rightmost data point in Fig. 3 was determined using the reverse of the procedure
described in the methods section, that is, for this data point we fixed the modulation amplitude at 20% and
determined the pulse duration a yielding threshold performance. The leftmost data point (at a=14.3 ms) is
extrapolated from the probabilities correct at modulation amplitudes smaller than 100%. Modulation amplitudes
higher than 100% yield a reversal of motion direction and were not used.
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The guide lines are theoretical relations derived in the Model Section, and show the pre-
dicted asymptotic behaviour for small pulse durations (the solid line) and large pulse durations
(dashed line).

3.1.2 Discussion: Small Pulse Durations and Blochs's Law

Figure 3 shows a dependence of pulse modulation thresholds on pulse duration that asymptotes
to a line with a slope of approximately -1 for the shortest pulse durations examined in log-log
coordinates. This indicates that the product of modulation IV and pulse duration a is constant
at threshold (Bloch's law). The product 1Vcr is exactly the integral of the modulation pulse,
that is, the spatial displacement of the dot in a coordinate frame that moves at speed v0 . This
suggests that, for short pulse durations, modulation detection is based on a spatial cue: the
spatial excursion of the dot in the moving frame. The threshold spatial excursion is IVv 0 a and
is approximately 3 arcmin for observer tIS and 3.5 arcmin for PW at the average speed of 3
deg/s in this experiment.

Spatial excursion is the temporal integral of the velocity modulation function. Thus, the
finding that the magnitude of the spatial excursion rules detection performance strongly sug-
gests that the detection stage is based on the integral of the velocity signal. A likely imple-
mentation of velocity integration is a low-pass temporal filter operating on the true velocity
signal. The time constant of this low-pass filter determines the integration time and thus the
range of pulse durations for which we may expect a Bloch law. In the Model Section, we will
elaborate on this issue, and show that this finding is consistent with the model proposed by
Werkhoven et al. (1992) for the detection of different types modulation functions in speed and
direction.

3.1.3 Discussion: Large Pulse Duration and Low-pass Filtering

For larger pulse durations (e.g., a = 143 ms) pulse modulation thresholds deviate from the
asymptote behavior described by a Bloch law.

In terms of a low-pass filter stage, this performance at large pulse duration is expected when
the pulse duration exceeds the time constant r of the temporal filter. Now, the filter response
is no longer the impulse response function (as for short pulse durations), but can be described
by a response to an incremental step (at the on flank of the pulse) followed by a response to
a decremental step (at the off flank). For large pulse durations (a > r), asymptotic threshold
performance becomes independent of the time constant and depends exclusively on the pulse
duration. The deviations from a Bloch law reveal information about the characteristic time
constant of the low-pass filter (see the Model Section).

3.2 Pulse Separation

In the above experiment, we measured pulse modulation thresholds as a function of pulse
duration a at fixed pulse separation 3 = 500 ms. Here, we study modulation thresholds as a
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function of pulse separation /3 for pulse durations a = 14.3,28.6 and 42.9 ms.

3.2.1 Motivation and Predictions

Roufs (1974) performed modulation detection experiments in the luminance domain and showed
that detection thresholds decrease with the number of pulses in the stimulus presentation. This
decrease was in agreement with the steepness of the psychometric functions obtained in his ex-
periments. We may expect similar behavior in the motion domain, that is, detection thresholds
decrease with increasing pulse density (1/0).

However, when the pulse density reaches a point where the pulse separation 3 is comparable
to the time constant r of a hypothesized low-pass fiter, that operates on the modulation
function, the pulse responses of the temporal filter start to interfere. Now, the temporal filter
integration of the the modulation function yields an annihilation of neighboring positive and
negative pulses. This would lead to an increases in thresholds for pulse separations smaller
than the characteristic time constant r of the low-pass filter.

To summarize, modulation thresholds are expected to decrease as a function of modulation
frequency (due to increased pulse rates) until the pulse separation is of the order of the time
constant r. For even smaller separations, thresholds will increase with frequency (due to
temporal integration).

3.2.2 Results

We measured modulation thresholds as a function of pulse separation 43 for short pulse du-
rations a = 14.3 Ms, 02 = 28.6 ms and 03 = 42.9 ms (in the range of Bloch's Law). As
mentioned in the .Method section, the number of available modulation amplitude levels is lim-
ited. Therefore. we used the percentages correct answers at pulse durations 01, Q2 and 03 and
all available modulation amplitudes to estimate a single threshold IV for o. The argument
runs as follows. As we have seen in Fig. 3, the threshold modulation amplitudes IV decrease
with increasing pulse duration (Bloch's law) for small pulse durations. However, the product
of modulation amplitude 11' and pulse duration a (pulse area, Q) at threshold performance
is constant in this range. Hence. we can use the thresholds at 02 and at a 3 to estimate
the threshold at l. Therefore, we computed the pulse areas for these three pulse durations
and their corresponding percentages correct answers for a given pulse separation 3. yielding a
psychometric function: percentages correct answers as a function of pulse area Q. From this
function, we estimated threshold pulse area QO and nmodulation threshold IV = Q2O/aj for pulse
duration al.

- Figure 4 about here -

Figure 4 shows estimated thresholds IV at pulse duration a, = 14.3 ms as a function of
the fundamental frequency w of the modulation function. Note that modulation frequency ,
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is inversely proportional to pulse separation: w = 1/(20). Thresholds first decrease from 120X,
(HS) and 140% (PW) to 54% (HS) and 78% (PW) with increasing modulation frequency up
to 6 Hz. For frequencies larger than 6 Hz, thresholds increase with increasing frequency.

3.2.3 Discussion

Fig. 4 shows the predicted threshold dependence on pulse separation (or modulation frequency).
At low modulation frequencies, the pulse separation /3 is large compared to the time con-

stant r of the hypothesized temporal integration fil'.er. For this condition the filter responses
to each individual pulse are well separated in time and do not interfere. Now, thresholds are
determined by the pulse density. Performance is expected to improve with pulse density assum-
ing a variance detection stage or probability summation (see Model Section). Thus, thresholds
decrease with increasing modulation frequency in the low frequency range.

At high modulation frequencies, the pulse separation becomes small compared to the time
constant of the hypothesized low-pass filter and the filter response functions to individual
pulses strongly interfere. Positive and negative pulses start to annihilate and performance
deteriorates. For this condition, we consider the transfer function of a low-pass filter. The
amplitudes of high frequent spectral components are reduced by low-pass filtering. Therefore.
we expect tl., fundamental component (first order harmonic) to dominate the detection stage.
In the Model Section, we derive the characteristic time constant r of the hypothesized low-
pass filter based on the above discussed dependence of detection thresholds on modulation
frequency.

3.3 Luninance Contrast

3.3.1 Motivation

In order to evaluate 'Window of Visibility' theories applied to modulation detection (see Gen-
eral Discussion) it is useful to examine the dependence of human sensitivity to speed modu-
lations for different luminance conditions. In the above experiments, the moving targets were
drawn dark on a light background (a 100% contrast). Here, we measure threshold modulation
amplitudes as a function of luminance contrast for two different modulation functions.

3.3.2 Results

One function had 3 = 500 ms and a = 28.6 ms. The other function had 3 = 56 ms and
* = 14.3 ms. Luminance contrast was either 25%, 50% or 100% and was realised by drawing
a corresponding percentage of the pixels of a dot dark (at random positions). The remaining
pixels had background value.

- Figure 5 about here -
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Results for two observers, and the two velocity pulse functions are shown in Fig. 5. Thresh-
olds decrease slightly with increasing luminance contrast.

To further examine the effects of spatial structure of the dot target, observer IS (4D
myopic) repeated the above experiments without his correcting spectacles at 100% luminance
contrast. The measured thresholds without spectacles were nearly identical to those measured
with spectacle correction.

3.3.3 Conclusion

The results show that modulation detection thresholds depend or'y slightly on luminance
contrast and are independent of the amount of spatial blurring Uf the target. This suggests
that spatial structure is not critical for speed modulation detection (see also Werkhoven et
al., 1992).

4 Model

Werkhoven ct al. (1992) present d -trong evidence for a two-stage speed modulation detection
model. The first stage is a lrw-pass temporal transformation of the modulation function.
The second stage is a variance detection process, based on the filtered modulation function.
They showed that this two-stnge deer',e n model accurately describes the modulation transfer
functions for the detection of differently shaped modulations (e.g., triangular, block-shaped.
sinusoidal) of ,arget speed -nd direction.

In this section, we show chat this model can also account for pulse modulations of speed.

.1 Th,_ first stage: A Second Order Low-pass Filter

The modulation function b(t) is filtered by a second order low-pass temporal filter g(t):

g(t) t (1)

which has a transfer function (w) of temporal frequency w = -.

§(w) = [1 + (27rwr)'. (2)

The resulting filtered modulation function is the convolution of this filter g(t) with the modu-
lation function 6(t): g(t) 0 b(t).
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4.2 The Second Stage: Variance Detection

The psychometric functions presented by Werkhoven et al. (1992) clearly support the claim
that observers based modulation detection on the square amplitude of the modulation function.
Variance detection is an elegant and sufficient description of this phenomenon. It should be
noted, however, that Rashbass (1976) has shown that a probability summation with summation
coefficient 2 based on the linear amplitude of the (filtered) modulation function yields similar
predictions.

We assume that the variance a 2 of the filtered speed modulation signal has to exceed some
fixed threshold value a. for detection. The variance of the filtered modulation function is given
by:

C 23 =[g(t) ® b(t) - to]2 dt. (3)

Note that the modulation functions, and thus their (linearly) filtered functions, are periodic in
time with period 2'3. In general, the expressions for the variance o 2 are not elegant. However.
we distinguish three conditions that allow simple expressions.

4.2.1 Non-interfering Pulses: a <r

Here, we consider a condition where the pulse duration a of the modulation function 6(t) is
very small compared to the time constant T- of filter g(t) (ideal pulses). Furthermore. we take
the pulse separation 3 such that the response function g(t) to a given pulse becomes zero before
the next pulse starts. For these conditions, the filtered modulation function is approximated by
a series of non-interfering impulse response functions. The amplitude of this impulse response
function is proportional to the pulse area all'. The variance o§2(r) of such impulse response
function is simply:

C2(7 ) = l [ag(t) 2d -z: 3 (a < r). (4)

The variance of non-interfering impulse response functions is inversely proportional to the
characteristic filter constant r.

4.2.2 Non-interfering Steps: T < a

Consider a condition where the pulse duration a is finite and much larger than the time constant
7. Now, the modulation function 6(t) is described by two step functions: an incremental step
It" at time t = 0 and a decremental step -TV at time t = a. A convolution of these step
functions with the time filter g(t) yields a variance cr:
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J 0i (W jtgy y)dy2 dt.(5

Now we assume that the filtered function reaches its asymptote before the next step occurs,
that is, the time constant r is relatively small compared with the pulse duration a. For these
non-interfering step responses, Eq. 5 reduces to:

2 W20
2 < a. (6)

Note that the asymptotic variance for non-interfering step functions is independent of the
characteristic filter constant r.

4.2.3 First Order Harmonic: at High Frequencies

When the temporal frequency w = 1/20 is larger than the cut-off frequency we, we may ignore
the higher order harmonics of the modulation function 6(t) and restrict our analysis to the first
order or fundamental spectral component. The amplitude of the fundamental component for
a modulation amplitude It and pulse duration a is 411aw (for short pulse durations). This
fundamental component is attenuated by the temporal filter g(t) yielding a filtered amplitude
4io-(,). The resulting variance a,(r) of the filtered fundamental component is half its
squared amplitude:

1 ( 41V Y.

The asymptotic behavior of ao(r) (for a high frequency w - oc) is inversely proportional to
74:

1 ( l 2 (8

4.3 Parameter Estimation Based on Pulse Duration Dependence

The dependence of modulation thresholds 1V as a function of the pulse duration a for a fixed
pulse separation 0 is shown in Figure 3. This dependence allows to derive the two parameters
that specify our model, that is, the time constant r of the second order temporal filter g(t),
and the threshold variance o02 that determines the performance of the variance detection stage.

The time constant 'r that characterizes g(t) can be estimated using two data points of
Fig. 3: the leftmost and the rightmost data point. We will use the data of subject ItS to



4 MODEL 12

illustrate the estimation procedure. The leftmost point shows the threshold W = 1.2 for pulse
duration a = 14.3 ms and pulse separation 0 = 500 ms. Such short (ideal) pulses filtering yields
non-interfering impulse response functions. The threshold variance ao(r) for non-interfering
impulse responses is given by Eq. 4 (substitute W = 1.2, 3 = 500 ms, and a = 14.3 ms). The
variance expression ao(r) depends on only one parameter: the time constant r.

The rightmost point shows the threshold W = 0.2 for pulse duration a = 143 ms and pulse
separation # = 500 ms. Now, the pulse duration is 'finite' and the modulation function can
be described by an incremental step followed by a decremental step. The variance a2 for these
step responses is given by Eq. 5 (substitute IV = 0.2, 1 = 500 ms, and a = 143 ms). Because
we had no a priori knowledge about the time constant r, we have not used the asymptotic
behavior (Eq. 6), but used the exact expression (Eq. 5).

The variances or(r) and a2 of the pulse and step modulation function are both equal to
the threshold variance ao0. Therefore, we may equate them: a'(r) = a', and solve them
numerically. Basically, this equation reflects the intersection of two asymptotes in the log-log
presentation of It' versus a. The first asymptote is the Bloch law for short pulse durations
(with slope -1) (Gorea and Tyler, 1986). The second asymptote for large pulse durations is
inherent to variance detection or probability summation, and has slope -1/2. Both asymptotes
are shown in Fig. 3, based on the estimated threshold variance and time constant for each
observer.

We find 7 = 15 - 5 ms (HS) and 7 = 19 ± 5 ms (PW). Furthermore. Eq. 4 gives us the
threshold variance ao after substitution of the average time constant r (and other parameters):
a0 = 9.9% (IIS) and 10.2% (PW).

4.3.1 Peak Detection?

One may wonder how critical the type of decision stage is for the estimation of the time con-
stant r of the second order low-pass filter. Although we found strong experimental support for
variance detection (Werkhoven et al., 1992), we will analyze another general c'a3s of decision
mechanisms: peak detection. Contrary to variance detection (which is based on the square
modulation amplitude), peak detection is based on the magnitude of the modulation ampli-
tude. Peak detection monitors the maximum filter output For the modulation function. The
modulation is detected whenever this maximum exceeds a threshold.

A peak detection model yields estimates for r that are slightly higher (r = 32 ms for tIS
and 37 ms for PW) than estimated in a variance detection model. Although we observe a
difference between the estimated time constants in a peak and a variance detection model, this
is a minor discrepancy.

4.4 Parameter Estimation Based on Frequency Dependence

Above, we estimate the time constant T based on the observed dependence of detection thresh-
olds on pulse duration. In this section, we will test our variance detection model and estimate
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r based on the observed dependence of thresholds on the pulse separation 3, or temporal fre-
quency w = 1/2,3. (see Fig. 4). We use the thresholds at two extrema: W at w = 1 Hz and TV
at w = 12 Hz. The reasoning (for this illustration for observer HS) is as follows.

At modulation frequency w = 1 Hz, the pulses (of duration a = 14.3 ms) yield well-
separated non-interfering impulse response functions after temporal filtering. The resulting
variance 4 (r) for non-interfering impulse responses is given by Eq. 4 (substitute W = 1.2,
a = 14.3 ms, and # = 500 ms).

At frequency w = 12 Hz, we assume that the higher order spectral components of the
modulation function are strongly reduced in amplitude by the temporal low-pass filter and
may be ignored. Hence, we only consider the variance of the (attenuated) first order spectral
(fundamental) component. The variance o2(7) of the filtered fundamental component is given
by Eq. 7 (with II = 0.8, a = 14.3 ms and w = 12 Hz.

- Figure 6 about here

Both variance expressions are dependent on only one parameter: time constant r. The
variance a2(r) for ideal pulse functions and ac(7) for the fundamental component are shown
in Fig. 6 as a function of 7 for HS (in fact we use the square root of variance, arp(r) and aj(r)
are shown). Because the variances a2(r) and a2(r) of the pulse and fundamental modulation
function are both equal to the threshold variance a2, we may equate them: ap(r) = o (0)
From Fig. 6 we estimate the variances to be equal at time constant r = 26 ± 3 ms. The
threshold variance at this time constant is equal to the threshold standard deviation 70 and is
7.5(. Thus, the absolute detection moduiation amplitudes are approximately 0.23 deg/s (HS)
for the average speed v0 = 3 deg/s used in this experiment.

For observer PW we estimated (using the same method): r = 29 ± 3 ms and ao = 8.3%.
To substantiate our claim that higher order spectral components may be ignored for the

computation of 7-, we performed an analogous calculation using the 9 Hz threshold of Fig. 4
instead of the 12 Ilz threshold. The computed r for this case is r = 24 ms for observer HS,
and is not significantly different (given a standard deviation of 3 ms). Therefore, 12 liz may
be considered far above the cut-off frequency.

The frequency dependence of threshold amplitude on frequency is characterized by two
asymptotes. At low frequencies we have Bloch's law (see Eq. 4) and for high frequencies we
consider only the fundamental component (see Eq. 8). Both asymptotes are shown in Fig. 4
based on the estimated threshold variance and time constant for each observer.
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5 General Discussion

5.0.1 Evaluation

Werkhoven et al. (1992), proposed a two-stage detection model for velocity vector modulations
(i.e., modulations of both speed and direction): low-pass filtering followed by variance detec-
tion. This model has only two parameters: the characteristic time constant of the low-pass
filter, and the threshold of the variance detection stage. Therefore, this model yields strong
qualitative predictions when applied to the pulse detection experiments, that is, detection
performance as a function of pulse duration and pulse separation. These predictions were
tested.

First, a pulse duration a small compared to time constant 7 yields impulse response func-
tions g(t) for each individual pulse. Moreover, when the pulse separation 3 is large compared
to r, these pulse responses do not interfere. Hence, at threshold, the amplitude of the response
function is determined by the product of the pulse energy: the product of the pulse duration
and the pulse amplitude: IVa. Pulses with equal energy result in detection. Therefore. we
expect a hyperbolic relation for the dependence of threshold amplitude on pulse duration. This
prediction (Bloch's law) is supported by the data (see Fig. 3. Second, at pulse durations a
much larger than the time constant r we expect that the variance of the filtered modulation
function to be linear with pulse duration and quadratic with the threshold amplitude IV. For
this condition, thresholds are expected to deviate form Bloch's law and to be inversely pro-
portional to the square root of pulse duration. This predicted deviation is observed in Fig. 3.
Third, at high modulation frequencies, detection performance is expected to be dominated by
the first order harmonic of the modulation function. For this condition, asymptotic detection
thresholds increase linearly with modulation frequency (see Fig. 4).

The above observations strongly suggest that the detection of pulse-shaped modulation
functions (studied here) and the detection of other functions described in Werkhoven et al. (1992)
is carried out by closely similar, if not identical, mechanisms of the human visual system. One
may wonder what constitutes this temporal filtering of the modulation function. Werkhoven et
al. (1992) showed that the low-pass filter characteristics discussed above cannot be equivalent
to an integration of the correlation output of standard motion detectors (Reichardt correla-
tors). They showed that the temporal low-pass filter must be inherent to processing preceding
the correlation stage. An analysis by Gliinder (1990) strongly supports the view that a low-
pass temporal filter stage corresponds with the inherently non-ideal band-pass delay filters in
correlator detectors.

5.0.2 Characteristic Filter Time

The detection thresholds of pulse modulations of speed presented in this paper are modeled
by two parameters: the characteristic filter time r = 15 - 29 ms and the variance detection
threshold (square root variance ao = 8 - 10%).

The characteristic time constant of 15-29 ms corresponds to a temporal integration of
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60-100 ms of the speed signal. As mentioned above, this integration time is determined by
the temporal characteristics of the delay filter in Reichardt correlators (Gliinder, 1990). An
integration time of 60-100 ms is in excellent agreement with the upper temporal separation
(inter stimulus interval) under which observers are still able to sense motion flow (Morgan and
Ward, 1980).

The time constant (r = 15-29 ms), inferred from pulse modulation experiments presented
in this paper, is lower than the estimate r : 35-40 ms found for periodical triangular and
sinusoidal modulation functions (Werkhoven et al., 1992). This need not come as a surprise,
since (as explained in the methods section) the present experiments are performed using dark
targets against a photopic background, whereas the stimulus in Werkhoven et al. was a
luminuous dot moving against a dark background. It is well known that the visual system
becomes faster with increasing luminance (adaptation) levels (Kelly, 1971).

5.0.3 Variance Detection Threshold

Minimum speed modulation detection thresholds for the row of squares used in the present
experiment (87 at 1 llz) are markedly lower than the minimum thresholds (17% at 1 Hz) for
the single blob target used in Werkhoven ct al.. This improvement in detection performance
is likely to result from the stimulus optimizations for this experiment versus Werkhoven et al.:
(1) the number of targets simultaneously moving is four (versus one), (2) the observer was
provided a uniform motion path as an explicit reference for detection (versus NO reference).

5.0.4 Speed Modulation Detection v. Speed Discrimination

In typical speed discrimination experiments observers view two uniform motion paths, sep-
arated in time or space, and indicate the path with the highest (or lowest) speed. Speed
discrimination thr holds (the relative threshold difference between high and low speed) re-
ported are as low as 6% (DeBruyn and Orban, 19SS). These 6% diffcrfnce thresholds suggest
"eqivalent' modulation thresholds as low as 3( for spatiotemporal contiguous block-shaped
motion paths. Perhaps surprisingly, the modulation detection thresholds (presented in this
paper) for spatiotemporal block-shaped contiguous paths are 8%.

We suggest that this difference is caused by the uncertainty of the observer with respect
to the phase of the modulation functions. This uncertainty may force the observer to use the
autocorrelation (variance) of the velocity modulation signal, instead of the more efficient cross
correlation of the modulation signal received with the signal expected (Green and Swets, 1966;
Burgess and Ghandeharian, 1984).

5.0.5 Speed Modulations v. Direction Modulations

Bloch's law found for small pulse durations and large pulse separations revealed that, for these
conditions, modulation detection is based on a spatial cue: the spatial excursion of the dot in
the moving frame. This threshold spatial excursion is estimated approximately 3 arcmin for
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observer HS and 3.5 arcmin for PW at the average speed of 3 deg/s and 1.6 deg eccentricity
for this experiment.

Werkhoven et al. (1992) also estimated spatial excursion thresholds, but for modulations
orthogonal to the average motion path. They found a smaller spatial excursion threshold of
2 arcmin at a lower average speed of 1.7 deg/s and larger eccentricity 3.4 deg. Note, that
Werkhoven et al.'s stimulus was also less optimal because of the single target used and the
absence of a reference motion path.

A comparison of the spatial excursion thresholds parallel and thresholds orthogonal to the
motion path suggests that the visual motion system is more sensitive to modulations in motion
direction than to modulations in motion speed.

5.0.6 The Invalidity of 'Window of Visibility' Theories

\Ve have shown that speed modulation detection thresholds vary only slightly with the lu-
minance contrast of the targets. This finding is at odds with 'window of visibility' theories
(WVatson et al., 1986; Burr et al., 1986) as we will argue below.

The 'Window of Visibility' theory was originally proposed to explain the discriminabilitv
of smooth and sampled (apparent) motion in terms of differences in 'visible' spectral compo-
nents. Sampled motion has a Fourier transform that is the convolution of the spectrum for the
unsampled (smooth) motion with a regular series of temporal pulses. The energy of certain
components for the sampled motion (not present for smooth motion) within a 'visible* spectral
window would perceptually distinguish sampled from smooth motion.

A similar theory for speed modulations would predict detection whenever the modulated
motion path has detectable spectral components not present for uniform motion. The de-
tectability of spectral components that result from speed modulation is determined by the
modulation amplitude as well as by target luminance contrast. In fact, we expect a trade-off
between threshold modulation amplitude and luminance contrast. This is not supported by
the datr that show similar thresholds for luminance contrasts of 25%, 50% and 100%.

To explain modulation detection, 'window of visibility' theories would have to be rephrased
in terms of discriminability of spectral components instead of detectability.

5.0.7 Conclusions

Optic acceleration detectors are absent in the human visual system. The detection of variations
in target speed is not based on the temporal derivative of the speed modulation signal. Instead.
speed modulation detection is based on the variance of the (temporally blurred) modulation
function.

Modulation detection performance is determined by two parameters: the characteristic
time constant of the low-pass filter and the threshold of the variance detection stage. This
simple model accurately describes detection performance of pulse-shaped speed modulation
functions (the present paper), as well as the detection of periodic (triangular, sinusoidal and
block-shaped) modulations of speed and direction (Werkhoven et al., 1992).
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7 Figure Captions

Figure 1: A sketch of the spatial stimulus structure. The stimulus contains two rows of 4
square targets. The fixation mark is in the center of the configuration. The top and bottom
row move (coherently) in opposite direction. One of them is the modulated motion path, the
other the uniform path.

Figure 2: Speed modulation function b(t). The function is characterized by alternating positive
and negative pulses relative two the average speed v0 . The amplitude of the positive pulses is
dr, that of the negative pulses -dv. The pulse duration is a. The pulse separation 3 is the
time interval between the on-set of two consecutive pulses.

Figure 3: Speed modulation detection thresholds I1' = dv/vo as a function of pulse duration
o. The pulse separation 0 was constant (500 ms). Note the rotated error bar of the rightmost
data point, where pulse duration was varied at a fixed, 20%, modulation amplitude dr/vo to
determine the threshold duration. The solid ine (with slope -1) shows the Bloch law prediction
(IUa = constant), that is. the asymptote for short pulse durations fitted through the leftmost
data point. The dashed line is the asymptote for long pulse durations (see Model Section).
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Figure 4: Speed modulation detection thresholds W = dv/vo as a function of the temporal
modulation frequency w = 1/(23). Frequency w is the frequency of the fundamental spectral
component of function 6(t). Thresholds are given for a pulse duration a = 14.3 ms and
are estimated using threshold measured at a = 14.3, 28.6 and 42.9 ms (see text for detailed
explanation).
The graph is presented in log-log coordinates. The solid line with slope -1/2 shows asymp-
totic model predictions for low frequencies. The line with slope 1 shows asymptotic model
predictions for high frequencies (see Model Section).

Figure 5: Speed modulation detection thresholds It = dv/vo as a function of target luminance
contrast. Filled squares: Pulse duration was a = 28.6 ms, pulse separation 13 = 500 ms
(w = 1 lIz). Open squares: Pulse duration was a = 14.3 ms, pulse separation 3 = 56 ms
(W = 9 ltz).

Figure 6: Predicted variance as a function of characteristic time constant r for two conditions
for observer HS. Open squares: a'(r) for ideal pulse functions (based on 1 Hz threshold
modulation amplitude). Filled squares: af(r) for the fundamental component (based on 12
Hz threshold modulation amplitude).
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Figure 2: Speed modulation function 6(t). The function is characterized _y alternating positive
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time interval between the on-set of two consecutive pulses.
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Figure 3: Speed modulation detection thresholds W = dv/vo as a function of pulse duration
a. The pulse separation 3 was constant (500 ms). Note the rotated error bar of the rightmost
data point, where pulse duration was varied at a fixed, 20%, modulation amplitude dy/vo to
determine the threshold duration. The solid line (with slope -1) shows the Bloch law prediction
(Wa = constant), that is, the asymptote for short pulse durations fitted through the leftmost
data point. The dashed line ;q the asymptote for long pulse durations (see Model Section).



10 7
HS

0

04)

10 100

Modulation Frequency, w (Hz)

10PW

C

.

04)

~Ec

1 10 100

Modulation Frequency, Lo (Hz)

Figure 4: Speed modulation detection thresholds W = dv/vo as a function of the temporal
modulation frequency w = 1/(2/3). Frequency w is the frequency of the fundamental spectral
component of function b(t). Thresholds are given for a pulse duration a = 14.3 ms and
are estimated using threshold measured at a = 14.3, 28.6 and 42.9 ms (see text for detailed
explanation).
The graph is presented in log-log coordinates. The solid line with slope -1/2 shows asymp-
totic model predictions for low frequencies. The line with slope 1 shows asymptotic model
predictions for high frequencies (see Model Section).
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Figure 5: Speed modulation detection thresholds W = dv/vo as a function of target luminance
contrast. Filled squares: Pulse duration was a = 28.6 ms, pulse separation P = 500 ms
(w = 1 Hz). Open squares: Pulse duration was a = 14.3 ms, pulse separation ' = 56 ms
(W = 9 Hz).
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Figure 6: Predicted variance as a function of characteristic time constant r for two conditions
for observer HS. Open squares: ap(r) for ideal pulse functions (based on 1 Hz threshold
modulation amplitude). Filled squares: oa(T) for the fundamental component (based on 12
Hz threshold modulation amplitude).


