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ABSTRACT

The objective of this program was to determine the feasibility of developing an
improved portable cesium clock using a semiconductor laser excited resonance
Raman interaction. Such a clock has the potential to be smaller, lighter, less
expensive, and more accurate than conventional cesium clocks because it does not
require a microwave cavity or state selection magnets. To demonstrate this, an
experimental Raman cesium clock was constructed using a compact, inexpensive
atomic beam design which incorporated optical quality windows, a recirculating oven,
and graphite getters. To excite the Raman transition in this beam, a semiconductor
laser was amplitude modulated at 4.6 GHz (halif of the 9.2 GHz cesium hyperfine
transition frequency) so that the two modulation sidebands were tuned to the
resonance Raman transition frequency. A simple, alignment insensitive optical
feedback stabilization scheme was developed for the semiconductor laser to obtain
optimum signal to noise ratio, as well as to improve reliability of the laser. The
observed signal to noise ratio of about 1800 for a 1 second averaging time was
detector noise limited, but only a factor of two smaller than the shot noise limit. Fora
15 cm interaction zone separation, such as in the experimental Raman clock, this
signal to noise ratio corresponds to a fractional frequency stability of 6 x 10~12 (for a
100 second averaging time). This compares favorably with commercial cesium clocks.
Once detector noise is eliminated, the shot noise limited fractional stability would be

2.7 x 10712 (for 100 sec.). The instabilities caused by potential error sources are

1. SUMMARY OF OBJECTIVES N~ g

The primary goal of this research program is to determine the possibility of

projected (from sodium studies) to be of the order of 2 x 1012,

developing a small, low cost, light weight, portable clock based on a laser-induced —————
s colLubility Codes

Avall and/opr ]

Dist Special

1 ﬁ" I SRR




resonance Raman transition in a cesium atomic beam. Such a clock would employ
semiconductor lasers to excite the atomic beam, rather than the conventional
microwave cavities and state selection magnets. To demonstrate this, an experimental
version of the cesium Raman clock is to be constructed, using only semiconductor
laser excitation and a compact atomic beam design. Its accuracy is to be compared to

that of a commercial cesium clock.

2. BRIEF REVIEW OF RESONANT RAMAN INTERACTION AND CLOCK

APPLICATIONS

The laser induced resonance Raman interaction is illustrated schematically in
Fig. 1(a). Briefly, Raman transitions are induced between states |1> and |3> using two
laser fields, at frequencies w¢ and wy, simultaneously resonant with the intermediate
state |2>. The result of this simultaneous resonance is a decrease in the observed
fluorescence, as shown in Fig. 1(b). For copropagating laser fields interacting with an
atomic beam at right angles, the linewidth of this Raman transition is determined only
by the widths of states |1> and |3>. State |2> does not contribute to the linewidth,
although it clearly enhances the transition probability. Thus, for long-lived states |1>
and [3>, the Raman linewidth becomes transit time limited just as for direct microwave
excitation.

In practice, to observe transit time limited Raman lineshape, it is necessary to
overcome the effects of laser jitter. This can be done by correlating the frequency

jitters of w4y and wy. Correlated jitter does not broaden the Raman transition because it
does not affect the laser difference frequency, w{ — wp. One way of correlating the

frequency jitters is to generate both frequencies from the same laser; for example, the

beam at frequency w2 can be generated from the beam at frequency w, using an

acousto-optic frequency shifter.




To obtain a small transit time linewidth we use Ramsey's method of separated
field excitation in analogy with conventional microwave techniques. In separated field
excitation, atom-field superposition states set up by the Raman interactions in the two
zones interfere quantum mechanically. This produces interference fringes in the final
zone fluorescence, where the fringe spacings are characteristic of the transit time
between interaction zones.

To provide a stable reference for clock applications, the rf signal which drives
the difference frequency generator (e.g., the acousto-optic modulator) is locked to the
central Ramsey interference minimum. To accomplish this, a discriminant is needed
and is generated by frequency modulating the rf signal and demodulating the final
zone fluorescence signal with a lock-in amplifier. The output of the lock-in amplifier
then provides the error signal for the rf frequency servo. The stability of the rf

frequency is measured by comparing it with a commercial cesium (or rubidium) clock.

3. BRIEF DESCRIPTION OF RESULTS

The primary goal of this program was met by construction of an experimental
Raman cesium clock, employing a compact yet inexpensive atomic beam design and
a semiconductor laser, with a projected frequency stability that compares favorably
with commercial cesium clocks. In order to help optimize the preliminary design of the
cesium Raman clock, an existing experimental sodium Raman clock was used to
investigate the effects of several frequency error sources such as the AC Stark shift, for

example, that are present in both sodium and cesium Raman clocks.

3.1 Construction of an experimental Raman cesium clock
The experimental Raman cesium clock consisted of a compact atomic
beam and a semiconductor laser. The laser was amplitude modulated and the

two modulation sidebands were used as the two Raman excitation frequencies,
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w; and wz. Semiconductor laser optical feedback was employed to obtain

optimum signal to noise, and also to improve reliability of the laser.

3.1.1 Atomic beam design

As stated before, the primary goal of the atomic beam design was
to develop a beam that would be inexpensive and easily miniaturized.
To these ends, we have designed a compact and low cost atomic beam,
as shown schematically in Fig. 2.

The interaction region consists of a section of steel waveguide
with knife edge vacuum flanges welded to both ends. Windows are
placed at various locations in the waveguide, as shown, to admit laser
light and to facilitate fluorescence detection. The windows are of good
optical quality, and are anti-reflection coated. To mount the windows an
o-ring sandwich is used, so as not to generate an unacceptable amount
of stress related birefringence.

To maintain a low background pressure, each interaction port is
supplied with a graphite getter, having holes bored along all three axes.
The size of the hole along the atomic beam axis determines its
collimation.

The atomic beam source consists of a porous metal rod inserted in
a stainless tube, which in turn is welded to a knife-edge vacuum flange.
The porous metal rod is bored with a 2 mm dia. hole and serves as a
recirculating heat pipe oven(1). In operation, the front section of the
porous metal is kept just above the melting point of cesium, while the rear
section is heated to a high temperature. Material not travelling along the

axis of the porous metal sticks to the cold section and is returned to the




hot end by capillary action. This recirculating oven design permits a high

throughput with a low source consumption.

3.1.2 Generation of second laser frequency

Generation of the two optical fields, at frequencies w1 and w,, was
accomplished by modulating the semiconductor laser injection current at
4.6 GHz with a microwave VCO, as illustrated in Fig. 3. This yieids two
amplitude modulation sidebands that are separated by 9.2 GHz, the
cesium hyperfine transition frequency. As discussed before, the
frequency jitters of @ and w, are now correlated since the frequencies
are generated from the same laser, thus eliminating the effects of laser
jitter on the Raman linewidth. The carrier is detuned too far (4.6 GHz, or
about a thousand linewidths of the cesium excited state) from either
transition to have any effect at all. The laser diode used here is single
frequency, double heterostructure, AlGaAs laser (Hitachi HLP-1400)
operating at 852 nm.

Figure 4(a) shows the modulation sidebands of the modulated
laser as measured by a short, plane-parallel, scanning Fabry-Perot cavity
with a free spectral range of 25 GHz. As can be seen, the separation
between sidebands is 4.6 GHz. In contrast, Fig. 4(b) shows the spectrum

of the unmodulated single mode laser.

3.1.3 Initial observation of Raman/Ramsey fringes In a
cesium beam using a wideband semiconductor laser
Using the above-mentioned unmodified semiconductor laser with

a free running linewidth of 20 MHz, we have been able to observe a 1




kHz (limited by transit time) wide Raman-Ramsey fringe in the cesium
beam. The schematic of the experimental setup is illustrated in Fig.3.

The output from the modulated laser interacts with the cesium
atomic beam in zones A and B, and the fluorescence from zone B is
coliected onto a photodetector. Consider first the fluorescence when
zone A is blocked. Figure 5(a) shows schematically the fluorescence |
expected as the laser frequency plus sidebands are scanned over the 1-
2 and the 3-2 transitions. Three resonances are expected for each
transition just as in the Fabry-Perot cavity scans of Fig. 4. However,
when the modulation frequency is near 4.6 GHz, the fluorescence due to
the upper sideband excitation of the 3-2 transition overlaps with that due
to the lower sideband excitation of the 1-2 transition. Figure 5(b) shows
the observed fluorescence resulting from these two overlapped
transitions. The observed linewidth is about 35 MHz, which is primarily
due tc laser jitter since the natural linewidth of the cesium transition is 5
MHz and the residual Doppler broadening in the atomic beam is 2 MHz.

To observe a Raman transition, the laser frequency is held by a
servo, near the maximum of the fluorescence lineshape in Fig. 5(b), and
the microwave VCO frequency is scanned over a wide, 60 MHz range.
As illustrated in Fig. 3, the servo is constructed by modulating the laser
frequency at f; = 60 kHz, and demodulating the fluorescence signal with
a phase sensitive demodulator to generate the discriminant.

Figure 6(a) shows the derivative of a single zone Raman transition
as a function of microwave frequency, with zone A blocked and the laser
circularly polarized. As can be seen, the observed linewidth is about 450
kHz, which is consistent with power broadening for our set up. The

single zone transit time linewidth would be only 60 kHz. The derivative of
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the Raman transition is shown because of its good signal to noise ratio.
This derivative was generated by modulating the frequency of the
microwave oscillator at fo = 550 Hz, and demodulating the fiuorescence
signal with another phase sensitive detector.

The Raman line in Fig. 6(a) is one of seven Zeeman transitions,
shown in Fig. 6(b), that were observed with a 6 Gauss magnetic field
applied parallel to the laser beam. It was necessary to lift the
degeneracy of the magnetic sublevels to avoid the effects of local
magnetic fields fluctuations. As shown in the figure, the separation
between Zeeman lines is about 4 MHz, as expected for a 6 Gauss field.

To achieve a linewidth narrower than the single zone linewidth of
450 kHz, Ramsey's method(?) of separated fields excitation was
employed by allowing the laser to interact with the atomic beams at
zones A and B, (Fig. 3) separated by 15 cm. In this case, the
demodulated fluorescence from zone B (Fig. 7) shows the Ramsey
fringes as the microwave oscillator is slowly swept through the center of
the m = 0, Am = 0 Raman transition. The laser is circularly polarized with
1 mW of total power in both zones A and B, and a 4 to 1 carrier to
sideband ratio. As shown in the figure, the central fringe has a width of
just under 1 kHz, which is in good agreement with that predicted for a 15
cm interaction zone separation and a 200°C oven temperature. In
addition, the shape of the Ramsey fringes in Fig. 7 is consistent with that
expected for an atomic beam with a thermal velocity distribution. The
fringe amplitude is nearly equal to the amplitude of the single zone
Raman lineshape, as expected for a stable laser difference frequency

and a collisionless atomic beam.




The observed signal to noise ratio for the Raman-Ramsey fringes
was about 400 (for an averaging time of one second). This was about 10
times worse than the signal to noise ratio expected from the shot noise
limit for the setup. The primary causes of the lower signal to noise were
the large fluorescent background due to lack of magnetic shielding, and
the fluorescence intensity fluctuations caused by the large laser
frequency jitter.

To improve the signal to noise ratio, the interaction region was
enclosed in a magnetic shielding, and efforts were undertaken to reduce
the frequency jitter of the semiconductor laser using optical feedback

techniques, as described below.

3.1.4. Optical feedback stabilization and tuning of the
semiconductor laser

As seen above, the semiconductor laser had to be stabilized to
generate a narrow linewidth. In addition, the laser had to be tunable
continuously so that the desired cesium resonance could be excited. To
achieve such goals, others have devised optical-feedback schemes that
employ frequency selective elements, such as gratings or etalons in the
feedback path(). However, all these optical-feedback techniques require
the use of antireflection-coated lasers and, in addition, are highly
sensitive to alignment of the external optics. These factors detract from
the simplicity and low cost inherent in semiconductor lasers.

To circumvent these new problems, we have devised our own
frequency-selective self-aligning optical feedback technique that allows a
semiconductor laser to be tuned to and scanned about any optical

frequency within the laser gain curve. This technique uses a graded-
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index rod (GRINROD) lens cat's eye reflector (i.e. retroreflector) and an
intracavity etalon. Most importantly we use unmodified commercial
semiconductor lasers with no special anti-reflection coatings.

The basic laser optical feedback setup is shown in Fig. 8. The
output of an off-the-shelf semiconductor laser is first collimated by a 0.22
pitch antireflection-coated plano-convex GRINROD lens and then filtered
by the tilted solid etalon (optical thickness 0.15 mm, 80% refiectivity).
Next, this light is reflected back into the laser by the uncoated rear
surtace of a 0.25-pitch GRINROD lens mounted on a piezoelectric
transducer (PZT) cylinder. This GRINHOD lens serves as a one-piece
cat's eye reflector. Because of the self-aligning nature of the cat's eye
reflector, the external cavity consistently maintains its alignment so that
there is no need to provide any adjustments for fine angular alignment.
Typical feedback light levels used in this experiment are of the order of
0.25%, and the total cavity length is about 10 cm. For a 1-mm optical
path length semiconductor laser cavity having 30% facet reflectivity, this
results in a theoretical linewidth reduction factor of 55(4).

The passband of the etalon is tuned by adjusting its tilt angle
mechanically. By adjusting the etalon passband, the semiconductor
laser can be forced to lase in a longitudinal mode that is different from the
main mode. Once the longitudinal mode has been selected, the laser
can be tuned continuously, within the external cévity free spectral range,
by changing the length of the external cavity with the PZT. For longer
range continuous-frequency scans, it is necessary to vary the injection

current in synchronization with the external cavity length, which can be

done either open-loop or with a servo.




We have demonstrated the applicability of this optical feedback
technique to the excitation of a cesium resonance by employing a
nominally 852-nm Ortel SL 300 laser. Figure 9 shows a series of traces
obtained by ramping the laser current, i, from the threshold to the highest
current while monitoring the laser intensity after it passes through a
cesium vapor cell. Figure 9(a) shows data obtained without optical
feedback for a variety of different laser temperatures. As can be seen,
the laser excites cesium efficiently only for one combination of
temperature and current, i.e., the top trace. With our optical feedback
setup, however, it is possible to excite cesium at a variety of
temperatures, as shown in Fig. 9(b). These cesium absorptions were
obtained by simply tilting the etalon at each temperature untii a strong
cesium absorption was found. These data illustrate that reliable tuning to
an atomic resonance such as cesium is possible even though the laser
may not excite the resonance without optical feedback.

Figure 10 shows a typical scan of the cesium D, hyperfine
components in a cesium vapor cell using a semiconductor laser with
optical feedback as described above. Here, laser absorption is
monitored as a function of laser frequency. The continuous scan range
here is about 20 GHz. The measured linewidth of the laser was less than
3 MHz, which is consistent with the prediction of factor-of-55 reduction,

given the 125 MHz free running linewidth of the laser used.

3.1.5 Improvement of observed signal to noise ratio
With the semiconductor laser stabilized via optical feedback, we
have repeated the experiment reported in section 3.1.3. The laser used

is Ortel SL 300, with a linewidth of less than 3 MHz, which is much
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narrower than the width (20 MHz) of the laser used in the experiment of
section 3.1.3. In addition, we have used a magnetic shield around the
atomic beam.

With these improvements, we have been able to observe, in
cesium, a Raman-Ramsey fringe pattern of a much higher signal to noise
ratio. Figure 11 shows a typical pattern of Raman-Ramsey fringes
observed this way. The observed signal to noise ratio of about 1800 for a
1 second averaging time was detector noise limited, but only a factor of
two smaller than the shot noise limit. For a 15 cm interaction zone
separation, such as in our experiment, this signal to noise ratio

corresponds to a fractional frequency stability of 6 x 10—12 (for a 100

second averaging time).

3.2 Error source studies

Once the detector noise limitation is eliminated, the stability of our
experimental cesium Raman clock is expected to be shot noise limited up to a
certain averaging time. The magnitude of this averaging time is the measure of
the long term stability of the clock. This magnitude is limited by various error
sources that cause the clock frequency to drift in the long term. Identification
and control of these error sources are necessary to improve the performance of
the cesium Raman clock.

In this regard, the knowledge gained from our studies done with an
experimental sodium Raman clock can be used as a starting point. With this in
mind, we continued analyses of experimental results obtained from the sodium
Raman clock error source studies. In particular, the effect of AC Stark shift was
studied extensively with encouraging results. In addition, we have analyzed the

various error sources that are common to both sodium and cesium Raman
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clocks so as to project the magnitude of the effects in the cesium clock from
those in the sodium clock.

Clearly it would be better to perform error source studies directly on the
Raman Cesium clock. However, the optical feedback techniques have not yet
been sufficiently refined to permit the laser to be locked to cesium for an
extended period of time (hours to days) which would be needed for an error

source study.

3.2.1 AC Stark effect in sodium Raman clock

The AC Stark effect is a major cause of concern in any optically
excited atomic clock. For the Raman clock AC Stark shifts are expected
to occur if both laser frequencies, w4 and wp, are detuned from resonance
by the same amount (termed common mode detuning). Such a detuning
can be caused by laser frequency drift or laser misalignments.

We have measured the AC-Stark effect in a two zone stimulated
Raman interaction in a sodium atomic beam. In addition, we have
derived simple theoretical expressions for the AC-Stark shift, based on a

closed three level system, in the A configuration, and have achieved

qualitative agreement with the data. In particular, the magnitude and

sense of the AC-Stark shifts are found to depend on laser intensities as
well as on the initial populations of the two low lying levels of the A
configuration. Specifically, the AC-Stark shifts are smaller for large laser
intensities, and also for smaller initial population differences between the
two low lying levels. Moreover, the AC-Stark shift is shown to be
insensitive to the ratio of the intensities of the two lasers, provided the
sum of the two intensities is fixed. The AC-Stark shift is also shown to be

insensitive to changes in laser beam profiles as long as the time
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integrated intensity as seen by the moving atom remains unchanged.
Quantitative agreement between ideal three level theory and experiment
is improved when the effects of the numerous Zeeman sublevels in
sodium are taken into account to first order. Finally, the experimentally
observed reversal of AC-Stark shift was used in identifying conditions
under which the AC-Stark shift can be reduced to levels low enough to
be acceptable for potential clock applications.

The data of Fig. 12(a) demonstrates an AC-Stark shift of less than
0.0014 radian over a laser detuning of nearly +0.2y,. Figure 12(b) is the
AC-Stark shift predicted by our theoretical calculations, showing good
agreement. For clock applications, this corresponds to a projected
stability of better than 2 x 10—11 (for sodium) for a laser detuning of 0.01y,
(100 kHz). Here is should be noted that this result is still preliminary and
does not represent the ultimate achievable clock performance.
Nonetheless, this data demonstrates that by proper choice of
experimental conditions, the AC-Stark shift can be greatly reduced, even

within the limitations of the present experimental setup.

3.2.2 Projected effects of various error sources in cesium
Based on the knowledge gained from the error source studies in a
sodium Raman clock, we can project the effects of some of the error
sources in the cesium Raman clock. As will be seen, many of the more
important error sources for sodium are much less critical for cesium. Only
path length related phase shifts are expected to be more important for

cesium. These projections are summarized in Table 1.
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3.2.2.1 Relative misalignment

If the two laser beams at frequencies wy and w; intersect the
atomic beam at different angles, the ditferences in the optical
Doppler shifts cause a shift in the clock frequency. For separated
field excitation, the clock shift is much smaller than the optical
Doppler shift. In sodium, the observed fractional error is about 5 x
10-7/0.1 mrad. In cesium, the fractional error wouid be smaller by
a factor of about 70. This includes a factor of 1.4 lower for optical
frequency, 5.1 for higher hyperfine splitting, and about 9.3 for
atomic velocity, where the velocity factor includes both the effects
of a smaller Doppler shift and smaller fringe width.

In sodium, this error was minimized by making the two laser
fields exactly copropagating by passing them through a common
single mode fiber. The fiber used in our experiment however, was
single mode only to 1 part in 105, resulting in a fractional error of
about 5 x 10—12/0.1 mrad, where 0.1 mrad is a typical value of
misalignment at the fiber input. In cesium, this would correspond
to a fractional error of about 7 x 10~14/0.1 mrad. However, in
cesium the two frequencies are expected to be copropagating to
much better than 0.1 mrad because of the way they are generated

via amplitude modulation.

3.2.2.2 Optical phase shift

The relative phases of the electrical fields at frequencies w,
and wy in zones A and B (Fig. 3) determines the "phase” of the

Ramsey fringes. For example, a differential path length change of

half an optical wavelength, which effects only the w1 component in
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zone A would result in a shift in the clock frequency by a full
Ramsey fringe linewidth. Optical path length shifts of this
magnitude can arise if there are birefringent optics present and if
¢ and w, do not have identical polarization. This effect should be
smaller for cesium by a factor of about 16. This includes a factor of
5.1 for higher hyperfine splitting, and 3.1 for slower velocity.

In sodium, this error is minimized by using a linear polarizer
immediately after the optical fiber. For a polarizer good to 1 part in
108, the residual fractional error due to 0.1 wavelength
birefringence in the optics is about 1 x 10~13. For the cesium
clock, however, direct amplitude modulation should generate

sidebands of identical polarization.

3.2.2.3 Path length phase

In the absence of birefringence, the relative phase of the
electric fields at frequencies w1 and w; varies with path length
changes on the order of a microwave wavelength (17 cm for
sodium). For example, a change in the relative pathlengths from
the beamsplitter of Fig. 3 to zones A and B by half a microwave
wavelength, would result in the clock frequency shift equal to the
Ramsey fringe linewidth. In cesium, the resulting fractional error
would only be smaller by a factor of 3 because of the slower
velocity. The larger transition frequency also contributes a factor
of 5, but this is cancelled by a factor of 5 due to the smaller cesium
microwave wavelength.

In sodium, this effect is minimized by using an equal

pathlength interferometer configuration(4) wherein the beam in
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zone A is reflected back along zone B and vice versa, forming
standing waves. For a 100 to 1 ratio of the standing wave to the
residual traveling wave, the fractional error is about 2 x 1012 for a
0.01 mm path length difference; which is an easy distance
accuracy to achieve when the clock is in operation. In cesium, this

would project to a fractional error of about 7 x 10~13,

3.2.2.4 Laser detuning and intensity

if the two laser frequencies, @, and wp, are detuned from
resonance by the same amount (common mode detuning), the
clock frequency is shifted due to the AC-Stark effect, as discussed
in section 3.2.1. The amplitude of this shift depends also on the
laser intensity, and on the initial difference in populations between
the two ground state levels. The AC-Stark shift, in absolute
frequency, is proportional to the Ramsey fringe width. Thus the
fractional clock error for a given Ramsey fringe phase shift would
be a factor of 16 smaller in cesium because of differences in transit

time and transition frequency.

3.2.2.4.1 Common mode laser detuning

Common mode detuning can result from laser frequency
fluctuations and drifts. In the cesium clock, errors due to
common mode laser detuning would be smaller by a factor of
about 8 than for sodium. This includes a factor of 16 for
transition frequency and transit time but is reduced by a factor

of 2 for the smaller intermediate state linewidth in cesium.

16




Common mode detuning can also result from laser
misalignments, where the two frequencies are misaligned by
the same angle, thus seeing equal Doppler shifts. In that case,
the error in cesium would be smaller by a factor of about 25.
This includes the factor of 8 from above plus additional factor of
3.1 for Doppler shift.

As discussed in detail in section 3.2.1, the AC-Stark shift
can potentially be totally eliminated. For now, however, the
effect can be highly minimized by choosing the proper
operating conditions, as illustrated in Fig. 12. A typical
magnitude, as reported therein, of the fractional error is about 2
x 10~11/100 kHz. In cesium, this corresponds to a fractional

error of about 2.5 x 10~12/100 kHz using the factor of 8 from

above.

3.2.2.4.2 Laser intensity

Changes in laser intensity can affect the clock frequency
due to the AC-Stark shift, as discussed above. In addition,
intensity changes cah affect the clock frequency due to other
mechanisms, such as the background slope effect. In cesium,
intensity changes would produce smaller errors; a factor of 25,
as discussed above, for the AC-Stark effect, and a factor of 16
for the background slope effect.

In sodium, the background slope effect has been
reduced by about a factor of 100 using the third harmonic(),
instead of the first harmonic, demodulation to generate the

discriminant (where a factor of 2 in signal to noise is lost).
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Using the third harmonic technique, the residual Stark shift
error in sodium is about 2 x 10—12 for a 1% change in laser

intensity. In cesium this projects to an error of about 1.3 x 10—

13 for a 1% change in laser intensity.

4. Summary and Recommendations

An experimental cesium Raman clock has been constructed, employing a
compact and inexpensive atomic beam, and a semiconductor laser stabilized by
optical feedback. The observed signal to noise ratio of about 1800 was detector noise
limited, but only a factor of 2 smaller than the value expected from shot noise. Fora 15
cm interaction zone separation, such as in the experimental Raman clock, this signal
to noise ratio corresponds to a fractional frequency stability of 6 x 10~12 (for a 100
seconds averaging time). This compares favorably with commercial cesium clocks.
Once detector noise is eliminated, the shot noise limited fractional stability would be
2.7 x 1012 (for a 100 seconds averaging time). The instabilities caused by potential
error sources are projected (from sodium studies) to be of the order of 2 x 10-12, as
summarized in Table 1. Further investigations are needed to verify the projections

made here.
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Table 1

Projected Effects of Error Sources in a Cesium Raman Clock

Error Source

Typical Fractional
Error in Sodium

Sodium to Cesium
Reduction Factor

Typical Fractional
Error in Cesium

Relative Misalignment

5x 10-'2 /0.1 mrad

70

No misalignment
of modulation
sidebands

Optical Phase Shift

1x10~'3/0.12

16

Same polarization
for both sidebands

Path Length Phase

2x10-'2/0.01 mm

7x10-3/0.01 mm

Common Mode
Detuning

2x 10" /100 kHz

2.5x 10712/ 100 kHz

Laser Intensity
Change

2 x 10~'2/19% change

16

1.3 x 10~13/1% change
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Fig- 3. Experimental set up
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Fig. 4 Spectrum of : (a) Modulated laser at 4.6 GHz

(b) Unmodulated laser
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Fig. 5 Single zone cesium fluorescence when laser sidebands are

scanned over 1-2 and also 3-2 transition
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Fig 7. Raman-Ramsey Fringes.
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Fig. 12. High resolution scan of AC- Stark shift
as a function of common mode laser

detuning (a) Experimental (b) Theoretical
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OBSERVATION OF ULTRA-NARROW RAMSEY RAMAN FRINGES IN A CESIUM

ATOMIC BEAM USING A SEMICONDUCTOR LASER

P.R. Hemmer*, H. Lamela-Rivera, S.P. Smith, B.E. Bernacki®

M.S. Shahriar and S. Ezekiel

Research Laboratory of Electronics
Massachusetts Institute of Technology

Cambridge, MA 02139

ABSTRACT
A modulated semiconductor laser with a free running linewidth of 20 MHz
has been used to excite a 9.2 GHz Raman transition in a cesium beam. Using
Ramsey's separated field excitation, a 1 kHz wide Ramsey Raman fringe was

observed. Application to the development of a compact, low cost time reference

is discussed.

* Permanent Address: Rome Air Development Center (RADC/ESO)

Hanscom Air Force Base, MA 01731-5000
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In this letter, we report the observation of an ultra narrow, 1 kHz wide
Ramsey Raman fringe in a cesium atomic beam using a semiconductor laser with
a large free running linewidth of 20 MHz. The significance of this experiment lies
in the development of a long term stable time reference based on the Raman
effect that could be an alternative to the cesium clock. A cesium Raman clock
ex_cited by a semiconductor laser could be smaller, lighter, and less expensive

than the current cesium clock.
The stimulated resonance Raman process is illustrated in figure 1 where we

show a Raman transition between two long-lived states, 1 and 3, induced by two

laser fields at frequencies w, and w,. As is well known(1.2), the Raman transition
linewidth for weak copropagating laser fields is primarily determined by fhe decay
rates of the long lived states 1 and 3. Thus, the linewidth is set by the transit time.
To achieve an effectively long transit time, and thus a very narrow linewidth,
Ramsey's technique of separated field excitation is used®).

In aur present experiment, the long-lived states 1 and 3 in figure 1 are

respectively the 6 2S,, (F=3) and (F=4) ground state hyperfine levels in cesium
separated by 9.2 GHz, and state 2 is the 6 2P5,, (F=4) level. The optical

transitions are components of the cesium D, line at 852 nm.
The experimental setup is shown schematically in figure 2. The laser diode
is a single frequency, double heterostructure, AlGaAs laser (Hitachi HLP-1400)

operating at 852 nm and mounted on a thermoelectric device. Figure 3 shows
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the laser spectrum as measured by a confocal, scanning Fabry-Perot cavity with a
3 MHz instrumental linewidth and a free spectral range of 300 MHz. As shown in

the figure, the laser linewidth is about 20 MHz.

Generation of the two optical fields, w, and w, is accomplished by

modulating the laser current at 4.6 GHz with a microwave VCO, shown in figure 2,

thus yielding two amplitude modulation sidebands separated by 9.2 GHz. By

generating w, &nd , in this manner, the effect of laser jitter can be eliminated.

Figure 4(a) shows the modulation sidebands of the modulated laser as
measured by a shont, plane-parallel, scanning Fabry-Perot cavity with a free
spectral range of 25 GHz. As can be seen, the separation between sidebands is
4.6 GHz. In contrast, figure 4(b) shows the spectrum of the unmodulated single
mode laser.

As indicated in figure 2, the output from the modulated laser interacts with
the cesium atomic beam in zones "A" and "B", and the fluorescence from zone "B"

is collected with a photomultiplier tube. First, we consider the fluorescence when

2one "A" is blocked. Figure 5(a) shows schematically the fluorescence as the
modulated laser frequency (carrier and sidebands) is scanned over the 1—2 and
also the 3—2 transitions, shown in figure 1. As can be seen, three resonances
are expected for each transition. However, when the modulation frequency is
near 4.6 GHz, the fluorescence due to the excitation of the 3—2 transition by the

upper sideband overlaps with the fluorescence due to the excitation of the 1—2




transition by the lower sideband. Figure 5(b) shows the observed fluorescence
resulting from these two overlapped transitions. The linewidth in this case is
about 35 MHz, which is primarily due to laser jitter since the natural linewidth of

the cesium transition is § MHz and the residual Doppler broadening in the atomic

beamis 2 MHz .

To observe a Raman transition, the laser is held by means of a servo, near
the maximum of the fluorescence lineshape in Fig. 5(b), and the microwave VCO
frequency is scanned over 60 MHz. As illustrated in figure 2, the servo consists of
modulating the laser current at f, = 60 kHz, and demodulating the fluorescence
signal in a phase sensitive demodulator (PSD 1) to generate the discriminant

needed for the servo.

Figure 6(a) shows the derivative of a single zone resonance Raman
transition as a function of microwave frequency, with zone “A" blocked and the
laser circularly pblarized. As can be seen in the figure, the observed linewidth is
450 kHz which is consistent with power broadening for our set up since the single
zone transit time linewidth is about 60 kHz. We have used the derivative of the

Raman transition to enhance the signal to noise ratio. This derivative was
generated by modulating the frequency of the microwave oscillator at {, =

550 Hz, and demodulating the fluorescence signal with PSD 2.

The Raman line in figure 6(a) is one of seven Zeeman transitions, shown in

figure 6(b), observed when a 6 Gauss magnetic field was applied parallel to the
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laser beam. It was necessary to lift the degeneracy of the magnetic sublevels to
avoid the effects of local magnetic fields. As shown in the figure, the separation
between Zeeman lines is about 4 MHz, as expected for a 6 Gauss field.

To achieve a linewidth narrower than the single zone linewidth of 450 kHz,
we employed Ramsey's method(® of separated fields excitation by allowing the
laser to interact with the atomic beam at zones "A" and "B", separated by 15 cm.
In this case, the demodulated fluorescence from zone "B" (Fig. 7) shows the

Ramsey fringes as the microwave oscillator is slowly swept through the center of

the m=0, Am=0, Raman transition. The laser is circularly polarized with
1 mW of total power in both zones A and B and a 4 to 1 carrier to sideband ratio.
As shown in the figure, the central fringe has a width of just under 1 kHz, which is

in good agreement with that predicted for a 15 cm interaction zone separation

and a 200°C oven temperature. in addition, the shape of the Ramsey fringes in
Figure 7 is consistent with that expected for an atomic beam With a thermal
velocity distribution. The fringe amplitude is nearly equal to the amplitude of the
single zone Raman lineshape, as expected for a stable laser difference frequency
and a collisionless atomic beam.

The presently observed signal to noise ratio is 400 for a 1 sec time constant.
This is about 10 times worse than the shot noise limit expected for the present set
up. The primary causes of the lower signal to noise are the large fluorescence
background at present and the fluorescence intensity fluctuations caused by the

large laser frequency jitter. Semiconductor lasers, with less frequency jitters, on
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the order of 1 MHz, are available and could be used to reduce such intensity
fiuctuations. To minimize the fluorescence background we will need to employ

magnetic shielding of the interaction region. Thus, if we assume shot-

noise-limited detection, the fractional frequency stability would be 3 x 10-11/¢12
and this would compare well with commercially available cesium clocks. The
signal-to-noise can, of course, be improved further by increasing the atomic beam
throughput as is presently being pursued in optically pumped cesium clocks.(4)

Future work will be focussed on the study of error sources in semiconductor
laser excited cesium Baman clocks. Preliminary experiments performed on the
sodium Raman clock excited with a dye laser showed that all major sources of
long term drift, including the light shifts, can be controlled experimentally.

Since semiconductor lasers are also available at 780 nm near the
resonance excitation of rubidium, it would be worthwhile to consider a rubidium
Raman clock in addition to cesium. Also, we wish to consider simple methods of
laser cooling the cesium beam(®) to increase the transit time for a given zone
separation and oven temperature. Finally the possibility of a millimeter wave
Raman clock(@) is also being explored.

We wish to acknowledge the valuable technical support of John Kiérstead.
This research is supported by the Rome Air Development Center, the Joint

Services Electronics Program and by the National Science Foundation.
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Fig. 1

Fig. 2

Fig. 3

Fig. 4

Fig. 5

Fig. 6

Fig. 7

Eigure Captions
Schematic of Raman transition in cesium
Experimental set up
Laser linewidth measured by an optical spectrum analyzer

Spectrum of : (a) Modulated laser at 4.6 GHz

(b) Unmodulated laser

Single zone cesium fluorescence when laser sidebands are

scanned over 1-2 and 3-2 transitions simultaneously.

(a) Expanded single zone Zeeman Raman transition in cesium

(b) Single zone Zeeman components of Raman transition in cesium

Ramsey fringes for a 15 cm zone separation
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Fig. 1

Schematic of Raman transition in cesium
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Fig.2  Experimental set up
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Fig. 3 Laser linewidth measured by an optical spectrum analyzer

300 MHz
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Fig. 5 Single zone cesium fluorescence when laser sidebands are

scanned over 1-2 and also 3-2 transition
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Fig. 7 Ramsey fringes for a 15 cm zone separation
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Alignment-insensitive technique for wideband tuning of an
unmodified semiconductor laser
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Research Laboratory of Electronics, Massachusetts Institute of Technology. Cambridge, Massachusetts 02139

Received December 28, 1987; accepted June 13, 1968

Using simple optical components and an unmodified commercial semiconductor laser, a frequency-selective self-
aligning optical-feedback technique has been devised that allows a semiconductor laser to be tuned to and scanned
about any optical frequency within the laser gain curve. This technique employs a graded-index rod lens cat’s eye

and an intracavity étalon.

Many applications, such as laser spectroscopy, optical
pumping, and isotope separation, require a tunable
narrow-linewidth source in the near infrared. Semi-
conductor lasers are an attractive alternative for these
applications because of their relatively low cost, small
size, and simplicity of operation. However, semicon-
ductor lasers have had limited spectroscopic applica-
tions because of their inability to be tuned to arbitrary
frequencies of interest within the laser gain curve. To
alleviate this problem, several optical-feedback
schemes have been devised that employ frequency-
selective elements, such as gratings!-S or étalons,®!! in
the feedback path. The most successful of these is
discussed by Favre et al.,! who demonstrated continu-
ous tuning of 15 nm with a linewidth of 20 kHz (de-
duced from beat spectrum). Wyatt and Devlin,?
Whalen et al., DeLabachelerie and Cerez,* Sampei et
al.,’ and Voumard® have also demonstrated the ability
to tune (discontinuously) to arbitrary frequencies
within the laser gain curve with linewidths of 100 kHz
or less. Of course, linewidth reduction without im-
proved tuning characteristics has been achieved by
others!!12 using nonfrequency-selective feedback.
However, all the optical-feedback techniques that
demonstrate the ability to tune to arbitrary laser fre-
quencies require the use of antireflection-coated lasers
a1, in addition, are highly sensitive to alignment of the
external optics. These factors detract from the sim-
plicity and low cost inherent in semiconductor lasers.
In this Letter, we describe & simple optical-feedback
technique that permits an ordinary off-the-shelf semi-
conductor diode laser to be tuned to arbitrary frequen-
cies within the laser gain curve. In addition, this
method is not highly sensitive to-optical misalign-
ments. Briefly, a one-piece cat’s-eye retroreflector
serves as the feedback mirror, and a tilted intracavity
solid étalon provides frequency selectivity. The use
of a one-piece retroreflector contributes greatly to the
simplicity of the technique because it eliminates the
need for fine angular adjustment of the feedback mir-

0146-9592/88/090725-0382.00/0

ror. The étalon, having approximately one fifth the
optical thickness of the semiconductor laser, forces the
laser to lase in the longitudinal mode of interest.

The basic laser feedback setup is shown in Fig. 1.
The output of an off-the-shelf semiconductor laser is
first collimated by a 0.22-pitch antireflection-coated
plano-convex graded-index rod (GRINROD) lens and
then filtered by the tilted solid étalon (optical thick-
ness 0.15 mm, 80% reflectivity). Next, this light is
reflected back into the laser by the uncoated rear sur-
face!? of a 0.25-pitch GRINROD lens mounted on a
piezoelectric transducer (PZT) cylinder. This GRIN-
ROD lens serves as a one-piece cat’s eye (i.e., retrore-
flector). Because of the self-aligning nature of the
cat’s-eye reflector, the external cavity consistently
maintains its alignment so that there is no need to
provide any adjustments for fine angular alignment.14
The étalon passband is tuned by adjusting its tilt angle
mechanically. Typical feedback light levels used in
this experiment!® are of the order of 0.25%. and the
total cavity length is about 10 cm. For a 1-mm optical
path length semiconductor laser cavity having 30%
facet reflectivity, this results in a theoretical linewidth
reduction factor of 55 using the expressions of Gold-
berg et al.1? Of course, much greater linewidth reduc-
tion could be achieved with a longer external cavity.

The theory of single-mirror, low-level optical feed-
back is well known!? but is reviewed here briefly. A
semiconductor laser with a simple external-feedback
mirror can be viewed as having an effective facet re-

GRINROD
COLLIMATOR CAT'S EYE
e
DIODE LASER PZT
\./

OL1D
- ETALON

GRINROD

Fig.1. Experimental setup.
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Fig. 2. Laser longitudinal mode selection using an external
reflector and étalon.

flectivity that varies sinusoidally with wavelength,
where the period of the sine wave is determined by the
free spectral range of the external cavity. With an
intracavity étalon, this sinusoidally varving facet re-
flectivity is modulated by an envelope function that is
derived from the étalon transmission, as illustrated in
the upper portion of Fig. 2. For clarity, this figure
corresponds to a 1-cm external cavity length, and the
slope of the gain curve is exaggerated. If the étalon
transmission is centered on any one of the possible
laser modes (lower portion of Fig. 2), the laser is forced
to oscillate only in that mode. Thus, by adjusting the
passband of the étalon. the semiconductor laser can be
forced to lase in a longitudinal mode that is different
from the main mode. In fact, we have found that by
appropriately choosing the finesse and free spectral
range of the étalon, we are able to achieve lasing in any
of five or six different longitudinal modes.

We now demonstrate the applicability of our tech-
nique to the excitation of a cesium resonance by em-
ploying a nominally 852-nm Ortel SL 300 laser. Fig-
ure 3 shows a series of traces obtained by ramping the
laser current, i, from the threshold to the highest-
rated current (40 mA) while monitoring the laser in-
tensity after it passes through a cesium vapor cell.
Figure 3(a) shows data obtained without optical feed-
back for a variety of different laser temperatures. As
can be seen, the laser excites cesium efficiently only for
one combination of temperature and current, i.e., the
top trace. This is typical for several Ortel SL 300
lasers that we have tested, as well as for lasers from
other manufacturers, and is a consequence of the well-
known'é discontinuous tuning characteristics of semi-
conductor lasers. In fact, for some nominally 852-nm
lasers, it is not possible to excite the cesium resonance
for any combination of current and temperature.

With our setup of Fig. 1, however, it is possible to
force the laser to excite cesium at a variety of tempera-
tures, as shown in Fig. 3(b). These cesium absorp-
tions were obtained by simply tilting the étalon at each
temperature until a strong cesium absorption was
found.!” These data illustrate that reliable tuning to
an atomic resonance such as cesium is possible even
though the laser may not excite the resonance without
feedback. This is particularly important for practical

applications, since even lasers that excite an atomic
resonance initially often fail to do so afterward as a
consequence of aging.!> The data in Fig. 3(h) alsc
suggest that it is even possible to use a prechosen
injection-current level (optical power outputt and stili
be able to excite the cesium resonances. This is clea:-
ly a useful feature for design considerations.

Once the laser frequency has been selected. it is
desirable in many applications to tune the laser con-
tinuously about the chosen frequency. As others have
shown,'* 1 this can be done by changing the length of
the external cavity, e.g., by using the PZT in Fig. 1.
However, to achieve long-range continuous-frequency
scans (greater than the external-cavity free spectral
range) it is necessary to vary the external-cavity length
and the injection current simultaneously.!® This can
be done either with an open loop or with a servo.>’
Figure 4 shows a typical open-loop scan of the cesium
D; hyperfine components as a function of laser fre-
quency. Note that this scan exceeds the 9.2-GHz sep-
aration of these lines.?! In fact, the total scan range in
this trace is about 20 GHz and is at present limited by

(a) (b}
WITHOUT WiTH
FEEDBACK FEEDBACK

Fig.3. Absorption of cesium vapor cell versus laser current.

|20 GHz—»|

l
JLJL

FREQUENCY

Nolldyosav 113D s)

Fig. 4. Continuous laser frequency scan over cesium D,

hyperfine components in a vapor cell. Total scan range is 20
GHz.




PZT travel. The important feature of these data is
that they were obtained at temperature and injection-
current levels for which the laser was unable to excite
cesium without feedback.

Although the cesium resonances in a vapor cell have
linewidths of the order of 1 GHz, many applications
require that the laser have a much narrower linewidth.
Measurements made with a 300-MHz free-spectral-
range 2-MHz instrumental linewidth optical spectrum
analyzer showed that the laser spectral linewidth re-
mained less than 3 MHz (Ref. 22) over the entire 20-
GHzscanof Fig. 4. Thisis consistent with the expect-
ed factor-of-55 linewidth reduction, mentioned earli-
er, for an Ortel SL 300 laser having a free-running
linewidth of 125 MHz. Of course, the linewidth can be
narrowed much further, if required, by using a longer
external cavity, but at the expense of the continucus
tuning range.

Finally, although the data in this Letter were ob-
tained using Ortel SL 300 lasers, similar results were
also obtained using Mitsubishi ML 2701 lasers.

In summary, we have demonstrated a novel, robust
(phase- and alignment-insensitive) optical-feedback
scheme that can be used to tune an unmodified off-
the-shelf semiconductor laser to arbitrary frequencies
within its gain curve. In addition, we also demon-
strated repeatable continuous-frequency tuning of 20
GHz about the selected optical frequency, e.g., the
cesium resonance. We plan to apply this technique to
lasers from additional manufacturers and to extend
the present 20-GHz continuous tuning range.

We thank Tom McClelland of Frequency Electron-
ics, Inc., Mitchel Field, New York, for the timely loan
of several Ortel lasers, Charles Woods of the Rome Air
Development Center for generously offering the use of
his laboratory equipment, and John Kierstead for
valuable technical support. This research was sup-
ported by the Rome Air Development Center and the
Joint Services Electronics Program.
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The front surface of the GRINRQOD cat’s eve in our
setup is antireflection coated. However, this is not es-
sential, since the front surface reflection is highly align-
ment sensitive and can easily be deflected away from the
laser.

Theoretically, a cat’s-eye retroreflector merely trades
angular sensitivity for transverse positional sensitivity.
However, experimentally, for a 1-mm-diameter
(FWHM) semiconductor laser beam and a 2-mm-diame-
ter GRINROD cat’s eye, it is found that the feedback
light leve] remains relatively constant when the trans-
mitted portion of the laser beam merely passes unob-
structed through the GRINROD.

Feedback light level was controlled by using either a
variable attenuator or a rotating polarizer or by simply
translating the 2-mm GRINROD cat’s eye so as partially
to eclipse the feedback light.

G. P. Agrawal and N. K. Dutta, Long Wavelength Semi-
conductor Lasers (Van Nostrand Reinhold, New York,
1986).

Here it should be emphasized that the data in Fig. 3do
not correspond to a continuous laser frequency scan but
merely demonstrate the ability to excite cesium over a
broad temperature or injection-current range.

M. Ohtsu, M. Hashimoto, and H. Ozawa, in Proceedings
of the 39th Annual Frequency Symposium (Institute of
Electrical and Electronics Engineers, New York, 1985),
p- 43.

It was not necessary to adjust the étalon tilt angle for the
continuous scan ranges used in our experiment.

We constructed a servo for this purpose by modulating
the laser current and demodulating the laser output
power to produce an error signal. However, the laser
current modulation produced approximately 100 MHz
of laser frequency modulation, which is unacceptable for
some applications.

The additional structure visible in the data of Fig. 4
results from adjacent side modes of the external cavity,
1.5 GHz to either side of the main mode. These side
modes typically arise for feedback light levels slightly
greater than optimum and can of course be made small-
er, at the expense of linewidth, by attenuating the opti-
cal-feedback light.

In addition, there was approximately 15 MHz of laser
frequency jitter present, owing to acoustically induced
fluctuations in the external-cavity length.
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STUDY OF SEVERAL £RROR SOURCES IN A LASER RAMAN CLOCK
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Abstract

We are investigating the development of a cesium clock
using a laser excited resonance Raman interaction in place
of direct microwave excitation. Such a scheme, employing
only semiconductor laser excitation and exploiting fiber optic
and integrated optic technology together with a simple
atomic beam design, may lead to the development of
smaller, lighter and perhaps cheaper atomic clocks. So far,
we have been studying a sodium Raman clock which
consists of a sodium atomic beam, a dye laser, and an
acousto-optic frequency shifter, used for the generation of
the second laser frequency. Recent perfarmance showed a
stability of 1 x 10°1" for a 5000 second averaging time. This
compares favorably with commercial cesium clocks, when
difference in atom transit time and transition frequency are
taken into consideration. In this paper, we describe the
results of a study of long term error sources unique 1o the
Raman clock, which include: laser beam misalignment
effects, errors caused by the laser frequency being slightly
off-resonance with the intermediate state, laser intensity
effects, and so on.

L Introduction and Backgroynd

We have been investigating the performance of a ciock
based on laser induced resonance Raman transition in an
atomic beam to determine the feasibility of such a scheme
and to demonstrate any possible advantages over
conventional microwave excited clocks. Alihough we have
been conducting our experiments so far using a sodium
atomic beam and dye lasers, this Raman technique is also
applicable 10 a cesium atomic beam employing
semiconductor laser excitation and may lead to the
development of smaller, lighter and less expensive cesium
beam clocks. Among the advantages of such a clock over a
conventional cesium clock are the absence of state selection

magnets and a microwave cavity, and that all alignments can
be made using optics external to the vacuum system.

* Rome Air Development Center,
Hanscom AFB, Bediord, MA 01731
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(a) Schematic of laser i1nduced resonance
Raman i1nteraction.

(b) Schematic of separated field
excitation.

The stimulated resonance Raman interaction is
illustrated using the three level system in Fig. 1(a). Briefly,
Raman transitions are induced between states 1 and 3 using

two laser fields, at frequencies w, and s, simultaneously

resonant with the intermediate state 2. Earlier studies [1.2]
show that, for copropagating laser fields interacting with an
atomic beam at right angles, the Raman linewidth is
determined by the widths of states 1 and 3 only. State 2
greatly enhances the transition probability, but does not
contribute to the knewidth. Thus, for long ived states 1 and
3. the Raman linewidth becomes transit time limited, just as
for direct microwave excitation.
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To obtain a very small transit time linewidth we use
Ramsey's method of separated oscillatory fieids [3), as
illustrated in Fig. 1(b), in analogy with conventional
microwave techniques. In separated fieid excitation, the
atom-field superposition states, excited in zones A and B by
the two-photon Raman interaction, interfere quantum
mechanically. Thus, the resulting interference fringes, as in
the microwave case, have frequency spacings which are
charactenstc of the transit time between the interaction
zones.

Il Expermental

The experimental setup [4,5] used t0 demonstrate
Raman clock applications is illustrated in Fig. 2. The laser at

frequency w, is obtained from a single mode dye laser
locked to the sodium D, transition, using fluorescence from

the atomic beam. The laser field at frequency w, is

generated directly from that at @, by an acouste-optic
trequency shifter, driven by a quartz stabilized microwave
oscillator near the 1772 MHz sodium hyperfine transition
frequency. This greatly reduces the effects of laser jitter by
correlating the frequency jitters [2] of w, and w, so as to
produce a highly stable difference frequency. After leaving
the A/O, the laser beams at w, and w, are combined in a
single mode fiber, to ensure copropagation, before exciting
the atomic beam at the two interaction zones, labeled A and
B in Fig. 2.

A magnetic field is applied externally to separate out the
different m-levels and nght circularly polarized light is used.
The m=0 and Am=0 Raman transition is then selected so that
the clock frequency be insenstitive to external magnetic field
variations to first order.
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Fig. 2

Schematic of the experimental Raman clock
sQtup.

e

Typical Raman/Ramsey fringes appear in Fig. 3(a).
These fringes are observed by monitoring the fluorescence
induced in zone B while scanning the microwave frequency
with w, locked to the D, transition. The central fringe has a

width of about 2.6 KHz (FWHM) which is consistent with the
transit time for the 15 ¢cm interaction zone separation.

To stabilize the frequency of a microwave oscillator to
the central fringe in Fig. 3(a), a discriminant is needed. This
discriminant, shown in Fig. 3(b), is obtained by trequency
modulating the microwave source at a rate {, = 610 Hz and
demodulating the zone B fluorescence signal with a lock-in
amplifier. The output of the lock-in amplifier is then used in a
feedback loop to hold the microwave oscillator frequency at
the central zero of the discriminant. The stability of this
oscillator is measured by comparing it with a commercial
rubidium clock.
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(a) Tvpical Raman/Ramsey fringe lineshape
for a 1S5 cm i1nteraction zone
separation.

Fhotomul tiplier photocathode current
levels as shown.

(D) Di1scriminant obtained using frequency
modulation.
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Figure 4 shows a plot of the measured fractionai
frequency stability of the stabilized microwave oscillator,

oy(t). as a function of averaging time, t. For t = 5000 secs.,

the stability is about 1 x 10°'1. The data in this plot is very
close to the predicted shot noise limit, shown by the upper
dashed line. The lower dashed line in the figure is the
projected stability expected if cesium were used in place of
sodium, the difference being the result of the larger transition
frequency and mass of cesium. As can be seen, the
projected cesium results compare favorably with commercial
cesium clocks.
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We have been studying potential sources of error that
can cause long term frequency drifts in the Raman process.
Some error sources are similar 1o those of microwave clocks.
These include the etfects of path length phase shift, magnetic
field, background slope, atomic beam misalignment,
second-order Doppler, as well as errors due to electronics.

In addition, there are errors umque to the Raman clock, such
as those caused by laser frequency detuning, laser intensity
changes, laser beam misalignment, optical atomic recoil, the
presence of nearby hyperfine levels, and other smalier
effects.

Here we will consider only error sources that are unique
to the Raman clock.

(a) Correlated laser frequency detyning effects

Frequency errors can arise when w, and w, are
off-resonance (by the same amount) with state 2, as shown
in Fig. 5(a), where & is the correlated detuning. The typical
effect of  on clock frequency error is shown in Fig. §(c). To
scan §, the reference beam in Fig. 5(b) is frequency shifted
with an A/O, so that w, and w, can be tuned with reference to
the D, resonance. As can be seen, the clock frequency
depends strongly on correlated detuning. However, for§ =0
this dependence is sma!ll. For the data shown the slope of
clock error near 8=0 is 0.43 Hz for a detuning of 1% of the D,

linewidth (equivalent 10 a fractional error of 2.4 x 10710 for the
same amount of detuning).
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(a) Schematic 1llustrating correlated laser
detuning ¢ .
(b)) Schematic of erperi1mental technique for

generating o.

(c) Flot of cioct error as a function of é.

However, this slope depends on the laser intensity in
the interaction zones as well as the intensity in the reference
beam. For example, Fig. 6 shows the efiect of interaction
zone intensity on this slope. Here, clock error as a function
of § is piotted for three different interaction zone intensities.
As can be seen, the slope is smaliest for the interaction zone
intensity of 0.8 mW/cm?2. Similarly, we studied the
dependence of this slope on the reference beam intensity.
The minimum siope achieved so far is, in tractional error, 2.4
x 10°1" for a detuning of 1% of the D, hinewidth and it should

be possible 10 reduce this further.
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Flots ot clock error as a function of
correlated laser detuning s fOor three
ditferent i1nteraction zone i1ntensities.

(b) Laserintensity effects

Frequency errors can also arise when the laser intensity
changes in w,.0, and the reference beam, together or

separately. For =0, the predicted intensity induced errors
are due 1o any fluorescence background slope, the presence
of nearby hyperfine levels, optical atomic recoil, and so on.
However, if correlated detuning & is nonzero, then the
amount of intensity induced error is determined primarily by
the amount of detuning.

To illustrate this strong dependence of intensity induced
error on detuning, we refer to Fig. 6 again. As can be seen,
clock error is least sensitive to changes in intensity when
detuning is nearly zero. We can find an optimum operating
point by adjusting the amount of detuning. Around such a
point the minimum slope achieved so far is 2.5 x 10712
tractional error for 1% change in intensity.

Efforts are underway to study the individual causes of
intensity induced errors mentioned above. For example, to
determine the effect of nearby hyperfine levels we propose to
study other transitions where this effect is expected to be
different in magnitude.

{c) Laser misalignment eftects

Laser misalignment also causes clock errors indirectly.
For example, vertical misalignment causes effective laser
intensity changes, as shown in Fig. 7(a), because of the
translation of the Gaussian profile of the laser beam with
respect to the atomic beam. Horizontal misalignment causes
both translational and angular effects, as shown in Fig. 7(b).
The angular misalignment creates effective correlated laser
detuning due to the Doppler effect. The translational
misalignment generates intensity error due to the translation
of the laser beam reiative to the detector. Misalignment in
general can also cause imperfections in the standing waves
that are used to reduce the effects of path iength phase
shifts. Imperfect standing waves cause errors because of
changes in effective intensity as well as in path length phase.

To experimentally measure laser misalignment effects,
we first find an optimum operating point at which laser
detuning, laser intensity changes and path length phase
shifts have minimal effects on clock frequency. Path length
phase shift errors are minimized by adjusting the path
lengths so that the clock frequency is the same for standing
and traveliing wave excitations. Around this optimum
operating point we found that errors due to translations of the
beams are much larger than those due to angular
misalignments. Typically, the fractional error due to beam
translation is about 3 x 10°'? for 2 0.1 mm beam
displacement.

Na beam
(a) ’;?
laser beam
27/
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(a) Schematic 1llustrating how vertical
m1salignment causes effective laser
intensity changes.

(b) Schematic 1llustrating how horizontal
misalignment changes correlated
detuning through angular effects and
effective 1ntensity through
translational effects.




Potentia! frequency-error sources that have not yet been
studied include the effects of tluorescence from the
interaction zones, the seconc-order Doppler shifts,
limitations of single mode fibers, and so on.

VI Future Work

As mentioned earlier, one of the more promising
applications of the Raman technique is 10 develop a cesium
atomic beam Raman clock, using semiconductor lasers.
Such a clock, in which the two frequencies are intensity
modulation sidebands, is nearing completion. As projected
in Fig. 4, use of cesium is expected to increase the stability
by a factor of 16. Also, this setup will have a more compact,
recirculating cesium oven, with an atom throughput much
larger than that of our present setup. Coupled with planned
improvements in fluorescence collection efficiency, this is
expected to enhance the signal to noise ratio considerably.
with all the beams, atomic and laser, on the same table,
misalignment will be greatly reduced. Also. the iiew beam
will allow for much better shielding and contro! of magnetic
fields. All these are expected to enhance our ability 10 study
the remaining error sources with ligher resolution.

We are also considenng the attractive possibility of
extending the resonance Raman technique into the
mm-wave region of the spectrum. At these much higher
transition frequencies, it may be possible to achieve better
clock stabilities and many of the experimental problems
associated with exciting mm-wave transitions in an atomic
beam could be avoided. Finally, the Raman technique can
also be readily applied to slowed or trapped atoms, possibly
without greatly increasing the complexity of the experimental
setup. since many of these techniques aiready make
extensive use of resonant light.
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We have measured the ac Stark effect in a two-zone stimulated Raman interaction in a sodium atomic beam. In
addition, we have derived simple theoretical expressions for the ac Stark shift, based on a closed three-level system,
in the A configuration, and have achieved qualitative agreement with the data. In particular, the magnitude and
sense of the ac Stark shifts are found to depend on laser intensities as well as on the initial populations of the two
low-lying levels of the A configuration. Specifically, the observed ac Stark shifts are smaller for larger laser
intensities and also for smaller initial population differences between the two low-lying levels. The ac Stark effect
must be considered for many potential applications of the Raman effect, such as a Raman clock. In this connection,
we have identified conditions for the reduction of the ac Stark shift in our sodium Raman clock.

INTRODUCTION AND BACKGROUND

Much recent work, both theoretical and experimental, has
been performed to identify potential applications of the
stimulated Raman interaction. These include application
to the study of fundamental atom-field interactions,!-3 colli-
sional diffusion, Raman lasers,’ and new time and frequen-
cy standards.58 For all these applications, and especially
for time and frequency standards, it is important to under-
stand thoroughly all sources of line-shape asymmetries and
level shifts. The ac Stark effect is therefore of special inter-
est because of its fundamental nature and because it pro-
duces line-shape asymmetries and level shifts that can be
significant under certain conditions.

In this paper we report the results of our experimental and
theoretical studies of the ac Stark effect in a two-zone stimu-
lated Raman interaction, using a sodium atomic beam. The
two-zone excitation scheme is used because it is important
for potential clock applications and because it provides
unique physical insights into the nature of the ac Stark
effect in the stimulated Raman interaction. Previous theo-
retical treatments?3 of the ac Stark shifts in a Raman inter-
action are confined primarily to single-zone excitation and
do not include the effects of saturation.

We will begin by presenting data showing the ac Stark
shift in the Raman two-zone excitation scheme as a function
of laser detuning for various experimental conditions, for
example, different laser intensities and initial atomic state
populations. This is followed by a brief derivation of sim-
ple, closed-form theoretical expressions for the Raman ac
Stark shift in the two-zone excitation scheme, assuming an
ideal, closed three-level system. Agreement of these simple
calculations with the data is then illustrated for various
cases. Next, the simple theory is augmented to account for
the fact that more than three levels are involved in the
interaction, and the modified theory shows improved agree-
ment with the data. Finally, it is shown that proper choice

0740-3224/89/081519-10302.00
57

of experimental conditions can reduce the ac Stark shift to
levels acceptable for potential clock applications.”

The stimulated Raman interaction is illustrated schemat-
ically with the three-level system in Fig. 1(a). Briefly, Ra-
man transitions are induced between states 1 and 3 by using
two laser fields, at frequencies w; and wj;, simultaneously
resonant with the intermediate state 2. Experimentally, if
w; is held fixed at the 1-2 transition frequency and w; — w, is
scanned over the 3-2 transition, a fluorescence line shape
such as the one shown in Fig. 1(b) results. Here, the Raman
interaction appears as a dip in fluorescence (trapped state
formation!-?) that in this case occurs at the center of the
v2 wide 3-2 transition. Earlier studies348 show that, for
copropagating laser fields interacting with an atomic beam
at right angles, the Raman linewidth is determined by the
widths of states 1 and 3 only. State 2 greatly enhances the
transition probability but does not contribute to the
linewidth. Laser jitter effects are greatly reduced by gener-
ating both frequencies from the same laser with an acousto-
optic frequency shifter, driven by a microwave oscillator.
Thus, for long-lived states 1 and 3, the Raman linewidth
becomes transit-time limited, just as for direct microwave
excitation.

Ac Stark shifts in the Raman system arise when the laser
fields are tuned off resonance with the intermediate state.
This is illustrated in Fig. 1(c) in the case when both laser
frequencies are detuned by the same amount (common-
mode detuning). Such detunings produce asymmetric Ra-
man line shapes, as shown by the data of Fig. 1(d). These
asymmetries are manifestations of the ac Stark effect (light
shift) in the single-zone Raman interaction.

Two-zone excitation of the stimulated Raman interaction
is illustrated in Fig. 2(a). This scheme is analogous to Ram-
sey’s method of separated-microwave-field excitation? in an
atomic beam. Briefly, in separated-field excitation long-
lived atomic polarizations are induced in the two interaction
zones. These polarizations interfere and produce fringes

© 1989 Optical Society of America
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(@) () frequency is scanned. The central fringe has a width of ~2.53
kHz (FWHM), which is consistent with the transit time for
the 15-cm interaction-zone separation and the thermal ve-

CTRSTLY, locity of \2kT/M = 7 X 10* cm/sec for a sodium beam pro-
w, \\Uz duced by a 400°C oven. As is well known,” the envelope
_3_ function for these fringes is determined by velocity averag-
i 3 . ing, as illustrated in Fig. 2(c). The dotted curves in this
- figure are single-velocity fringes, which are pure cosines, and
(b} @ the solif:l curve is the velocity-averaged fringe pattern.
As will be shown below, ac Stark shifts in the two-zone
A S-x Raxpan inter'action can be expressed as a phase shift in the
§ \ 2 cosine function describing the Ramsey fringe. Such Ram-
z ' y /\ sey-fringe phase shifts are well known from microwave stud-
, ./ ies and in this connection arise when the microwave excita-
% \\ g tion fields in the two excitation zones are not in phase.”
——— 'These Ramsey-fringe pha.se shifts result in frequency shifts
-2y, o 2y, -2%, o 2¥, of the ceqtra]-fringe minima and also produce line-shape
Wp—Wy—> Wp—Wy — asymmetries when velocity averaging is included. This is
. . . . . . illustrated in Fig. 2(d) for the case of a constant »/2 phase
Fig. 1. (a) Schematic of stimulated resonance Raman interaction, .
(b} single-zone resonance Raman line shape, (¢) schematic of ofi- Shlf?' .
resonance Raman interaction, and (d) single-zone off-resonance Figure 3 shows experimentally observed Raman-Ramsey
Raman line shape. fringes that are similar in appearance to the phase-shifted
fringes of Fig. 2(d). All three datain Fig. 3 were obtained for
whose widths (measured in terms of laser difference fre- a common-mode laser detuning of § = 0.8y but different
quency) are characteristic of the atom transit time between initial atomic state populations. Figure 3(a) corresponds to
the two interaction zones. Figure 2(b) shows a typical Ra- the case when all the atoms are initially placed in state 1. by
man-Ramsey fringe line shape observed experimentally by optical pumping to be described below. Figure 3(b) corre-
monitoring the zone B fluorescence as the laser difference sponds to initially equal state 1 and 3 populations, and Fig.
(@ (c)
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Fig. 2. (a) Schematic of separated-field Raman excitation, (b) two-zone Ramsey-fringe line shape observed in zone B fluorescence, (c)
theoretical fringe shape resulting from velocity averaging, and (d) theoretical velocity-averaged fringe shape for 7/2 phase-shifted fringes.
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Fig. 3. Observed Ramsey-fringe asymmetries for a fixed common-
mode detuning of & = 0.8v,. Initial populations: (a) p,," = N, p33"
=0;(b) p11° = p33" = N/2; (¢) p11° = 0, p3° = N.

3(c) to all atoms initially in state 3. As can be seen, the
magnitude as well as the sense of the ac-Stark-produced
asymmetry depends on the initial atomic state populations.
As expected, the magnitude and sense of the ac-Stark-in-
duced asymmetry also depend on the common-mode laser
detuning (not shown) for fixed initial atomic state popula-
tions. These observations will be quantified below.

EXPERIMENT

For most applications, specifically those related to clocks, it
is the frequency shift in the Ramsey-fringe central mini-
mum, rather than the detail of the asymmetrical line shape,
that is of immediate interest. Therefore in our experiment
we concentrate on observing the frequency shift of the cen-
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tral minimum as a function of various parameters, for exam-
ple, common-mode laser detuning, initial atomic state popu-
lations, and laser intensity. Experimentally, this is accom-
plished by locking the laser difference frequency to the
central Ramsey-fringe minimum, using a servo, and record-
ing the stabilized difference frequency as different parame-
ters are varied.

Figure 4 schematically illustrates the experimental setup
used to measure two-zone Raman ac Stark shifts as a func-
tion of common-mode laser detuning in a sodium atomic
beam. Asshown, the laser field at frequency w; (590 nm) is
the output of a cw dye laser having 1 MHz of frequency jitter.
The field at frequency ws is generated from that at w; by
using an acousto-optic modulator, A/O(1), driven by a volt-
age-controlled oscillator, VCO(1). VCO(1) can be tuned
over the 1-3 Raman transition frequency (1772 MHz). The
laser fields at w; and wy are combined by using a beam
splitter before exciting the atomic beam at zones A and B, as
shown. Another portion of the laser beam at w, is shifted by
a second modulator, A/Q(2) (actually a pair of modulators),
so that the shifted laser frequency w, + 4 can be tuned both
above and below w,. This shifted laser frequency is then
locked to the 1-2 transition with fluorescence produced in
the reference interaction zone (REF), as shown. By using
this scheme, w; and w, are simultaneously scanned over the
1-2 and 3-2 transitions, respectively (common mode scan),
by simply tuning VCO(2). The laser in the reference zone is
also used to adjust the initial state 1 and 3 populations by
means of optical pumping. In this experiment, levels 1 and
3are the F = 1 and F = 2 hyperfine sublevels, respectively, of
the 2S)/; ground state, and state 2 is the F = Z sublevel of the
2P,/ state. The laser beams in zones A and B are right-
circularly polarized, while the beam in the reference zone is
linearly polarized. A magnetic field is applied parallel to
the k vectors of the laser fields. Thus only o* excitations are
allowed in the interaction zones (and both ¢* and o~ in the
reference zone).

Figure 5 shows a set of data obtained with this experimen-
tal setup. Each trace is the observed two-zone ac Stark shift
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Fig. 4. Schematic of experimental setup for measuring the ac Stark shift as a function of common-mode laser detuning. DET's, detectors.
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Fig. 5. Data showing the ac Stark shift as a function of common-
mode laser detuning, for several combinations of laser intensity and
initial populations, as labeled.

as a function of common-mode laser detuning, 4, where 6
varies from —3.2v; to +3.2v2, a total range of ~6.4 times the
state 2 linewidth. The values of average!® laser intensity (at
zones A and B) and the initial atomic state population differ-
ences are as indicated. To simplify comparison with theory,
the observed ac Stark shifts are expressed in units of Ram-
sey-fringe phase shift, where a n/2 phase shift corresponds to
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by many authors,? and the procedure will only be reviewed
here. The relevant density-matrix equations are as follows:

Py = = Chiap, + cc) + Typo, (la)
Pag = (iQapy + c.c) + (hiayy + c.c) — Yopoo (1b)
Pz = — (Niayy + c.c) + Tagpoy, (lc)

gy = i * (pay = pyp) — oiy* ey = (hya +i8)ay, (1)

a3y = hi* (pyy = pyg) — il ey — vy + idy)aryy, (le)
dyg = i agy* = hiay, = i(8; = by, (1f)

In these equations, the usual rotating-wave, electric-dipole,
and semiclassical field approximations are emploved. The
electric field is assumed to have the following form:

E(r, t) = YL(E,(r)exp(— iwt) + c.c))

+ (E,(r)exp(— iw,t) + c.c.). 2)
All remaining notations are defined in Table 1.

By making the three additional approximations listed in
Table 2, the density-matrix equations can be reduced to the
following simple form:

2Rea)y 2Reay,
% 2Ima;; |=A] 2Ima;; |+ B, (3a)
P11 T P33 Py T Pay

where the observable fluorescence can be obtained from the
following:

-[1 - g%1 - N)a?s

A

—(A - dQ*D)
[rdf + gd(1 - H]Q%S

a frequency shift of the central fringe minimum by one
fourth of the 2.3-kHz fringe spacing.

Examination of the data in Fig. 5 shows that, at low laser
intensities (top row), the ac Stark shift is nearly linear with
laser detuning, for detunings less than 2y,;. The slope is
determined by the initial state 1 and 3 populations, where
larger population differences produce larger ac Stark shifts.
In contrast, for higher laser intensities in zones A and B
(middle and bottom rows), the ac Stark shift is smaller, near
zero laser detuning. However, for larger laser detunings
(greater than ~2v,), the ac Stark shift is once again deter-
mined primarily by initial state 1 and 3 populations, as in the
low-intensity data. In all cases, the ac Stark shift never
exceeds x/2.

THEORY

To calculate the Ramsey-fringe line shape (and ac Stark
shifts) that are observed in the zone B fluorescence, the
time-dependent density-matrix equations are the natural
choice. These density-matrix equations have been derived

60

2
Pag = QﬁS[ [N +d(p); — pyy) +8(2 Re a)]. (3b)
2
Here,
(A — dO2D) gd(1 — HQS
-Q%8 -g0’D » (30)
gD [rdf — 1 + d*(1 = N]Q*S
—-&f
B = NQ? 0 (3d)
(r—d)f

N is the total number of atoms in the system, and the re-
maining quantities are defined in Table 3. These equations
represent the complete solution of the Raman process in the
interaction zones, within the listed approximations.

In the dark zone, the density-matrix equations simplify to

2 Re a4 0 A 0l 2Req,
-d— 2Ima; J=]-A 0 0| 2Imay, (4a)
dt
Py~ Pa3 0 0 0l p)— o
and
P90 = 0- (4b)

Clearly, to compute the Ramsey-fringe line shapes one
must combine these two solutions. To illustrate this, the
approximations listed in Table 4 will be employed in order to
simplify the problem. With these approximations, the den-
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Table 1. Definitions Used in Eq. (1)

Description Defining Equation
Laser detuning of w; 6= w; — (eg — )/h
Laser detuning of w» 8= wy — (eg — e3)/h
Unperturbed energy levels €1, €2, €3

Rabi frequency for 1-2 transition Q= (21 - E)/h
Rabi frequency for 3-2 transition Q = (ug3 - E2)/h

Rotating-wave { @12 = pr12 exp(—iwit)

density-matrix elements a3y = p3p €Xp(—iwst)

a3 = praexp(— ilw; — wy)t)
Within-system decay rates Ta1, T2z
Total state 2 decay rate Y2

Table 2. Approximations Used in Eq. (3)

Description Mathematical Form
State 2 short-lived P22 K Y2022
compared with single-zone a2 & (oya + i) ar2
transit-time partial steady a3z K (Yoyz +idy)az
state
Small laser difference &1 — &g K 3y, 02, 12

frequency detuning (compared
with correlated laser detuning
or state 2 decay rate)
Closed system T+ Tu=v

Table 3. Definitions Used in Eq. (3)

Description Defining Equation
Common-mode laser detuning o =1% (8, + 52)
Laser difference A= (8 —82)

frequency detuning
Average (squared) Rabi fre- Q2 = Y (12,12 + 1Q,0?)
quency
. Y
Raman damping rate 223 =02
ping 722 + 452
]
Raman dispersion Q%D = Q?
pe 722 + 48
. . Inllz - lnziz
Normalized difference of = T——-;——l—l—z
(squared) Rabi frequencies o +10,

. j9,0,°
Normalized product of g= W
Rabi frequencies 4° + 10,

Y
Raman saturation parameter = ——2—2
v, + 30°S
. . Py~ Ty
Normalized difference of re———
within-system decay rates T2

Table 4. Approximations Used in Eq. (5)

Description Defining Equation
Equal Rabi frequency d=0,g=1
Equal within-system r=0

decay rates
Small laser difference frequency detuning A « Q2S
(compared with single-zone linewidth)
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sity-matrix equations in the interaction zones reduce to the
following:

2 Re als
d
—| 2Ima,
de
Pi1 ~ P33
fﬂ2s 0 0 2 Re a3 _,'Q2S
=l 0 -02S-9D{|2Imey, |[+N| O (5a)
0 QZD _92S P11y ~ Paa 0
and
) Q%S
2

The initial conditions for solving these equations are sim-
ple at zone A: «q!3 = 0, and (p1,° — p33°) is determined by
optical pumping in the reference zone. For the dark zone
and zone B, the initial conditions are of course obtained from
the solution to the previous zone. Performing this calcula-
tion, for a rectangular laser beam profile, leads to the follow-
ing expressionl! for the observable (spatially integrated) flu-
orescence in zone B:

T+Ty .
L‘ Yopoedt = N[1 — exp(— f2*Sg7p)]

X {1+ [1 — exp(— f22S s7,)]lsec plcos(AT — ¢)}, (6a)

where ¢ is the phase of the complex Raman-Ramsey fringes
and is given by

_ Im ala(TA)

" Re aylry)

- _ (puo - p330)sin(QzDATA)exp(— QZSATA)
N[1 — exp(— fQ2S,7,)]

(6b)

Here 75 and T, are the transit times in zones A and B,
respectively, and T (3>74, 7g) is the dark-zone transit time.
Note that the phase shift depends totally on zone A (no zone
B contribution) and in fact is equal to the phase of the
(complex) Raman polarization, a;3(74), at the end of zone A.
Other features of this expression will be illustrated below.

When unequal laser intensities are included, the expres-
sion for the Ramsey-fringe phase become

(p11° — p33")sin(Q2Dr)exp(—02ST)

tan¢ = - 7
¢ N[1 — exp(—fQ*S7)] + &d (7a)
where
£ = (p;,° = p33)cos(Q2D7) — expl(1 — HQR2St]jexp(— Q2S7)
(7b)

and the zone A subscripts have been dropped for simplicity.
This expression shows that the ac Stark shift for unequal
Rabi frequencies (d » 0, where d is defined in Table 3) is
nearly identical to the equal Rabi frequency case, except for
an additional term, d§, in the denominator. Under the con-
ditions of our experiment this additional term is small.
Thus the two-zone ac Stark shift is not highly sensitive to
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differences in laser intensities as long as the sum of the two
Rabi frequencies (or laser intensities) remains unchanged.

COMPARISON OF THEORY AND EXPERIMENT

Figure 6 shows six theoretical plots of the two-zone ac Stark
shift [Eq. 6(b)] versus laser detuning. Each plot was gener-
ated by using values of laser intensities and initial atomic
state populations obtained from the experimental condi-
tions of the corresponding data in Fig. 5. No free parame-
ters were used. As can be seen, these theoretical plots agree
qualitatively with the experimental results, even though the
theory assumes rectangular laser intensity profiles!™!! and
single-velocity atoms.!2!? In particular, the calculations
successfully predict the suppression of the two-zone ac
Stark shift for increasing laser intensities (near zero detun-
ing) as well as the general increase in ac Stark shifts with
increasing initial population differences. The only dis-
crepancy is the failure of the theory to predict correctly the
reversal of slope seen in the lower left-hand experimental
trace of Fig. 5. It will be shown below how this can be
explained by using the fact that sodium is not a three-level
system.

To test the predicted insensitivity of the ac Stark shift to
differences in Rabi frequencies (or intensities) of the two
laser fields, additional data were obtained for unequal Rabi
frequencies. These data are shown in the top trace of Fig. 7
for the case when the laser field at w, has twice the intensity
(12 times the Rabi frequency) of the laser field at w; (d = 1/3,
where d is defined in Table 3). For these data the average
intensity is @ = 0.12vy,, and the initial atomic state popula-
tion difference is p;;° — pa3° = 0.8. These values are similar
to those of the bottom right-hand trace in Fig. 5. A theoreti-
cal plot corresponding to these data appears as the middle
trace in Fig. 7. As in the equal-Rabi-frequency case, the
agreement between theory and experiment is good. The

[ ] [ ]
P P -e.2 -0.8
N le!
0.07%
/ / Q'l@)’a
xX/2 -

R
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Fig. 6. Calculated ac Stark shift, for conditions corresponding to
the data presented in Fig. 5.
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Fig. 7. Ilustration of the insensitivity of the ac Stark shift to
differences in Rabi frequencies. (Top trace) Data showing the ac
Stark shift for unequal Rabi frequencies, |Q|/S£-1| = ,2. (Middle

trace) Theoretical ac Stark shift for 1Q,/Q.) = \2. (Bottom trace}
Theoretical ac Stark shift for [2,| = |Q.] but same (1922 + I$2.12).

O) 0.20 °0.14 ¥,
e 1407y, 270/,
-
rd
7~ s
;
/‘/
//
x/2
o
[e2}
-xs2

T T 1
-3y, o 3y,
5 —>
Fig. 8. [Illustration of insensitivity of the ac Stark shift to the exact
laser beam profile. Zone A transit times, r, are as indicated (Q2r

remains constant). Top traces are experimental, bottom traces are
theory.

bottom trace is included for comparison and was calculated
by vsing the equal Rahi-frequency expression [Eq. (6b)] for
the same average Rabi frequency, 912 = %212 + 10.]2).
Clearly, in this case the ac Stark shift is nearly insensitive to
the differences in the Rabi frequencies for the 1-2 and 3-2
transitions.

To test the effects of different laser beam profiles on the
two-zone ac Stark shift, Fig. 8 shows data obtained for two

A
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different laser beam sizes (in both zones A and B), where the
intensities are adjusted such that the time-integrated inten-
sity as seen by the moving atom (227 for rectangular profile)
is the same. In a two-level system, this would be analogous
to using, for example, two = pulses (27 = =) of different
shape. The upper right-hand trace in Fig. 8 corresponds to
a large laser beam and in fact is a reproduction of the lower
right-hand trace in Fig. 5. Next, the laser power is reduced
by approximately half, and the laser beams are focused to
approximately half of the original diameters in both zones A
and B. Data obtained under these conditions are shown in
the upper left-hand trace of Fig. 8. As can be seen, the two
upper traces of Fig. 8 are nearly identical, verifying that the
exact laser beam profile is relatively unimportant, as long as
the time-integrated intensity as seen by the moving atom
remains unchanged.!! The bottom two traces in Fig. 8 show
the corresponding theoretical plots, obtained from Eq. (6b).
Again, theory and experiment show qualitative agreement.

THEORY INCLUDING ZEEMAN SUBLEVELS
OF SODIUM

As mentioned above, agreement between experiment and
theory was generally good except for the case (lower-left-
hand trace of Fig. 5) in which a slope reversal near zero
detuning was seen experimentally but not predicted theoret-
ically. To explain this, it is necessary to consider the fact
that sodium is not a perfect three-level system but has many
Zeeman sublevels. Figure 9 shows the Zeeman sublevels of
the sodium hyperfine states involved in the Raman interac-
tion in our experiment. The allowed Raman transitions
between these Zeeman levels (for right-circularly polarized
laser light, as used in the experiment) are shown as solid
lines. As mentioned above, a small (~60-mG) magnetic
field, directed parallel to the laser k vectors, is used to lift the
Zeeman degeneracy. The two heavy solid lines show the m
= 0, Am = 0 Raman transition that was used for our two-
zone studies. The dotted lines show the additional transi-
tions allowed for fluorescent decay. Relative matrix ele-
ments (squared) are shown near the bottom levels.

As can be seen from Fig. 9, state 2 decays to levels other
than states 1 and 3, just as states 1 and 3 see an influx of
atoms from upper Zeeman sublevels other than state 2. Be-
cause of these additional decay paths, the influx of popula-
tions to states 1 and 3 is not determined entirely by the
within-system decay rates from state 2, as was the case for a
closed three-level system. We are currently investigating
the complex dynamics of the sodium system, using numeri-
cal methods. However, it should be possible to include the
effects of the additional Zeeman levels to first order by
introducing ¢ “fective, unequal within-system decay rates,
I's; 3 gy (or r > 0), to the closed three-level system equa-
tions. When this is done, the Ramsey-fringe phase is given
by

(p11° = 330 [sin(Q22Dr)]exp(— Q2S7) + r¢

tan¢ = — Ni1 = exp[— (f = rd)Q*S7]} + d&’ — ry (%)
where
¢ = LfQS[EH — FG)(N + d(p,,° ~ p")], (8b)
n = "%dfQ?S[EG + FH[N = d(p,," - p3;")], (8e)
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F=1

-1 Q 1
Fig.9. Sodium hyperfine states involved in Raman interaction, for
circularly polarized light. Solid lines are possible Raman transi-
tions. Heavy solid lines show the m = 0, Am = 0 Raman transitions
used in these two-zone studies. Dotted lines are spontaneous decay
paths. Number are relative matrix elements squared.
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Fig. 10. Revised theoretical plots of the ac Stark shift, for condi-
tions corresponding to the data presented in Fig. 5. Effects of
nearby magnetic sublevels are included to first order by using an
effective normalized difference of within-system decay rates, r’ =
0.275.

3%,

¥= (Puo - paso)E, (8d)
E = {cos(Q?Dr) — exp|(1 — f + rd)Q?St]lexp(— Q2S7), (8e)

F = [8in(Q?D7)]exp(— Q?Sr), (8
__ 0% -f+rdh (8g)
(@281 - f + rdP)? + [22D)2
902
20°D (8h)

H= [Q2S(1 - f+ rdN)? + [92012'

and, as before, the phase shift is determined entirely by the
zone A interaction.

To estimate an effective value of r (denoted by r’), it is first
necessary to compute the total rate of population influx to
states 1 and 3 from all levels. These rates will be called 'y’
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and I"yy’, respectively. The effective value of r is then simply
r'=(Iy" = Ty} (o’ + T'ay’). Toillustrate this, values of r’
will now be computed for two cases. First, assuming nearly
equal initial populations in all the Zeeman ground-state
sublevels, we compute an effective value of ' = 0.22. neglect-
ing any optical pumping. Second, it is assumed that the F =
1 hyperfine ground sublevels are initially unpopulated but
that the Zeeman sublevels in the F = 2 ground state are
equally populated. Such an initial population distribution
might be nroduced, for example, by a strong reference heam.
In this case r’ = 0.33. Averaging this and the previous value
of r’ gives r¥ = 0.275.

Using this effective value of r in Eqgs. (8) results in the
theoretical plots of Fig. 10, where as before the laser intensi-
ties and initial atomic state populations are obtained from
the corresponding data in Fig. 5. As can be seen, the lower
left-hand plot in Fig. 10 now shows much better agreement
with the data. In particular, the slope reversal of the ac-
Stark snift versus laser detuning is now correctly predict-
ed.#

SUPPRESSION OF ac STARK SHIFTS

Theoretically, inspection of Eqgs. (6b) and (7a) predicts that
the two-zone ac Stark shift should be exactly zero if the
initial population difference between states 1 and 3 is zero.
In the present sodium experiment this is not observed be-
cause optical pumping between Zeeman levels in the interac-
tion zones always redistributes the populations somewhat.
If a closed three-level system cannot be found, theory pre-
dicts that the ac Stark shift can still be reduced to arbitrarily
small levels by strongly saturating the zone A interaction
(i.e., high laser intensities or long interaction times).

In the present setup, however, we are limited in our choice
of atomic systems and in our maximum laser intensities and
interaction times. Nonetheless, the observed reversal of
slope in the ac Stark shift near zero laser detuning suggests
that for a range of (fixed) laser intensities, the initial atomic
state populations can be adjusted so as to reduce the ac
Stark shift greatly, even within the limitations of the present
setup.

To this end, Fig. 11(a) shows a high-resolution experimen-
tal plot of the ac Stark shift versus laser detuning obtained

(a)
o5 1 ®

&
-x
200 i | S
-Y/2 ") %,/2
5 —>
Fig. 11. High-resolution ac Stark shift versus laser detuning: (a)

experimental trace for @ = 0.13v;,(p1;° — p3:®) = 0.7N, and (b)
corresponding theoretical best fit, with ~* = 0,27,
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under the following experimental conditions, chosen so as 1o
minimize the ac Stark shift near zero laser detuning:
=013y, (p1" — p32) = 0.7 N. These data are shot-noise
limited, obtained with an averaging time of 1 sec.

As can be seen from Fig. 11(a), the ac Stark shift is less
than the noise over a laser detuning of nearly x0.2y.. For
comparison, Fig. 11(b) shows the theoretical ac Stark shift
under these experimental conditions, where r' is us>d as a
free parameter to produce the tlattest trace. Clearly, good
agreement between theory and experiment is achieved.
where the fitted value of r’' is 0.270, which is close to the
approximated value of 0.275. Of course, a complete numeri-
cal treatment of the sodium system would not require the
use of any free parameters. Nonetheless, Fig. ! 1 shows that
even a simple first-order correction to the closed three-level
svstem results is sufficient to give good agreement with data
under the conditions of our experiment.

The data of Fig. 11(a) demonstrate an ac Stark shift of less
than 0.0014 rad over a laser detuning of nearly £0.2y.. For
clock applications, this corresponds to a projected stability
of better than 2 X 10~!! for a laser detuning of 0.01y. (100
kHz for sodium). Here it should be noted that this result is
still preliminary and does not represent the ultimate achiev-
able clock performance. Nonetheless, these data demon-
strate that, by proper choice of experimental conditions, the
ac Stark shift can be greatly reduced, even within the limita-
tions of the present experimental setup.

SUMMARY AND FUTURE WORK

We have measured the ac Stark effect in a two-zone stimu-
lated Raman interaction in a sodium atomic beam. In addi-
tion, we have derived simple theoretical expressions for the
ac Stark shift, based on a closed three-level system, in the A
configuration and have achieved qualitative agreement with
the data. In particular, the magnitude and sense of the ac
Stark shifts are found to depend on laser intensities as well
as on the initial populations of the two low-lying levels of the
A configuration. Specifically, the ac Stark shifts are smaller
for larger laser intensities and also for smaller initial popula-
tion differences between the two low-lying levels. More-
over, the ac Stark shift is shown to be insensitive to the ratio
of the intensities of the two laser frequencies, provided that
the sum of the two intensities is fixed. The ac Stark shift is
also shown to be insensitive to changes in laser-beam profiles
as long as the time-integrated intensity as seen by the mov-
ing atom remains unchanged. Quantitative agreement be-
tween ideal three-level theory and experiment is improved
when the effects of the numerous Zeeman sublevels in sodi-
um are taken into account to first order. Finally, the experi-
mentally observed reversal of ac Stark shift was used in
identifying conditions under which the ac Stark shift can be
reduced to levels low enough to be acceptable for potential
clock applications.

Future plans are to verify that the ac Stark shift can be
further suppressed by increasing the degree of Raman satu-
ration (i.e., large 22S7). This can be achieved either by
increasing the laser intensity or by slowing down the atoms
(by cooling, for example). In addition, numerical calcula-
tions are in progress to identify the exact role played by the
Zeeman sublevels and also to include the effects of velocity
averaging.!?
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Average laser intensity is defined here by the following:

1 [
(Qz)averaze = j Qz(t)dtv
Tin

—=

where 7, is the atom transit time corresponding to the half-
intensity positions on the actual laser beam profile and
02 = (1912 + 9202, Here, I$;]2 and 12,2 are the laser intensities
at w; and wo, respectively, in units of Rabi frequency squared.
For a nonrectangular laser beam profile, Q is a function of time
for a moving atom in the atomic beam. In that case. Egs. (6a)
ana (6b) are modified by making the making the following
replacements:

Q% — r Q(de, [P — r FOQ()dt

where it is assumed that the two interaction regions do not
overlap, so that

j(ﬂ,ﬁ + Qg%)dt = j Qde + j Qy°de.

For the intengities used in our experiments, f is nearly a con-
stant (unity) and can be pulled outside the integral.
Interaction times and transit times are computed by using the
thermal velocity v = J2kT/M characteristic of a sodium beam
produced by a 400°C oven.

. In general, velocity averaging is accomplished by simply per-

forming a weighted average over all the velocities present in the
atomic beam. However, in the present case the ac Stark shift
was measured by locking to a minimum of a velocity averaged
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Ramsey-fringe line shape. This ac Stark shift is not the same as
the weighted average of the ac Stark shifts for each atomic
velocity. Nevertheless, over the limited ranges of common-
mode laser detuning where ¢ and AT are both small (so that ¢ =~
sin ¢ and AT = sin AT) for all velocities included in the average,
arelatively simple numerical calculation is possible and is found
to agree well with the single-velocity results presented here.
The. ofore it is anticipated that the complete numerical calcula-
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tion of the Raman two-zone ac Stark effect, including velocity
averaging in a thermal sodium beam, will probably give results
that arc qualitatively similar to those presented in this paper.
It should be pointed out that the effective value of r as indicated
1s merely an estimate of the first-order correction to the closed
three-level-system results. The exact solution of the sodium
system is more complex than simply using an effective value of r
and is currently in progress.
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