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M - Mach number

P - Static pressure

Pr - Prandtl number
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Re - Free stream inlet reference Reynolds number
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Chapter 1

Introduction

This document presents the results of a computational study in which the primary focus
has been to develop a diagnostic tool (or "Numerical Rotating Rig") for enhancing the
understanding of complex three-dimensional flows in axial turbomachinery. The primary

components of the Numerical Rotating Rig consist of a three-dimensional unsteady Navier-
Stokes analysis and a scientific graphical visualization system. The three-dimensional Navier-3 Stokes analysis is based on the procedure develop by M. M. Rai [1], and is validated in this
study by comparisons with experimental data obtained at the United Technologies Research3 Center for a linear cascade and a turbine stage. The scientific visuaLzation system represents
a combination of several state-of-the-art graphics software programs and provides innovative
techniques for interrogating large data sets. In this investigation, the Numerical Rotating

Rig has been used to perform numerical experiments to determine the effects of hot streak
migration and film cooling on the heat transfer in a turbine stage.

The drive towards lower fuel consumption, maximum gas turbine efficiency, and increased
aerodynamic performance for both military and commercial aircraft has led to increases in

combustor exit temperature which in turn has had a direct impact on the durability of

first-stage turbine airfoils. Experimental data taken from actual gas turbine combustors

indicates that the flow exiting the combustor has both circumferential and radial temperature
gradients. These temperature gradients arise from the combination of the combustor core5flow with the combustor bypass and combustor surface cooling flows. It has been shown
both experimentally and numerically [2, 3] that temperature gradients, in the absence of

I



total pressure non-uniformities, do not alter the flow within the first stage turbine stator 3
but do have significant impact on the secondary flow and wall temperature of the first stage

rotor. Combustor hot streaks, which can typically have temperatures twice the free stream 3
stagnation temperature, increase the extent of the secondary flow in the first stage rotor
and significantly alter the rotor s,,rface temperature distribution. A combustor hot streak

such as this has a greater streamwise velocity than the surrounding fluid and therefore a I
larger positive incidence angle to the rotor as compared to the free stream. Due to this rotor
incidence variation through the hot streak and the slow convection speed on the pressure 3
side of the rotor, the hot streak accumulates on the rotor pressure surface creating a "hot

spot". 3
In order to keep turbine airfoil wall temperatures below critical levels, complex internal

cooling schemes are designed to lay a film of relatively cool air adjacent to the blade. This 3
film cooling air acts as a sealant to keep the high temperature combustor flow from coming
in direct contact with turbine airfoil surfaces. During the design of the first stage turbine, 3
flow field analyses which assume a uniform turbine inlet temperature profile are used to

predict airfoil surface temperature distributions. These wall temperature distributions are

subsequently used to guide the design of internal cooling schemes in terms of defining cooling

mass flow requirements and its distribution. Both the secondary flow and wall temperature
effects due to combustor hot streaks are important phenomena which should be accounted

for by turbine designers to increase turbine aerodynamic performance and optimize turbine

film cooling flow schemes. Without properly accounting for non-uniformities in turbine 3
inlet temperature profiles such as those related to combustor hot streaks, first stage turbine

performance and durability could suffer. 3
Computational fluid dynamic simulations of hot streak migration in turbine stage flows

are useful for both increasing the understanding of this phenomena as well as to guide engi-

neers for future experimental investigations. To gain insight into the influence of hot streak

migration, secondary flow, heat transfer, and film cooling on the surface temperature distri- 3
bution of a first stage rotor, numerical simulations of hot streak migration through a turbine

stage have been performed. The main goals of these simulations have been to 1) understand

the physical mechanisms which control the migration of hot streaks through a turbine stage
and lead to "hot spots" on the rotor pressure surface, 2) demonstrate that numerical sim-

18 I
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I ulations can be used to predict when rotor surface heating will exceed allowable structural
limits, 3) predict when the adverse effects of hot streaks on rotor surface temperature can

be eliminated using film cooling, and 4) use advanced scientific visualization techniques to
quickly identify and illustrate the pertinent aerodynamic and thermodynamic features of the£ flow fields.

This document is organized into eight chapters. Chapter 1 is the introduction and pro-

vides background information on the problem of hot streak migration. The three-dimensional
numerical procedure, including the governing equations, the integration procedure, the tur-3 bulence/transition models, and the boundary conditions is discussed in Chapter 2. The
grid generation procedure for the zonal grid topology is explained in Chapter 3. The fourth

I chapter reviews the visualization technology used in this investigation. Chapter 5 describes
the test cases used to validate the numerical procedure. The results of numerous hot streak
migration simulations are presented and analyzed in Chapter 6. A video, which was created

from the animated results of the numerical simulations, is discussed in Chapter 7. Finally,
Chapter 8 presents the conclusions and recommendations of this investigation.

The three-dimensional source code, users manual, and/or video resulting from this inves-
tigation may be obtained from

De Sm. Logstics Agency

Ddfene Technical Inform&tion Center
Building No. 5, Cameron Station3 Alexandria, Virginia 22304-6145

(final report AD-A250 688 )g(user's manual AD-B164 302

(source code AD-M 200 104)
(video AD-M200 105)

1
I
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Chapter 2 5

Numerical Procedure I
I

The numerical analyses used in this study are the two- and three-dimensional rotor/stator 5
interaction analyses developed by M. M. Rai. [1, 3, 4]. The two- and three-dimensional
analyses can be used to simulate inviscid or viscous flow through a cascade passage or a

single stage. In addition, both analyses can simulate hot streak migration with or without

blade surface heat transfer and film cooling. The two-dimensional analysis can represent
an arbitrary number of stator and rotor airfoils, while the three-dimensional analysis is
restricted to one stator and one rotor. This section describes the governing equation set and
the numerical solution procedure. In particular, the topics discussed in this chapter include 3

* Governing equations 3
" Integration procedure

" Turbulence/Transition models

" Boundary conditions 3
2.1 Governing Equations

The governing equations considered in this study are the time dependent, three-dimensional I
Reynolds averaged Navier-Stokes equations, which can be written in Cartesian coordinates

20
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s:Qt + (Fi + F). + (Gi + G)y + (Hi + H,)z -0 (2.1)

3 where

PU

Q pv (2.2)

Pw

Pu 0
pu2 + p r.

F = pv F. = T., (2.3)

puW max

(et + P)u L'

'ttv 7y=3 G1= pv2+P G.=- Tw (2.4)

pvW 7vz

(et + P)v jh,

PW 0

pVW H, T- ,, (2.5)

lpw 2 + P 7.

(et + P)w .hI and

,r== 2pu 1 + A (u. + v, + w,)3rx = J(u,+v.)

T., 22 'r.+ =3 T,= = r

r, = 21,v,+A(u.+v,+w,)
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'.= j(V + WO)

= (2.6)

T*- = r,, I

r. = 2pw 3+A(u,+v.+w,)

7'= ULrz: + tTh, + W7x + 7/PV' C2,

Thy = UTyx, + VVy + WT*. + ypP,- e1

rhx = urx, + VrxV + wrzz + 71iPr-ez 3
P

(p(- 1))
po (u2 + , + w,2)

et = P C+ 2 +

For the present application, the second coefficient of viscosity is calculated using Stokes'
hypothesis, A = -2/31. The equations of motion are completed by the perfect gas law which

takes the form

P = pRT (2.7)

It is useful to non-dimensionalize the equations of motion so that certain parameters,
such as the Reynolds and Mach numbers, can be varied independently. The non-dimensional

variables chosen in this investigation are

X * S t I
L - L_
U* 2- VO / O W(28

U P* P 2* T

P~poo2 =

In addition, for the analysis of arbitrary geometries the equations of motion can be general- I
ized by using body-fitted coordinates. Using the independent variable transformations

= (,y,z,t) (2.9) 5
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3 ,7 = ,(x,y,z,t)

C = C(X,y,z,i)

I the body-fitted Cartesian coordinates in the physical domain become uniform coordinates in

the computational domain. The transformation allows easier implementation of boundary

conditions since the geometry surface lies along the boundaries of the computational domain.

Upon applying the transformations and non-dimensionalizing, the three-dimensional Navier-3 Stokes equations can be written as (where the superscripts have been omitted for clarity)

3Q + (P, + Re-'.), + (di + Re-'G,),7 + (Hl, + Re- 1 IH)c = 0 (2.10)

where

S0 = J- 1 Q

Fi(Q,f,) = J-1 (fQ+ Fi +fyGj+f.Hj) (2.11)

Gi(Q, ) = J- 1 (vtQ+CFi+CGi+(.H)

The viscous fluxes are simplified by incorporating the thin layer assumption [5]. The thin

layer assumption states that for high Reynolds number flows that the diffusion terms normal
to a solid surface will be greater than those parallel to the surface. In the current study,3 viscous terms are retained in the direction normal to the hub/shroud surfaces (C-direction)

and in the direction normal to the blade surface (v-direction). Thus, the non-dimensionalized3 and transformed equations now become:

SQ 1, + (A) + ( ', + Re-1 C'), + (4-I + Re-1 I-t,) = 0 (2.12)

where
0

Klu, + K2 9.,

6= Kjv,, + K29yi (2.13)
Klw,, + K2i?.

( l ) (a 2 )1 + (  + K 2 K 3
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K, = I? .( +q+i) I

K 2 = - (14u, + 1,V,, + YIz.,) (2.14)
3

q2 = U2+V2+w2
qa

The vector A, is obtained by replacing v7 with C in Eqs. (2.13) and (2.15). If all the viscous 5
terms are neglected, then the equations become the inviscid (Euler) equations of motion. m
The Jacobian of the transformation and the other metric quantities are given by [6]

J-1 = X4y,?ZC + xcycz,, + X,)yczt - X&, - Z, y ZC - xcyqzt (2.15)

= J(fY - )= -

4 J(z,,Xc - zCX,,) ,V = J(x-zc - ZfXC) m

4 = J(lvc - yIvc) 2 = J(y C - xa(c) (2.16)

=. Awnz, - Zan,) &= -X - - . - Z.

CV j(Zf- xe,, fZ) 
11t = -Tj - lIT'il - ZT'iZ

C. JAa, - YvT) 6t = -XC. - YC - Urc
The metric derivatives are evaluated using three point central differences in the interior of

the computational domain and three point backward differences on the boundaries.

2.2 Integration Procedure m
The governing equations of motion are integrated in time using the Approximate Factor- I
ization (AF) implicit technique developed by Beam and Warming [7]. Applying the AF

technique for three-dimensional problems is accomplished by solving three one-dimensional U
operators, each requiring the inversion of a block tridiagonal matrix system with 5x5 blocks.

Newton iterations are applied within each global time step to increase stability and eliminate

the linearization errors caused by the factorization process. To apply Newton's method, one

starts with an initial guess for the solution and iterates according to: 3
Q 1 = 4P - f (0) (2.17)
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3 This method can be applied to the unsteady Navier-Stokes equations by setting

f(Q) = Q, + (F,)t + (Gi + Re-'d,,), + (, + Re-'LY,)C (2.18)

and

3 [Q, + (A)t + (Gi + Re-G.),, + (Ai + Re-1it)C] (2.19)

Noting that, for example,
a (01 a (0A (2.20)

where A is a Jacobian matrix, the factored, iterative, implicit integration algorithm can be

defined by [1, 4]

I + -r(VAt.,k + AA-jk)I [I + -(VJBi k + A BA, k - ReATP

A+rotjJ -+ -, -1k

3 --Ar[ +

",k -( " (F),2 2 - ((Pv)),-1/2,k.k=- A Tr''+ AC

+ +(6i)pO+12,k - (6i)pj-112,k (Gv) ij+1/2.k - (6v)pij-12,k

A ReAq

+ (Ai) i4 ,k+1/2- (ti) ij,k-l/ 2  (HV) ij,k+l/ 2 - (1,I) ijk-1/21  (2.21)3AC ReAC
wherea a,. -l*

w * =(O-f) = :(a =(--) (2.22)

014
(a, ~ (2-) (2.23)

and A, V, and 6 represent forward, backward, and central difference operators. In equa-

I tion (2.21), (P is an approximation to Q"+'. The quantities P,, Gi, H,, G,, and /A. are

numerical fluxes which are consistent with the physical fluxes P, Gi, fH,,, and A.. If5 p = 0 then OP Q, and when the equation is iterated to convergence OP On+'. As the

left hand side of equation (2.21) is driven to zero, the linearization and factorization errors5 associated with the AF technique are also driven to zero. If only one iteration is used then
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the integration scheme reverts to the conventional AF type scheme [7]. Typically, unsteady 3
calculations require two to three iterations per global time step to reduce the residual of the
density by three orders of magnitude [1, 8, 9, 101. 5

The inviscid numerical fluxes P, G, and Hi are discretized using Roe's scheme [11]. The
numerical fluxes are then evaluated from a family of high accuracy representations of the 5
fluxes developed in Ref. [12]. For example,

(Fi),+1j,k =(F),+1a, (1 - -+3/2k (1 + IF+2j,k
4 4

+ (1+0)AF+i+1/2j,k + (1+i_/2 (2.24) I4 4

where (F) i+1/2,j,k is the first order accurate upwind flux given by

( a j,-= 2 [(P)i,. + (Pi)i+lj,k -2 (AF+,1/2j,k - AF-+,/j,k) (2.25)

and the additional terms in Eq. (2.24) are used to increase the order of accuracy. Table 1

summarizes several difference schemes obtained by using different values for 0 in Eq. (2.24).

In the current study, the third order accurate upwind biased difference scheme is used for

interior grid points and either first or second order accurate upwind differencing is used at

boundary points.

The flux differences (AF*) in Eqs. (2.24) and (2.25) are calculated using Roe's scheme

and are given by

A F i+1j,k -d=/ ++ ,k X (Qi+1j,k - Qij, k) (2.26)

The flow variables needed to determine A between grid points (i + 1/2,j, k) are calculated

using Roe's averaging formulae: + ui+l, j ,

Ui+1 2j,k = ij,k + Ui+j,ki+

Vi+1/2j,k = Vij kVfp k + Vi+Ijk

+!
Wi+ 1 /2j,k = Wi~.,Pj + Wi+1j,kr/i~4,k (2.27)
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(hti~i2J~ -(ht)i,,kvlp..k + (ht)i+ljkVI/jik

where hat is the total enthalpy and is defined as

ht- et + P (2.28)

I The Jacobian matrix A~can be rewritten as:

* *Tf-lAf'Tt (2.29)

where Te and T- are eigenvectors and which can be expressed as [61:

f, 4

4w - ep f4W + fp

L f;Rl/(y - 1) + p(&~v - 4w) fvR1 /( - 1) + p(&w - f-u)

R2 R25l + f+4p R2(u + fa) R2(u- ea)
& &PR 2(v+ fa) R 2(v - 4a)

& W R2(w + f.a) R2(w - 4a)Ul- - 1) + p(e4u - fv) R2[(R1 + a2 )( 1) + R4a] R2[(R1 + a 2 )/(-y -1) - R4aj
* (2.30)

e,(1 - R1/a) - V ( V- W)/p f,(-y - 1)u/a 2

3 4v(1 - Ri/a) - ~ U)/p fv(-y - 1)u/a' - 4/1p

=f &(1 - Ri/a)-(4 - )/ * - 1)u/a~ + 4p5R 3(R1 - R4a) -R4(-Y - 1)u - fa1

LR3 (R1 + R4a) -R4(-y - 1)u + &~a]

3(- - 1)v/a ~ + 4 /p - 1)w/a2 - 4p -4y- 1)/a 2

4v(7 - I)v/a2 4v(- - I)w/a~ - ~p -e(- - 1)/a 2

* 4Qy - 1)v/a2 - 1p f,(- - 1)w/a 2 - 1)/as (2.31)
-[(y- 1)v - ea] -R 3 [(-y - 1)w - f4a] R 3(-y - 1)

*-Rs[(7t - 1)v + fa] -Rs[(-y - 1)w + &a] R3(-y - 1)
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R1 - :-(u' + v2 + w2) R2 -p/(av/2) R3 = 1/(pav'2) R4 " (Gu + 4.v + &,w)/

(2.32)

The eigenvectors for the A and C matrices can be obtained by replacing f in Eqs. (2.30) and

(2.31) with r and C. The matrix containing the eigenvalues of the Jacobian matrix is given I
by

A,+ 0 0 0 0 I
0 A2  0 0 0

A i- 0 0 A3  0 0 (2.33) 3
0 0 0 A4± 0

wee0 0 0 0 As 3
where

A1,2,3 = ft + GU + fVt + GW3

A4 = A1 + rea (2.34)As = Az -xo
The superscripts '+' in the previous equations refer to the contributions from the downstream

and upstream running characteristic waves. To prevent expansion shocks, the eigenvalues in 3
Eq. (2.34) are replaced by a nonvanishing, continuously differentiable approximation which
can be written as [13): I

i* I 1' [(A"2/b) +  ] I .1"1<_ ( .5
n IA I IA/6)+> (2.35)

where n = 1, 5 and in the present study I
b = 0.05 a ic (2.36)I

The flow variables needed to determine the viscous fluxes, 6. and A., are evaluated using

standard central differences. For example, I

,d.),, = f(Qi112,k, (Q),+1/2,k) I
=i+/, I(Qij,k +,Qi,.+,k) (2.37)
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I (Qn)i+/2,k =Q -+,k Qij,k
The corresponding viscous flux Jacobian, Mf, can be written as [61

- 0 0 0 0' 0
M21  SIO,(p-') S2c09,(p') S30n(P') 0

M= M3 1  S2C',(p - ) S4'0(p - ) S5 8,(p') 0 (2.38)

n4 2 S3',,(p-') S50,(p 1) S60D,(p-,) 03 in51  i 52  in5 3 m SoO,(p')

where
M1= -SOa(u/p) - S20,(v/p) - S38a,(wlp)

M 3 1  -S 2 '8,(u/p) - S40,,(v/p) - SsO,,(w/p)
in 41  -S 3 ,,(U/p) - S50n(V/p) - $s,(w/p)

I.in 1 = SoO[-(et/p2) + (u2 + V2 + w2)/p]
-S1 ,a,(U2ip) - S4,9n(v 2/p) - San(W2lp)3 -2S 2 0,(uv/p) - 2S 3 9,,(uw/p) - 2S5a,,(vw/p)

M52 = -SoO.,(U/p) - M21  m3 = -Soan(v/p) - ms,

M54 = -Sa.n(wlp) - M41

So = qPr-1 (l,=2 + 1.2 + 72) S, = /[(4/3)n'2 + /2 + T12]3 52 = (p/3)i j ,S3 (p/3) (=2.
S4 = pi/72 + (4/3)17Y2 + fl2] Sr. (p/3)%??(.9
S6 = p[17. 2 + 712 + (4/3)V/.2]

The viscous flux Jacobian, N can be obtained by replacing j7 in Eqs. (2.38) and (2.39) with C.
The equations of motion and solution procedure used in the two-dimensional computational

procedure are a direct subset of the equations developed above, except that the inviscid
fluxes are calculated using Osher's [14, 15, 16, 17] approximate Riemann solver.

3 2.3 Turbulence/Transition Model

To extend the equations of motion to turbulent flows, an eddy viscosity formulation is used.
Thus, the effective viscosity and effective thermal conductivity can be defined as:

I P = PL+PT
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S AL AT..+ T (2.40)C,, PrL 4"PrT

The Baldwin-Lomax [5] two-layer algebraic turbulence model is used to represent the 3
turbulent eddy viscosity in the flow field. The Baldwin-Lomax (B-L) turbulence model is a

two-layer model in which PT is described by

T PT= s< si. (2.41)P /Touter S > 8arWMr

where s is the distance normal to the solid surface and s . ....., is the smallest value at which

PTiner "= PToute. In the inner region, the eddy viscosity is calculated using the Prandtl-Van

Driest formulation

PTiner = P12 W2 I (2.42) 3
where

1 = ks(1 - exp(-y + /A+ )) (2.43)

and the magnitude of the vorticity, Iwi can be written as:

ijWI = /(u, - v')2 + (V2 - wV) 2 + (wX - Uz) 2  (2.44) U
w. = w+Ve.+Vz+CG
W. = WuG + ,,7+WCG
wY = w~fV +w nn +wUC(m

ty = ufG + Wr,7 + uCp
U: = Uff. + v,71. + UC.

V-= V4 + VTl + V 3
and y+ is the law-of-the-wall coordinate

Y + (2.45) 1
In the outer region the eddy viscosity is calculated using 3

pT =t. = KCcqpFvakFKjeb(8s) (2.46)

where K is the Clauser constant, Cp, is an additional constant and Fl.e is described by m

&,.= min (s,,Fx, Cksf,/F,,, ) (2.47) 5
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The term Fm., is the maximum value of F(s) along a given computational grid line normal

to the surface and3 F(s) = s w1(1 - exp (-y+/A')) (2.48)

The Klebanoff intermittency factor, FKieb(S) is given by:

FKeb(8) = (1 + 5.5((SCKk)/S=)6)i (2.49)

3 and qd is the difference between the maximum and minimum velocity in the profile. It

is important to note that the vorticity and velocity must be calculated in the appropriate

reference frame (i.e. in the absolute reference frame for stationary surfaces and in the relative

frame for moving surfaces). For film cooling applications, the eddy viscosity is set to zero

at the film cooling injection holes. The constants used in the current implementation of the

I B-L turbulence model are:

A+ -26 Cc=1.6

I CKJb = 0.3 Ck = 0.25 (2.50)

k=0.4 K=.0168

For three-dimensional simulations, the transition from laminar to turbulent flow (given3 the location of transition) is assumed to be instantaneous. The onset of transition can be

specified as a function of span, in accordance with the physics of the flow field. For two-5 dimensional simulations, transition can be specified to be instantaneous or to occur over a

specified distance. In the latter case, the intermittency factor is controlled using the model

I of Dhawan and Narasimha [18]

0 X < Xtb
1 - exp (-4.642 ) x,. 1b < X < Xre (2.51)

1 X > Xt,.

3 where x& denotes the beginning of transition, xte denotes the end of transition and

X - Xtr (2.52)
Xtre - Xtrb

The Baldwin-Lomax turbulence model is based upon two-dimensional boundary layer data5 and as such, is not well suited for comer flows such as those at the blade/endwall juncture.
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Originally, the treatment used to implement this turbulence model in the comer regions [1,4] 3
was the technique proposed by Hung and Buning [19, 20]. In this technique, the turbulence
model is computed separately for each endwall and the blade surface. The mixing length in 3
the comer region is computed depending on the computational indices of a given node. For
instance, consider the case when the J=constant computational lines run normal to the blade

and the K=constant lines run normal to the endwall. For any computational node whose
J-wise index is less than its K-wise index, the normal distance is defined as the distance from

the blade surface to the grid point and the parallel distance is defined as the distance from 3
the endwall to the grid point. The mixing length for the inner region of the boundary layer

is then calculated as

I = 2snl(s + n + V(s2 + n 2)) (2.53)

where s is the parallel distance and n is the normal distance. The eddy viscosity is then 3
based on the flow variables along a computational grid line from the airfoil surface to the
grid point under consideration. Likewise, for any computational node whose J-wise index is

greater than its K-wise index, the parallel distance is measured from the blade surface to the
grid point and the normal distance is measured from the endwall to the grid point. The eddy

viscosity is then based on the flow variables along a computational grid line from endwall to 5
the grid point. Two significant problems arise from this particular three-dimensional imple-

mentation of the Baldwin-Lomax turbulence model. First, the eddy viscosity distribution

in the comer regions is discontinuous across the J=K computational lines and can cause
large gradients to occur in the velocity field. Secondly, this particular blending is dependent 3
upon the computational grid density and stretching in both directions. It was found, based
upon numerical simulations, that flow solutions in the blade/endwall region were extremely

sensitive to changes in the computational grid structure.

In the present investigation, a blending function has been used to smoothly vary the eddy 3
viscosity distribution between the blade and endwall. Separate eddy viscosity distributions

are still computed for the blade and endwall surfaces along the computational lines which
run normal to each surface, respectively. The eddy viscosity in the corner flow regions is

then computed based upon the following blending function according to the work of Vatsa

and Wedan (21] I
PT = 'U.+1P.(2.54)3
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where lb is the distance from the blade surface to a given node, l.w is the distance from
the endwall surface to the node, and PT, and PT.. are the eddy viscosities computed from
the separate blade and endwall flows, respectively. This type of blending greatly reduces

the computational grid dependence on the eddy viscosity distribution and creates a smooth
eddy viscosity distribution in the corner regions.

2.4 Boundary Conditions

The theory of characteristics is used to determine the boundary conditions at the inlet and
exit of the computational domain. For subsonic inlet flow, the total pressure, v and w
velocity components and the downstream running Riemann invariant,

R = u + 2a (2.55)
7-1

are specified, while the upstream running Riemann invariant

R2 =U- 2a (2.56)U 7-1

is extrapolated from the interior of the computational domain. In addition, for simulations
containing incoming hot streaks, the boundary conditions at the upstream boundary of the
hot streak must be modified. Within the hot streak the inlet flow variables used to define3 the specified the boundary conditions can be written as

= u /T" 7h. = aooT-T" /T7 Ph oo Th/To) (2.57)

Ph 8 = Po aho = aoo/-ho

where Th, is the temperature within the hot streak and T. is the temperature of the undis-

turbed inlet flow. The static and total pressure within the hot streak are assumed to be
equal to that of the undisturbed inlet flow, corresponding to the experimental conditions.3 For flow simulations without an inlet hot streak, the entropy may be prescribed in place
of the total pressure. It was determined through numerical experimentation, however, that3 prescribing the entropy for cases with an inlet hot streak resulted in a distortion of the
hot streak. This distortion may be caused by a trade-off between density and temperature5 within the hot streak. Since the theory of characteristics is derived from the inviscid flow
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equations, the boundary conditions described above are not appropriate for the boundary 3
layer flows associated with the hub and shroud endwalls. To alleviate this inconsistency, the

no-slip condition along the hub and shroud is not imposed at the first few grid points inside 3
the computational domain [1]. The inlet boundary conditions are implemented explicitly,

following an implicit extrapolation of the flow variables from the computational grid points U
adjacent to the boundary.

For subsonic outflow, the v and w velocity components, entropy, and the downstream 3
running Riemann invariant (Eq. (2.55)) are extrapolated from the interior of the computa-

tional domain. The pressure ratio, P2/PtI, is specified at mid-span of the computational

exit and the pressure at all other radial locations at the exit are obtained by integrating the I
equation for radial equilibrium [1]

= (2.58)
W r r

where vt is the tangential velocity and r is the radius measured from the center of the hub.

Equation (2.58) assumes the flow is inviscid and that the radial velocity does not change with I
radius (i.e., fiY = 0) [221. Therefore, this boundary condition assumes the computational

exit is far downstream of the blade row and is not applicable to the interblade region between 3
adjacent blade rows. Similar to the inlet boundary conditions, the exit boundary conditions

are implemented explicitly, following an implicit extrapolation of the flow variables from the 3
grid points adjacent to the boundary.

Periodic boundary conditions are enforced in the circumferential (0) direction for the 3
n = 1 and n = nb blades in a given blade row, where nb is the number of blades used in

the numerical simulation. For two-dimensional simulations, the maximum number of blades 3
used in the current study is nb = 4, while in the three-dimensional simulations the maximum

number of blades used is nb = 1. The periodicity condition is applied in the implicit portion

of the solution procedure, then corrected with an explicit update to improve accuracy.

For viscous simulations, no-slip boundary conditions are enforced at the hub and shroud 3
endwalls of the blade passage and along the surface of the stator and rotor airfoils. It is

assumed that the normal derivative of the pressure is zero at solid wall surfaces. In addition,

a specified heat flux or wall temperature distribution is held constant in time along the solid

surfaces. The viscous wall boundary conditions are solved in the implicit portion of the
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I solution procedure, and then corrected explicitly to improve accuracy. The no-slip condition

can easily be incorporated into the implicit portion of the computational procedure by noting
I that

htA(PU)ji = A(pv)j=I = A(pw)jfi = 0 (2.59)

at the wall. The normal pressure derivative and heat flux/wall temperature conditions can

be cast into the form needed for the implicit portion of the computational procedure with the
help of the energy equation and the equation of state. The energy equation can be writtenI as

P 1Ie ( - 1) + _[(pu) 2 + (pv)2 + (pw)2]/p (2.60)

Taking the normal derivative of Eq. (2.60) yields

*e 1 O 1a (((U)2 + (Pt') 2 + (PW) 2 ) /P]' (2.61)

Applying a zero normal pressure derivative and performing the differentiation of the velocity

in terms of the conservation variables gives
0et O(pu) _ pv .O..w) 1 2 2

act = U+ + V. + W.O 2 P (2.62)
anv ana a On

3 Writing the resulting differential equation in difference form yields

A(e,)2 - A( t)1 = U, [A(pU) 2 - A(pu)I] + V [IA(pV) 2 - A(pu)1 +

w. [A(pw)2 - A(pW) 1j - (,,2 + , + ,)[A(,) 2 -A(p)I]
(2.63)

I The equation of state can be written as

P =,oRT (2.64)

I Taking the normal derivative of Eq. (2.64) yields

3 = RTaP + R (2.65)
OW On aOn

5 Applying a zero normal pressure derivative and simplifying results in

T O + pT = 0 (2.66)a n On
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The specified heat flux can be described by

q, = -M - (2.67)

Substituting Eq. (2.67) into Eq. (2.66) and writing the resulting equation in difference form

yields

A(P)j=2 - [1 + q-/(T,-X)]A(p)j=, = 0 (2.68)

Equations (2.59,2.63,2.68) constitute the solid wall boundary conditions for no-slip, specified

heat flux conditions. For no-slip, specified wall temperature conditions Eq. (2.68) is replaced

by a new equation which is also based on the equation of state. If it is aisumed that one

set of computational grid lines is nearly orthogonal to a solid wall, then the zero normal
pressure derivative condition implies

(P)= 2 - (P)j=l= 0 (2.69)

Substituting Eq. (2.64) into Eq. (2.69) yields I
(pT). 2 = (pT)=. (2.70)

For a calorically perfect gas, Eq. (2.70) can be written as

(pT)jf 2 = (pT)jffi2 (c/cV)

= [(et)1 2 - -2(PU),=2  V2(PV)1 =2 - W2(PW)3 .2  (2.71)
+'2(u 2

2 + V22 + w2 2)(p) 2 ] ,/c 2

= (pT)jffil.i

where et = cT. Equation (2.71) can be rearranged and written as

A(p)j=1 + [A(et)j_... - U,&A(p)j 2 - V2A(PV)i_2 - w 2 A(pw)j= 2  (2.72) 1
+ (U2

2 + V2
2 + w2 2)A(p)jf,2 ] /cTj = 0

Equations (2.59,2.63,2.72) constitute the solid wall boundary conditions for no-slip, specified I
wall temperature conditions. The boundary conditions detailed above are implemented into

the implicit portion of the numerical procedure by replacing Eq. (2.21) with
-Q, + C(O - Q,.,) = 0 (2.73)
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3 where, considering the no-slip, specified heat flux conditions for example,

A A AJ|o o o

0 A 0 0 0

I A 0 0 (2.74)
22I 0

A AJ t wJ J1

0 0 0 0

0 0 0 0 03 0 0 0 0 0 (2.75)
o 0 0 0 03 (u"2 + v''2 + WW2 ) -U -V. -W" 1J

The explicit correction of the boundary variables after each time step begins with the calcu-3 lation of the velocity at the wall. The no-slip condition implies zero velocity for stationary

surfaces. For moving surfaces, however, the no-slip condition implies that the fluid is moving

at the speed of the surface. Thus, the wall velocities are given by

(Mj__1 = -T, (v)j=l -- Y" (W)j=1 -- Z-' (2.76)

I where x,, y,, and z, represent the velocity of the surface in the x, y, and z directions,

respectively. Assuming a nearly orthogonal grid, the pressure at the surface is obtained by3 using Eq. (2.69). The wall temperature is either specified or obtained using Eq. (2.67), and

the density at the wall is calculated from the equation of state.

3 For film cooling applications, the no-slip, constant wall temperature/specified heat flux

boundary conditions are modified at discrete points corresponding to the film cooling in-

jection holes. The surface transpiration is treated as a Dirich1 t boundary condition in the

implicit portion of the numerical procedure, then updated c acitly after each time step.3 The simulation of film cooling is accomplished by specifying

IV1, 01,02, T., Plc (2.77)

where IVI is the magnitude of the film cooling injection velocity, 0 and 02 are the specified3 injection angles with respect to the axial and spanwise directions, respectively, Tf, is the
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temperature of the film cooling fluid, and pf, is the density of the film cooling fluid. The 3
density of the film cooling fluid is usually chosen such that the static pressure at an injection
location is equal to the time-averaged static pressure obtained in the absence of film cooling.

The film cooling injection angles, 01 and 02, are specified with respect to the local surface

tangent, so that the fluid injection angles with respect to the Cartesian coordinate axes are

given by I
01 = 01 + al (2.78)
w2 = 02 + a 2

where

a, tan-' (14) = tn- (dl
a - t - tan- dd/dC \ (2.79)s --"tan -1  = tan-' \dzl/

are the local surface angles (see Fig. 1 for angle reference directions). The local velocity I
components at the film cooling hole are then calculated as

Up -IVIsinOCos01

vp I  Vsin-02sino, (2.80)

Wc -- IV Icos 02

For inviscid simulations, flow tangency boundary conditions are enforced at the hub and
shroud endwalls of the blade passage and along the surface of the stator and rotor airfoils.

The inviscid boundary conditions are approximated in the implicit portion of the numer-

ical procedure, then corrected explicitly. For the implicit portion of the procedure, it is
assumed that there is no mass flux normal to the surface, and the mass flux tangential to
the surface is the same as that at the first computational grid point above the surface. For

three-dimensional simulations, the tangential velocity at the surface will have two direc- 3
tional components. Assuming a nearly orthogonal grid, and an airfoil as the surface under

consideration, the normal mass flux condition can be approximated by

A(pV), - A(p)W = vtA(p). + rlaA(pu), + iyA(pv). + vIIA(pw) = 0 (2.81)

where Vn is the normal velocity and V is the contravariant velocity along the computa- -
tional grid line intersecting the surface. The extrapolation of the tangential mass flux is

approximated by the following two equations 3
O(p(T) O(pU) = 0

On 5
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3(pV) O(p~V) _0 (2.82)

On T Or

3where 0 and IV are the contravariant velocities in the and C directions, respectively, and
n represents the normal direction. Introducing the definition of the contravariant velocity,

the first of Eqs. (2.82), for example, can be rewritten as

(G)j_2A(p,)j _- (.)j= 1A(pU),= 1 + (,).= 2A(pv)j2-- ()j=1 Ap,)=1+
(&j=A( -~= A&j1(P~ = 0

wr (2.83)
where

"- (J)j=1/(J)j=2  (2.84)

For inviscid flows, the entropy is extrapolated to the surface from the grid point adjacentIto the wall. The extrapolation of the entropy can be reduced to extrapolating the pressure

and the density from the grid point adjacent to the surface. Thus, Eq. (2.72) is also used

for inviscid flows, along with
(,)_ - ,A(p)j=. = 0 (2.85)

3The explicit correction of the boundary variables after each time step begins by calculating

the velocity components in a manner similar to that done in the implicit portion of the

integration step. The pressure is extrapolated to the surface and the density is obtained by

either extrapolating the entropy or the total enthalpy. For two-dimensional simulations, the

tangential velocity is extrapolated to the surface instead of the contravariant velocity, and

the pressure is obtained from the normal momentum equation.

3Dirichlet conditions, in which the time rate change in the vector Q of Eq. (2.2) is set to

zero, are imposed at the overlaid zonal boundaries of the 0- and H-grids. The flow variables

of Q at zonal boundaries are explicitly updated after each time step by interpolating values

from the adjacent grid. The interpolation is performed in a two-dimensional manner at each

spanwise section of the three-dimensional grid. Because of the explicit application of the

zonal boundary conditions, large time steps necessitate the use of more than one Newton

iteration. The zonal boundary conditions are non-conservative, but for subsonic flow this3should not affect the accuracy of the final flow solution. For flows containing complex

discontinuities, however, the conservative zonal boundary conditions developed in Ref. [23]

Ishould be used.
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Chapter 3 m

Grid Generation m
I

The two- and three-dimensional Navier-Stokes analyses use zonal grids to discretize the blade

row flow field. A combination of 0- and H-grid sections are generated at constant radial

spanwise locations in the blade-to-blade direction extending upstream of the airfoil leading

edge to downstream of the airfoil trailing edge. Algebraically generated H-grids are used in

the regions upstream of the leading edge, downstream of the trailing edge and in the inter-

blade region. The O-grid, which is body-fitted to the surface of the airfoil and generated using 3
an elliptic equation solution procedure, is used to properly resolve the viscous flow in the

blade passages and to easily apply the algebraic turbulence model. Computational grid lines

within the O-grid are stretched in the blade-normal direction with a fine grid spacing at the

wall. The combined H- and 0- overlaid grid sections are stretched in the spanwise direction

away from the hub and shroud regions (by stacking two-dimensional grids) with a fine grid

spacing located adjacent to the hub and tip. The numerical procedure used to generate

the grid for the three-dimensional hot streak simulations was that developed by Rai [1]. A I
more flexible grid generation procedure was developed to generate grids for two-dimensional

geometries and three-dimensional linear cascade geometries without tip clearance. 3
In the new grid generation procedure, the construction of the algebraically generated H-

type grids begins with the calculation of the airfoil mean camberline. The mean camberline

is extended upstream of the airfoil leading edge and downstream of the airfoil trailing edge,

using decay functions to control the incremental changes in the axial and tangential distances m

(see Fig. 2). Half the blade pitch is added to and subtracted from every computational grid

I
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3 point along the extended camberline to form the first and last grid lines in the tangential
direction. Computational grid lines are then added at equal increments between the first

and last grid lines in the tangential direction.

The generation of the 0-type grids begins with the specification of four points on the3 H-grid which delineate the outer boundary of the O-grid. The "box" which forms the outer
boundary of the O-grid (see Fig. 3) is then smoothed to eliminate the discontinuities in the

slope at the comer points. The inner boundary of the O-grid is the surface of the airfoil. An

initial grid with uniform spacing is generated between the inner and outer boundaries. An

elliptic solution procedure, similar to that developed by Sorenson [24], is used to produce a

nearly orthogonal grid. The elliptic equations can be written as

3 axf - 2#xc,7 + -tx,rn = _j2 (Pxf + Qx,) (3.1)

ayt - 2)3yfi + "ynn = -j2 (pyf + Qy?) (3.2)

I where

5 a = X,72 +y 2  (3.3)

= CX, + YfY (3.4)

= x4 2 +y 2  (3.5)

and P, Q are forcing functions used to control computational grid point clustering and5 orthogonality near solid walls. Equations (3.1 and 3.2) are solved using a successive line

over-relaxation (SLOR) technique. Finally, the grid points are algebraically redistributed3 near the airfoil surface to resolve viscous layer quantities. Figure 3 shows the amount of

overlap between the 0- and H-grids typically used in unsteady calculations. Increasing the

amount of grid overlap enhances the stability and accuracy of the flow solution, but also

increases the number of redundant grid points in the calculation.

3 The grid generation procedure for two-dimensional simulations is similar to that for three-

dimensional simulations, except that the 0- and H-grids are patched instead of overlaid.

4
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Chapter .4

Visualization Technology I
I

Visualization has emerged in the 1990's as a key enabling technology of the computational 3
sciences. As defined by the National Science Foundation [25], visualization encompasses and

unifies the areas of computer graphics, image processing, computer vision, computer-aided

design and human-computer interaction. It is a process of extracting meaningful information

from voluminous data sets through the application of advanced computer graphics. Visual-

ization provides procedures for probing scientific or engineering data to discover and identify 1

important physical phenomena or to identify errors or limitations in the process used to

create the data. 3
During the past decade, progress was made in developing visualization procedures to

apply in the analysis of fluid dynamic data. The NASA Ames Workstation Application

Office developed several visualization tools (PLOT3D [26], SURF [27], RIP [28], GAS [29])

to be used for examining three-dimensional steady and unsteady data. In addition, two

commercial software companies, Intelligent Light and Wavefront, also developed animation

systems that could be used to visualize engineering data [30, 31, 32]. These packages

created three- dimensional images from the data, where these images could be recorded

to videotape for animation. Several groups are currently developing visualization systems

that attempt to address the limitations of the earlier systems. They include Stardent's

Application Visualization System (AVS) [33], NASA Ames's FAST [341, MIT's VISUAL3 [351

and UTRC's VISA [36]

In this investigation, three visualization software tools have been used to examine the
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3results of the two-dimensional and three-dimensional hot streak migration simulations. They

includeU
* NASA's PLOT3D

I * UTRC's VISA

e Intelligent Light's 3DV animation system

A description of each software tool follows.

* 4.1 NASA's PLOT3D

I The PLOT3D program (version 3.6) is initially used to locate and identify the interesting
features of the hot streak migration. The PLOT3D program developed by Buning [26]

(NASA-Ames) is a fluid dynamics graphics program which inputs x, y, z object data in the

form of grid files and flow quantities (experimental or computational data) as solution files
and displays a three-dimensional plot of the data which can be rotated, translated and

scaled interactively using a mouse control box. The PLOT3D file format has become an
industry accepted standard for fluid dynamic data. This fluid dynamics graphics package

can produce many types of plots including particle path lines (directions particles move in

flow) and two- and three-dimensional contours of various aerodynamic quantities (such as3 pressure, temperature and velocity) at various locations in the flow field. PLOT3D is a first

generation graphics post-processing package that allows the user to select different plotting

options using a menu. In the early stages of this investigation, PLOT3D was used to locate

the interesting features of a data set. The features are converted to geometrical objects

(contour surfaces, streamlines) which are used in the Intelligent Light animation process.

The PLOT3D package was later replaced in this investigation with the visualization package

VISA.

I
U
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4.2 UTRC's VISA 3
An interactive post-processing graphics software, VISA, which has been developed in the 3
Scientific Visualization Laboratory under the UTC corporate sponsored research program,

can be utilized in examining the time-dependent two-dimensional and three-dimensional
flow fields of the rotor-stator interaction. The objective in designing VISA was to provide a

powerful software tool which could be used by the fluid dynamic engineer on a daily basis

for analyzing scientific data. The system was designed to satisfy the following goals:

* Highly Interactive User Interface - The goal was to develop a user interface which I
was easy to learn and would provide the user with a significant amount of control when

examining the data. The interactivity of user interfaces in previous systems was viewed

as a major weakness in the success of those systems.

e Advanced Visualization Techniques - The goal was to apply advanced visualiza- I
tion techniques such as animation, light sources, transparency, and shading models in

the display of three-dimensional scalar and vector fields. 3
e Volumetric Data - The goal was for this system to accept fluid dynamic data stored

in the PLOT3D format, which has become the standard post-processing format for
fluid dynamic data by the aerospace industry. This includes data that has structured

multiple grids with blanking.

* Portability - A key goal in the design of this system was for it to be portable. The

system was designed to run on UNIX workstations using the X-Window System and I
the Programmers Hierarchical Interactive Graphics Standard (PHIGS+) library.

VISA was developed on a Stardent GS2000 which has, on average, a sustained capability

of 15 Mflops and 150,000 Gouraud-shaded triangles per second. The development of this

system was broken up into two areas: 1) user interface; and 2) graphics.

I
I
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3 4.2.1 User Interface

The user interface to this system is an event-driven graphical interface. An event is defined as
an occurrence caused by user input through either mouse or keyboard. By using an interface

of this type the user does not need to traverse through a series of different menus and can

perform any action at any time. The user, not the visualization system, is in control.

Figure 4 shows a flow diagram of the operation of the user interface. An event is detected

by the user interface, which then updates information in the data structures (variables in

common blocks) and calls the appropriate procedure in the visualization library. The selected

visualization procedure will then read the necessary information from the data structures

and construct the visual object that is displayed in the three-dimensional graphics window.

1 In developing this system, procedures in the user interface were written in C and the

procedures for visualization were written in FORTRAN. The two groups of procedures are

combined into one system through the application of shared data structures. Data is shared

between the FORTRAN and C procedures by declaring the data structures in the C code as

C structures and declaring the same data structures in FORTRAN as common blocks.

The user interface is responsible for the coordination of the entire system. This coor-

dination includes the management of user input from either a keyboard or mouse as well
as system events necessary for window display. The user interface was built using the X-3 Window system [37] because of its windowing capability, as well as its portability to other
computer platforms. In addition to the X-Window system, an X-toolkit consisting of the3 Xt Intrinsics Library and the Athena widget set [38] was used in the construction of the

input/output panels, where a panel is a window consisting of a collection of widgets. A

widget is a pre-built procedure that operates independently of the calling application ex-

cept through prearranged interactions. A widget set is a library of widgets that provides

commonly used interface components tied together with a consistent appearance and user

interface (also called "look and feel"). The use of widgets separates application procedures

from user interface procedures and provides ready-to-use components such as buttons and3 slide bars. The MIT Athena widget set was used in this effort due to its availability at

the time. (Another widget set that was considered was the Open Software Foundation's

4
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MOTIF [381, however, this set is not currently available from Stardent.)

The X-toolkit also allows for the user interface event handling to be managed through the

use of translation tables associated with each widget. Translation tables allow the specifica-
tion of a mapping between a user action and a function associated with a widget. Common

user actions are made using the mouse (button press, button release, screen cursor movement)
or keyboard (key press). The functions that are triggered by these actions are procedures

that carry out specific tasks. The VISA system operates in a main loop that continually
checks for events. When an event occurs in a specific widget, the translation table is checked

to determine which procedure is required, and that procedure is then called. When the

procedure is finished, control returns to the main loop. The event handling is transparent
to the user.

In designing the layout for VISA's graphical interface, a review was made of Stardent's
AVS [33] and NASA's FAST [34], two of the first visualization systems with event-driven

graphical user interfaces. While these systems are very powerful tools, it was our opinion

that the layout of the windows in these systems tended to overlap too much, resulting in a
cluttered screen and an awkward-to-use system. The primary focus in the physical layout I
of VISA's graphical interface was to make efficient use of all available screen space. An

objective was to design a graphical interface that eliminated overlapping windows and have 3
a three-dimensional graphics window as large as possible. The latter half of this objective

was deemed necessary since the visual image is the most important output to the user. The
layout of VISA's graphical interface is shown in Fig. 5. The main panel across the top of
the screen consists of a series of pull-down menus that open various panels for:

* File Input - used to specify names for the PLOT3D type grid (x,yz) and solution

files to be read by the system.

* Function Selection - used to specify the current scalar, vector, iso-surface and thresh-

olding functions. The functions are selected from a set of built-in CFD scalar and
vector variables such as pressure and vorticity. The uses of these four functions types

are discussed in the visualization subsection.

* Object Creation - used to specify the procedure (Computation Surface, Iso-Surface,
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3 or Streamline) to be used in analysis of data field. These procedures are described in

the visualization subsection.

I . Read/Save Options - used to read/save information about each of the panels in this

system. This allows for a complete restart capability.

I e Interactive Help - used to provide information about the purpose and operation of

each of the panels in this system.

* System Exit - used to leave the visualization system.

In Fig. 5 the large center window is the three-dimensional graphics window where the
objects created by the system are displayed. The panel to the right of the three-dimensional

graphics window is one of the object creation panels which control the creation of visual ob-

jects that are displayed in the th:,oe-dimensional graphics window. All of the object creation

panels are positioned along the right edge of the three-dimensional graphics window. The

object creation panels not only have the same location but also have a similar layout and

function. The panel in the lower left of the screen is used to control the viewing position

(translation, rotation, and scaling) of the objects being displayed in the three-dimensional3 graphics window. The panel in the lower right of the screen is used to control color specifi-

cations (background color, color maps of scalar functions) in the three-dimensional graphics

window. These make up the primary panels of the VISA system. In addition to these pri-

mary panels, there are secondary panels that are designed to be temporary. These panels

are opened, selections are made, and the panels are then closed. Since these panels are3 temporary, they may overlap other panels.

From Fig. 5, it can be seen that the graphical controls in each of the panels of this
system consist of buttons, slide bars, and text input. The system was designed such that the

majority of user input could be specified using a mouse. However, the system will accept

I text input from the keyboard as required.

I
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4.2.2 Graphics 3
The procedures used for the visualization of three-dimensional fluid dynamic data are de-

scribed. In the design phase, it was decided that the volumetric data to be analyzed by this

system would be restricted to be on multiple structured grids with blanking (specification of

non-fluid regions). Visualization procedures were developed that could be applied as a set I
of tools to interactively probe or examine a volumetric scalar or vector field to idtntify the

"interesting" features contained within the field. The end result was the creation of visual

objects that would be displayed in the three-dimensional graphics window. The following

visualization procedures were developed:

" Computation surface

" Iso-surface

" Streamlines U
Each of these procedures was written in FORTRAN using the PHIGS+ library to provide U

portability to other platforms. Application of a high level graphics standard did not result in

a significant loss of graphical performance, as has been suggested by others [35]. A discussion U
of each of these procedures follows.

Computation Surface

This procedure is used for examining data on a computational grid. Surfaces consisting of
computational planes can be created. A variety of options exists for displaying the surface. m

The surface can be displayed as either a mesh line or solid surface, where the user specifies

the surface color. A scalar function (specified by the user) can be mapped onto the surface

and displayed as either a color-mapped mesh line, contour line, or contour surface. Also, a

vector function (either a total vector or components of it, again specified by the user) can be

mapped onto the surface as vector lines, where the magnitude of the vector determines the

vector line length. In creating the surface, a threshold function can be applied, which acts
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as a discriminator. Only those parts of the surface which are in the range of the threshold

function will be displayed. Other options that are available when defining the surface include

the specification of transparency, on/off visibility, and on/off light source.

In addition to the functionality described above, this tool was designed to provide anima-
tion capability by allowing the current surface to sweep through a specified computational

direction. By displaying a three-dimensional flow field in an animated form, the engineer3 can quickly understand the data being examined.

Iso-Surface

An iso-surface is constructed after defining an iso-surface function and selecting a specific
value. The technique to create the iso-surface consists of two parts. The first part is to deter-

mine the computational cells where the iso-surface is located. An efficient sorting/searching

algorithm recently developed by Giles and Haimes [35] is used to accomplish this. The sec-
ond part is to construct surfaces in each of the identified cells. This is accomplished using

the marching cubes procedure developed by Lorenson and Cline [39. Once the iso-surface

has been created, it may be displayed in a similar fashion to that described in the Compu-3 tational Surface Procedure. The iso-surface procedure is also used to display cutting planes

of user-specified orientation, and allows for animation by sweeping through a specified range

of values of the iso-surface function.

Streamlines

This procedure is used to construct streamlines after the user has selected an initial starting
position or "seed" point and is similar to the technique used in PLOT3D [26] and by
others [35, 40]. Since the velocity field ia(i) is known, the streamline can be determined by

the integration ofI-- i(f) (4.1)

U A second order Runge-Kutta technique is used to perform the integration and requires finding

4 at arbitrary points in space. This is accomplished by recognizing that each hexahedral cell
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in the data has a trilinear mapping from a unit cube (0 < C < 1, 0 < C2 < 1, 0 < 3 < 1) in
mathematical space to the hexahedron in physical space. This can be represented as

h (6 V, 6)X' (4.2) I
1=1

where the sum is over the eight corner nodes, 9 is the coordinate vector of the j node, and
f, is a trilinear function which is equal to 1 at node j and 0 at all other nodes. The velocity
field can also be expressed as

8U7 f" 1(C, f3 )ff (4.3)
j=1

This problem then becomes one of finding the cell where the arbitrary point 9 is located and
then determining the corresponding value of " and hence il.

Streamlines can be integrated either forward or backward in time. Restrictions can
be placed on them to confine them to computational grid surfaces. After the streamline is
determined, it can be displayed in the three-dimensional graphics window in several different
ways using combinations of lines, line filaments and spheres. A scalar function can also be

mapped onto the streamline. The procedure also allows for the streamlines to be animated.

4.3 Intelligent Light's 3DV

The primary animation capability is achieved through the use of the Intelligent Light 3DV
software [41]. This software can be used to construct arbitrary animated sequences, such

as those required for time-dependent (unsteady) data sets or for parameter studies of time-
average (steady) data sets. This software is a complete commercial software package for

the creation, visualization and animation of three-dimensional objects. At each step of the
object building process, objects may be examined in wireframe or shaded form. Once objects

are created they may be placed in simulated scenes, with various lighting and surface traits
assigned to each object. The objects may be choreographed through time and space on a

frame by frame basis. Animation software allows for the time variance of all geometrical I
and surface trait parameters. The user of this system need only specify object traits at key
frames or points in time. The animation software creates all the intermediate values for the
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intervening frames. Interpolation between the frames may be linear, eased, or controlled by
an external, user supplied data file. The software contains a raster image generator which

* produces images that can be computed at user selectable resolutions of up to 8192 by 8192
pixels, with up to 24 bits of color resolution per pixel. These images may then be "averaged3 down" to a lesser resolution to display on a terminal or to record on video or film.

The animation is generated in a network of Apollo workstations using distributed parallel
processing where frames of animation are created simultaneously on multiple workstations.

Animation is recorded frame by frame to videotape. The images produced by the visualiza-
tion software are converted to a RS170 RGB format that can be encoded by a Lyon/Lamb
encoder into the single National Television Standards Committee (NTSC) signal used by
standard American video recorders and players. A Mini-Vas animation controller controls
the rewind and preroll on the tape recorder required for placing a single frame on the tape.

The controller itself is controlled from the workstation using the RS232 hardware connection3 and the animation software. The videotape recorder is a Sony 5850 which has the single
frame recording option. Each frame of animation requires 20 seconds to record to videotape.
A minute of animation, at 15 frames per second, require 5 hours to record to videotape on
a frame by frame basis.

4.4 Data CompressionI
The advances in scientific computing that have taken place during the 1980's, and now in the
1990's, have resulted in computer simulations that create massive amounts of information.

For example, at each time step of the analysis of the three-dimensional rotor/stator interac-
tion 410,677 grid points were used in the computer simulation. Eight pieces of information

(x,y,z,p,pu,pvpw,e) were stored at each point in space. The simulation consisted of 2000
time steps per cycle. This requires approximately 26 gigabytes of information to store the

entire data set. This created a set of problems including, 1) how to transfer the data from
the remote supercomputer to the local workstation network, 2) where to store the informa-3 tion in the local network, and 3) how to interrogate (analyze and visualize) the information.
For the final animation, a complete cycle of the three-dimensional rotor/stator simulation3 consists of 80 separate time segments (where a time segment is a snapshot of the flow field
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at a particular instant in time). This resulted in reducing the amount of information to ap-

proximately 1 gigabyte of data. It is worth noting that eliminating data through this process

introduces the possibility of smearing high frequency phenomena associated with the flow 3
field. In the future, the complete data set should be interrogated to determine the number
of time steps which should be saved for the post-processing of the numerical results. Similar

sampling procedures were applied to the data for the two-dimensional simulations.

For the animation sequences, additional data compression was used to reduce the num-

ber of polygons used to represent surfaces in the image rendered. The procedure involved

reducing the number of redundant data points defining each planar surface in the animation,

as suggested by Dannenhoffer [42]. In this work, a data point was defined to be redundant
when its quantity being displayed in the animation was within some user-specified tolerance

of its neighbor's values. This resulted in the elimination of data points in regions where

there were gradual changes in the animated quantity, and a concentration of data points in

regions containing large gradients. This resulted in fewer polygons being used in the image
and resulted in a reduction of the time required to render the images using the Intelligent

Light 3DV software. Figure 6 shows an example of data compression for the two-dimensional

hotstreak, where the static temperature field is shown. In this figure tolerances of 0, .01, .05
and .10 were used to remove points from the surface. As the tolerance was increased, data

points in regions of gradual change were removed. However, it can be seen that the temper-
ature contours do not exhibit major differences until around a tolerance of approximately
.10 is used. For all the animations shown in the video-tape, a tolerance of .01 was used.

I
I
I
I
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I Chapter 5

i Validation Test Cases
I

A series of validation test cases have been performed to determine the accuracy and limita-
tions of the two- and three-dimensional Navier-Stokes procedures described in the previous

sections. The predicted results for the validation test cases are compared with solutions of

another Navier-Stokes procedure, a boundary layer analysis, and experimental data. The
Validation Test Cases chapter is divided into three sections. These sections includeI

* The first section describes the validation of the two-dimensional numerical procedure
for boundary layer and heat transfer quantities by simulating flow through a turbine

stator passage.

I . The second section demonstrates the ability of the two-dimensional computational

procedure to predict performance quantities over a wide range of operating conditions
I for a modern turbine blade.

* The third section describes the validation of the three-dimensional procedure for heat

transfer and performance quantities by simulating flow through a linear cascade.

I 5.1 LSRR Stator

I In the first test case, the current two-dimensional Navier-Stokes procedure, called

TOMCAT2, was used to simulate steady viscous flow through the mid-span section of the
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United Technologies Large Scale Rotating Rig [43, 44] (LSRR) stator passage, with and

without heat transfer. The predicted results were compared with the corresponding resultsm

of the ALESEP [451 2-D boundary layer procedure and the VISCAS [46] Navier-Stokes code I

developed at the Unitied Technologies Reseach Center (UTRC).

The computational grid topology used in the current simulations is shown in Fig. 7. The

inner O-grid contains 101 grid points around the blade and 31 grid points normal to the
blade surface, while the outer H-grid contains 41 grid points in the strearnwise direction andm

21 grid points in the blade-to-blade direction.

In the initial calculation, the blade surface temperature was specified to be equal to the

free stream stagnation temperature. A comparison of the predicted steady-state pressurem
distribution for viscous flow through the stator passage predicted by the TOMCAT2 pro-m

cedure and the VISCAS analysis is shown in Fig. 8. In this validation study, the pressure

coefficient is defined as C, = 2(P - P) (5.1) I

where P is the inlet total pressure, p, is the inlet density, and U,,. is the mid-span velocity

of the rotor in the LSRR. The inlet and free stream conditions for this case are also shown
in the figure. Agreement between the two Navier-Stokes solutions is good in general. Small
differences eist between the two predicted pressure distributions, especially on the suction

surface of the blade. These differences are due to the fact that the TOMCAT2 procedure
converged to a slightly higher inlet Mach number than the VISCAS analysis. The blockage

due to the boundary layer in the VISCAS code is slightly greater than that predicted by the

I

TOMCAT2 analysis and can be attributed to a different implementation of the algebraicm
turbulence model within each code. The VISCAS code does not predict the strong spike in
the pressure distribution at the trailing edge that results from the current procedure. The 3
spike predicted by the TOMCAT2 analysm i os inked to inadequate grid resolution and a
breakdown of the thin layer assumption in the blunt trailing edge region.Tp

Predicted results from the current analysis for skin friction and displacement thickness

were compared t ihe orresponding results of the ALESEP 2-D boundary layer procedure

A direct boundary layer calculation was performed using the velocity computed from the
predicted pressure distribution shown in Fig. 8 as edge boundary conditions. The edge of
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I

Sthe boundary layer predicted by the current Navier-Stokes procedure was determined using

the numerical technique described in Ref. [46].

i Figure 9 shows a comparison of the predicted skin friction coefficient between the

TOMCAT2 analysis and the ALESEP boundary layer calculation. As Fig. 9 illustrates,5 the skin friction distribution predicted by the current procedure agrees well with the results

of ALESEP, except for some discrepancies at approximately 40% axial chord on the suction

side of the airfoil. The differences in this region are probably the result of insufficient grid

resolution in the boundary layer for the Navier-Stokes analysis. The predicted displace-

ment thickness using the present Navier-Stokes code shows very good agreement with the

boundary layer calculation as shown in Fig. 10.

Predicted velocity profiles obtained using the current Navier-Stokes procedure and the

ALESEP code at 25, 50, and 75% axial chord locations along the pressure and suction

surfaces are presented in Figs. 11 and 12. Excellent agreement exists between the two

predictions for both surfaces of the airfoil. Overall, the agreement between the predicted

results of the TOMCAT2 Navier-Stokes procedure and those of the boundary layer analysis3 are quite good for this test case in which heat transfer effects were negligible.

The mass averaged total pressure loss, AP/Pt,, and the exit flow angle predicted by

the TOMCAT2 code for this case was 0.0016 and 22.120. The VISCAS Navier-Stokes code

predicted values of 0.0011 and 21.850 for the mass averaged total pressure loss and exit flow

angle, which are in fairly good agreement with TOMCAT2. A wake mixing analysis [47]
was performed using the average Mach number, pressure, and angle at the trailing edgeU plane, and the displacement and momentum thicknesses at the trailing edge tangency points

predicted by the TOMCAT2 code. The wake mixing analysis, a control volume calculation

which mixes the effects of the trailing edge boundary layers to uniform conditions located an

infinite distance downstream, predicted a mixed out total pressure loss coefficient of 0.00021

and a far-field exit air angle of 20.180. The predicted total pressure loss of the TOMCAT2

code is high compared to the wake mixing analysis, probably due to both inadequate grid

resolution in the numerical procedure and assumptions made in the wake mixing analysis.

The exit angle predicted by the TOMCAT2 code is also high relative to the mixed out exit

angle.

I
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To verify the robustness of the specified wall temperature boundary conditi-ns in the

TOMCAT2 code, a viscous steady-state calculation was performed for the stator passage in

which the airfoil surface temperature was specified to be equal to 1.5 times the free stream

stagnation temperature. For this simulation, the outer H-grid contained 41 points in the

streamwise direction and 21 grid points in the blade-to-blade direction, while the inner 0-

grid contained 101 grid points around the blade and 71 grid points in the direction normal U
to the blade surface.

The steady-state pressure distribution for viscous flow through the stator with sped-

fled wall temperature as predicted by TOMCAT2 is shown in Fig. 13. The inlet and exit

free stream conditions for this case are also shown in this figure. Predicted results of the I
TOMCAT2 code for skin friction and displacement thickness were again compared to the

corresponding results of the ALESEP boundary layer analysis.

Figure 14 shows a comparison of the predicted skin friction coefficient distribution from

the TOMCAT2 code and the ALESEP boundary layer calculation. As Fig. 14 illustrates,

the skin friction distribution predicted by the TOMCAT2 code agrees well with the results

of ALESEP on the pressure surface, but discrepancies exist on the suction surface. These i
differences are believed to be caused by the mesh density of the inner O-grid. A grid re-

finement study was performed to determine the mesh density required to adequately resolve I
the heat transfer effects. Figure 15 shows the effect of inner O-grid mesh density and wall

spacing on the predicted suction side skin friction distribution. This figure illustrates that I
nearly four times the number of grid points and a wall spacing which is ten times finer than

that used for adiabatic flow calculations is required to obtain good agreement with boundary

layer theory for this strong heat transfer case.

Fig. 16 presents the Stanton number distributions calculated from the TOMCAT2 and

ALESEP procedures. The Stanton number is defined as:
Oh

St = (T)/(RePr(h.. - (5.2)

and n is the normal distance from the wall, h.. is the adiabatic enthalpy at the wall, and h,,,

is the enthalpy at the wall. The Stanton number distributions are considerably different on 3
the suction surface, but like the skin friction distribution the Stanton number distribution

improves as the grid is refined. The predicted displacement thicknesses calculated from the 3
56 I
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S.TOMCAT2 code and the boundary layer analysis are shown in Fig. 17. The predicted results

show fair agreement on both the pressure and suction surfaces.

I The predicted velocity profiles obtained from the TOMCAT2 and ALESEP codes at

25, 50, and 75 percent axial chord locations along the pressure and suction surfaces are

Spresented in Figs. 18 and 19. Good agreement exists between the two predictions, on both

the pressure surface and the suction surface, in the inner part of the boundary layer. However,5 small differences are observed in the outer portion of the boundary layer. It is believed that

packing the grid points so tightly near the wall has left the grid too coarse in the outer3 portion of the boundary layer.

The predicted temperature profiles obtained from the TOMCAT2 and ALESEP codes
at 25, 50, and 75 percent axial chord locations along the pressure and suction surfaces are

presented in Figs. 20- 25. Good agreement exists between the two predictions in the inner

part of the boundary layer, but again differences are observed where the grid coarsens in

the outer portion of the boundary layer. It is apparent from Figs. 16 - 25 that the accurate
determination of boundary layer quantities for cases involving heat transfer requires an3extremely fine mesh.

The mass averaged total pressure loss, APt/Pt1, and the exit flow angle predicted by

the TOMCAT2 code for this case was 0.00138 and 22.600. The wake mixing analysis [47]

- predicted a mixed out total pressure loss coefficient of 0.00048 and a far-field exit air angle
of 21.340. While the total pressure loss and exit angle predicted by the TOMCAT2 code

are high relative to the mixed out results, they exhibit closer agreement with the mixing5 analysis than the adiabatic test case. It is believed the improved results are due to the use

of a much finer grid than in the adiabatic test case.

I The specified wall heat flux boundary conditions were also validated using the LSRR

stator mid-span section. For this calculation, the wall heat flux was specified to yield a3 wall temperature equal to 1.5 times the free stream stagnation temperature, the heat flux

distribution being obtained from the specified wall temperature test case. A comparison of3 predicted steady-state pressure distributions for the specified heat flux case and the case

with the wall temperature specified as 1.5 times the free stream stagnation temperature is5 presented in Fig. 26. The predicted results are nearly identical, as would be expected for
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I
this test case. The final wall temperature obtained from the specified heat flux is illustrated I
in Fig. 27. The calculated wall temperature is everywhere with'n 3 percent of the expected

wall temperature of 1.5 times the free stream stagnation temperature. The slight differences

may be caused by the use of the algebraic turbulence model.

5.2 Energy Efficient Engine (E 3) Turbine Blade I
To verify the ability of the TOMCAT2 analysis to predict blade loading and total pressure

losses at off-design operating conditions, viscous steady-state cascade calculations were per-

formed for the Energy Efficient Engine (E3 ) lightweight turbine blade section [48] at various

incidence angles. The incidence angle was varied from 10 degrees below to 15 degrees above

the design point incidence angle of 49.5 degrees.

The inner and outer grids used in these calculations are shown in Fig. 28. The outer grid

contains 41 grid points in the streamwise direction and 21 grid points in the blade-to-blade

direction. The inner grid contains 101 grid points around the blade and 71 points in the

direction normal to the blade surface.

Comparisons of steady-state pressure distributions for viscous flow through the E' blade

passage predicted by the TOMCAT2 analysis, the VISCAS [46] Navier-Stokes procedure, and

experimental data [48] are illustrated in Figs. 29-34. In general, the agreement between the

predicted and experimental results is excellent. At positive.incidence angles, the TOMCAT2
and VISCAS procedures indicate a slightly larger overspeed region near the suction surface

leading edge than the experimental data. The TOMCAT2 code predicts a leading edge

separation bubble at the positive incidence angles (see Fig. 35) which was also observed in

the experiments [48]. The mass averaged total pressure loss at the exit plane of thc blade m

passage predicted by the TOMCAT2 analysis is compared to the results of the VISCAS

procedure and experimental data in Fig. 36. At positive incidence angles the predicted

results from the TOMCAT2 analysis are in fair agreement with the experimental data,

while the predicted VISCAS results show somewhat better agreement with the experimental

data. At negative incidence angles, the predicted total pressure loss levels from both the

TOMCAT2 and VISCAS procedures become almost constant with decreasing incidence,

5
58 I

I



I while the experimental data indicates decreasing total pressure losses. These discrepancies
are probably due to the fact that the leading edge separation bubble disappears at negative3 incidence angles, resulting in the transition point moving downstream along the airfoil. In
this investigation, however, the flow in both Navier-Stokes simulations was assumed to be

fully turbulent.

3 5.3 Langston Cascade

A set of viscous three-dimensional numerical simulations of flow through the Langston low
speed turbine cascade with a thin inlet boundary layer (0.41 cm), including heat transfer and
transition, have been performed using the TOMCAT3 numerical procedure and the predicted

performance and heat transfer quantities compared to experimental data [49, 50]. The heat
flux values at the endwall and airfoil surfaces were specified to be the same as in Ref. [50].

The inlet Mach number was set to MI = 0.0917 and the inlet flow angle was specified to be
#I = 44.7 degrees. The inlet Reynolds number was set to Re1 = 2.56 x 106 per meter and3 the ratio of the exit static pressure to the inlet total pressure was fixed at P2/Pt1 = 0.9847
based on the experimental data. Transition was prescribed to be a function of the span,
with the endwalls assumed to be fully turbulent, and mid-span transition beginning at the

25% axial chord location on the suction surface according to the experimental data.

3 A computational grid refinement study has been performed to establish the grid den-

sity required to produce essentially grid-independent solutions in both the blade-to-blade

and spanwile directions. A combination of two- and three-dimensional simulations were

performed to establish the required grid density and wall spacing in the blade-to-blade di-

rection to accurately predict turbine blade heat transfer. As a result of the two-dimensional

simulations, it was determined that a computational grid consisting of 70 x 21 grid points
in the H-grid and 131 x 61 grid points in the O-grid with an average wall spacing of .000023 (y+ = .059) produced grid-independent solutions. Once this was established, a similar grid
topology and density were used in the blade-to-blade direction for the three-dimensional sim-3 ulations. The wall spacing adjacent to the airfoil surface was then refined during a series of
three-dimensional simulations to insure the accuracy of the three-dimensional blade-to-blade

I solution. Finally, the spanwise computational grid was refined both in terms of endwall spac-

1 59

I



I

ing and density until the exit total pressure loss and exit flow angle distributions remained I
unchanged and exhibited close agreement with the experimental data.

A summary of the cases executed during this investigation are given in Table 2. The I
columns labelled 'Total' in Table 2 indicate area-averaged values in the spanwise direction,
while the columns labelled 'Profile' refer to mid-span values. The area-averaged values I
were calculated using trapezoidal integration and only the computational grid points at the

experimental data locations were included in the integration (a total of 13 locations for the /
half-span) in order to be consistent with the experimental area-averaged exit loss and flow

angle values. The column labelled 'Trns' indicates whether or not transition was modelled.

Since the geometry was symmetric about -the mid-span, the numerical simulations were i
performed for only the half-span and a symmetry boundary condition was used along the
symmetry plane. The spanwise grid densities given in Table 2 are for the half-span geometry. 3
Figure 37, which illustrates the 'Total' exit flow angle and total pressure loss (see Eq. 5.4)
values as a function of grid point density, demonstrates that a half-span grid-independent I
solution was obtained with approximately 450,000 grid points. Except where noted, the
predicted results shown below are for this fine grid (Case 6) solution. j

Figure 38 illustrates an example of the blade-to-blade computational grid used in the nu-

merical simulations. Planes of blade-to-blade computational grids such as shown in Figure 38
are stacked in the spanwise direction to create the discretized geometry. Computational grid
lines are clustered adjacent to the airfoil surface and endwall to properly resolve the viscous

flow.

Figure 39 illustrates the predicted fine grid (Case 6) and experimentally measured pres-

sure coefficient distributions along the surface of the airfoil at the 2.9, 12.5, 25.0, and 50.0%
span locations, where the pressure coefficient is now defined as 3

2(P-PI) (5.3) a
and V is the total inlet velocity. Experimental data was taken on two separate blades in

the cascade and both sets of data are presented for each spanwise location. There is close 3
agreement between the predicted results and the experimental data for the entire span of the

cascade. In both the predicted results (Cases 4-6 in Table 2) and the experimental data the I
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Seffects of the endwall secondary flow on the pressure distribution are visible on the suction

surface of the airfoil near the trailing edge at 12.5% span. This phenomenon was not present3 in the coarser grid calculations (Cases 1-3).

The predicted and experimental [50] endwall static pressure coefficient contours are illus-
Strated in Figures 40 and 41, respectively. Comparison of the two figures show that the pre-

dicted results and experimental data agree very well. Both figures show a pressure "island",3 corresponding to the minimum pressure point, located on the suction surface at approxi-
mately 60% axial chord. The predicted results also exhibit the characteristic "footprint"
of the endwall secondary flow on the suction side of the passage, similar to that observed

I in computational studies for a thick inlet boundary layer [51, 521. This suggests that the
boundary layer in the numerical procedure grows slightly faster than that observed experi-

U mentally. In the leading edge plane, the boundary layer thickness predicted by the current
numerical procedure is approximately 4% greater than that observed experimentally.

I The predicted static pressure coefficient contours for the suction and pressure surfaces of
the airfoil are shown in Figs. 42 and 43, while the experimental contours for both surfaces3 are shown in Figs. 44 and 45, respectively. It is important to note that Figs. 42 and 43 are
three-dimensional renderings of the airfoil surface, while Figs. 44 and 45 are two-dimensional

n projections of the airfoil surface. There is good agreement between the predicted results and
experimental data on both surfaces of the airfoil. The static pressure island associated with
the minimum pressure point, located at 38% axial chord on the suction surface, is shown

in both the predicted and experimental results. The effects of the endwall boundary layer
are visible in Figs. 42 and 44 just downstream of the mid-axial chord location. In both the
predicted results and the experimental data, the static pressure changes very little for the
first 50% axial chord of the pressure surface (see Figs. 43 and 45), then decreases very rapidly3 as the flow accelerates near the trailing edge.

The predicted limiting streamlines for the suction surface of the airfoil are shown in

Fig. 46. Limiting streamlines obtained experimentally using surface flow visualization tech-
niques are included for comparison in Fig. 47. The predicted limiting streamlines (Fig. 46)3show close agreement with the experimental data. The flow in the mid-span region of the
suction surface is two-dimensional, while the flow in the endwall region is highly three-

I
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dimensional. A separation streamline forms at the airfoil leading edge in the endwall region

and extends spanwise to approximately the 25% span position at the trailing edge. As

the flow moves towards the exit of the blade passage, it is forced towards mid-span by the

endwall secondary flow. The predicted pressure surface limiting streamlines are shown in

Fig. 48. The corresponding experimental pressure surface limiting streamlines are presented

in Fig. 49. The leading edge stagnation line is well illustrated in Fig. 48 and it is evident

from both the predicted and experimental limiting streamlines that the flow on the prassure

surface is predominantly two-dimensional in nature. 3
The predicted endwall limiting streamlines from the fine grid simulation are shown in

Fig. 50, while the experimental endwall limiting streamlines are shown in Fig. 51. In both

Figs. 50 and 51, a saddle point is evident near the pressure surface leading edge of the

airfoil. In the numerical simulation, the saddle point location is predicted somewhat further 3
upstream than that observed in the experiment. This again indicates that the predicted

endwall boundary layer is slightly too thick. In Ref. 150], it was demonstrated that the

location of the saddle point moves upstream as the endwall boundary layer is thickened. In

both Figs. 50 and 51, the flow in the leading edge region moves onto the suction side of the

passage and intersects the suction surface near the minimum pressure point. The flow on

the pressure side of the passage migrates towards the suction surface, intersecting it in the

region downstream of the minimum pressure point. i
To assess the ability of the TOMCAT3 analysis to predict heat transfer, the Stanton

number was calculated along the surface of the airfoil and compared with the experimental I
data of Graziani et al [501. Figure 52 compares the predicted suction surface mid-span Stan-

ton number distributions obtained with and without transition, the predicted results from I
the two-dimensional simulation, and the experimental data. The fully turbulent calculation

overpredicts the Stanton number in the first 25% of the axial chord, demonstrating the im-

portance of modelling transition. As discussed earlier, mid-span transition was prescribed,

according to the experimental data, to be instantaneous at the 25% axial chord position. The I
effects of transition are evident from the rapid increase in the Stanton number at the 25%

axial chord location. The Stanton number is predicted very well ahead of transition but is

slightly underpredicted aft of the transition point. It has been found, based upon a number

of two-dimensional simulations, that this small discrepancy is due to the instantaneous tran-
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I sition model currently used in the three-dimensional procedure. Very good agreement was
found to exist between the predicted Stanton number distribution and the experimental data

in the two-dimensional simulations when transition was modelled over a region extending

between 25 - 60% axial chord (see Fig. 52).

3 A comparison of the predicted three-dimensional mid-span pressure surface Stanton num-
ber distribution with the experimental data is presented in Fig. 53. The three-dimensional

predicted results demonstrate only fair agreement with the experimental data. A series of

two-dimensional simulations were performed to determine if the differences between the pre-
dicted Stanton number and the eicperimental data near the 25% axial chord location was

due to transition, similar to the suction surface. The results from these two-dimensional
simulations showed that transition had little effect on the pressure side Stanton number3 distribution in this region of the flow. The differences may be due to limitations inherent to

the algebraic turbulence model.

I The predicted three-dimensional fine grid suction surface Stanton number contours are
shown in Fig. 54. The experimental suction surface Stanton number contours are illustrated

in Fig. 55. The predicted results demonstrate good quantitative agreement with the experi-

mental data, except along the hub endwall downstream of the separation streamline, where3the experimental data indicates increased amounts of heat transfer. In Fig. 54, the variation

of the transition location with span is apparent in the leading edge endwall regions. Both the

predicted results and the experimental data indicate enhanced heat transfer at the airfoil

leading edge in the endwall regions and large heat transfer gradients associated with the

endwall separation line.

Figures 56 and 57 illustrate the predicted fine grid and experimental Stanton number
contours for the pressure surface. The predicted Stanton number distribution shows good

agreement with the experimental data. Both the predicted results and the experimental data

reveal much less heat transfer taking place on the pressure surface, as indicated by smaller

values of the Stanton number.

3 Figures 58 and 59 present the predicted fine grid and experimental Stanton number

contours for the endwall. In both the predicted results and the experimental data, the3 lowest values of the endwall Stanton number are located on the pressure surface, beginning
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just downstream of the saddle point and extending to the trailing edge. In both figures,

a region of increased heat transfer is located near the suction surface leading edge and in

the vicinity of the minimum pressure point on the suction surface. In the wake region,

discrepancies exist between the predicted results and the experimental data. The predicted

results indicate a small amount of heat transfer in the wake region, while the experimental

data indicates larger amounts of heat transfer. These discrepancies may be partially due to

the use of O-grids to discretize around the airfoil surface. In the wake region, the gradients

used in the turbulence model are parallel, rather than normal, to the wake. A previous

numerical study for a multi-stage compressor, however, has shown that this technique can

be used to obtain accurate wake profile predictions [53]. Other than in the wake region, the

predicted results show good agreement with the experimental data.

The predicted spanwise distributions of the total pressure loss coefficient downstream of
the trailing edge for all of the cases given in Table 2 axe compared with the experimental

data in Fig. 60. The total pressure loss coefficient is defined as:

= 2(P- Pt) (5.4)

The mid-span profile loss is accurately predicted using the fine grid, but overpredicted using
the coarser grids. The predicted fine grid spanwise loss distribution shows features similar

to the experimental data. The profile loss at mid-span is predicted very well by the current

procedure, but the peak loss region near the 25% span location is not being accurately

predicted. The predicted loss in this region associated with the secondary flow is predicted

to be lower and more towards mid-span. The small rise in the predicted loss distribution in

the endwall region (Cases 5-6) agrees well with the experimental data.

Table 2 provides the area-averaged total pressure loss for each of the curves shown in

Fig. 60. These values of area-averaged loss were computed using Cpt values at the experimen- I
tal data locations in order to be consistent. Table 2 shows that for the finest grid solution, a

2% error exists between the predicted and experimental area-averaged losses. The primary

source of this error is the underprediction of the secondary flow loss near the 25% span loca-

tion as shown in Fig. 60. Since an essentially grid-independent solution was achieved using

the finest grid (see Fig. 37), this error can be mainly attributed to the algebraic turbulence

model and the transition model. I
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Figures 61 and 62 illustrate the predicted and experimental total pressure loss contours

at the exit plane of the turbine passage. The effects of the passage vortex and endwall sec-

ondary flow on the total pressure loss distribution are accurately predicted by the numerical
analysis. Both the predicted and the experimental total pressure loss contours indicate the

existence of three peak loss regions. These peak loss regions may be associated with three

separate vortices which form a triangle bounded by the airfoil suction surface and the hub
endwall. The largest vortex, associated with the secondary flow, is located at the apex of

the triangle [501. By examining the vorticity field, it was determined that the secondary

flow vortex rotates in the clockwise direction (see Fig. 61). A slightly smaller vortex, which

may be associated with the suction side leg of the horseshoe vortex, rotates in the counter-

clockwise direction and is located more towards the mid-span region than the secondary

flow vortex [50]. The smallest vortex, which is probably associated with the suction side

corner vortex, also rotates in the counter-clockwise direction and is located closer to the hub

endwall than the other two vortices.

The predicted spanwise distribution of the gap-averaged flow angle (in the pitch-wise

direction) downstream of the trailing edge for the cases given in Table 2 are compared

with the experimental data in Fig. 63. The shape of the predicted three-dimensional flow

angle distribution demonstrates good qualitative agreement with the experimental data, but

the numerical values are uniformly larger than the experimentally measured flow angles by
approximately 1 degree. It should be noted that the experimentally measured flow angles

are generally accurate to within approximately 0.5 degree. As shown in Table 2, the exit

flow angle changed very little with increasing grid density, indicating that grid dependence

is not the cause of the discrepancy between the predicted and experimental flow angles. The

3.5% difference between the predicted area-averaged exit flow angle and the experimental

data could possibly to be due to inadequacies in the modelling of transition and turbulence,

and/or it could be due to a breakdown of the thin layer assumption in the secondary flow

regions.
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Chapter 6 1

Numerical Experiments I
I

A series of numerical experiments have been performed using the TOMCAT2 and TOMCAT3

analyses to simulate hot streak migration through the LSRR turbine stage, including the

effects of a surface heat flux and film cooling. The two-dimensional numerical hot streak

simulations include the use of 3-stator/4-rotor/1-hot streak and 1-stator/ 1-rotor/1-hot streak

configurations to study the effects of blade count ratio, a rotor surface heat flux, rotor

surface film cooling, and stator base cooling on the time-averaged rotor surface temperature. I
The three-dimensional numerical simulations were all performed for a 1-stator/1-rotor/1-hot

streak configuration and include the effects of a rotor surface heat flux and film cooling. The 3
Numerical Experiments chapter is divided into three sections,

" The first section describes the experimental apparatus. I
" The second section describes the two-dimensional and three-dimensional adiabatic hot

streak simulations.

" The third section describes the two-dimensional and three-dimensional hot streak sim- 3
ulations which include the effects of a surlace heat flux and film cooling.

6.1 Experimental Apparatus I
The turbine used in the experimental tests was the first stage of the LSRR [2, 43, 44],

which includes 22 stator airfoils and 28 rotor airfoils. The LSRR is a large scale, low speed, I
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I rotating wind tunnel facility designed to simulate the flow field in axial flow turbomachines.

For the hot streak experiments, the LSRR was configured to resemble the first stage of a3 high-pressure turbine, typical of those used in aircraft gas turbine designs.

In the first experimental study [2], one hot streak was introduced through a 5.08 cm

I diameter circular pipe at 40% span, and midway between, two stator airfoils of the LSRR.
The temperature of the hot streak was twice that of the surrounding inlet flow, whereas the

static and stagnation pressures were identical to the free stream. The hot streak was seeded
with CO 2 and the path of the hot streak was determined by measuring CO2 concentrations
at various locations within the turbine stage. The flow conditions used in the first experiment

are shown in Table 3. In the following sections, the first experimental test will be referred

to as the "circular hot streak # 1 (CHS1) " experiment.

A second experimental study [54] was conducted using the same configuration as in the

CHS1 experiment, except that the temperature of the hot streak was only 1.2 times that of
the surrounding inlet flow and the flow coefficient was slightly increased (see Table 4). In
the following sections, this experimental test will be referred to as the "circular hot streak

S# 2 (CHS2) " experiment.

In a third experimental study [55, 56], one hot streak was introduced in the form of a

two-dimensional jet from the hub to the tip between two stator airfoils of the LSRR. In this
experiment, the stator vanes were rotated down 7 degrees with respect to the tangential

direction relative to the design point operating conditions. The flow conditions used in the
third experimental test are presented in Table 5. In the following sections, this experimental

I configuration will be referred to as the "planar hot streak (PHS)" experiment.

16.2 Adiabatic Simulations

1 6.2.1 Two-Dimensional Simulations

A two-dimensional 3-stator/4-rotor/1-hot streak and a 1-stator/1-rotor/1-hot streak simula-
tion have been performed as part of a numerical investigation into the effects of stator-to-rotor3 blade count ratio on hot streak migration and time-averaged wall temperature distributions.
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In these two simulations, adiabatic wall conditions were enforced on both the stator and

rotor surfaces. For both adiabatic two-dimensional simulations, approximately six cycles at

3000 time steps per global cycle on a four processor Alliant FX-80 mini-supercomputer were

needed to obtain a time-periodic solution. A global cycle corresponds to the rotor blade ro-

tating through an angle of 2ir/N where N is the number of stator blades (i.e. N=3 and N=1).

Typical calculations required 0.00191 seconds per grid point per time step computation time.

A 15% axial gap between the stator and rotor was used in both the two-dimensional

adiabatic simulations, while the experimental configurations had a 65% axial gap. A 15%

axial gap was chosen for the current numerical study since: 1) previous numerical simula-

tions [1, 3, 4] for the same geometry and similar flow conditions used this axial gap, and 2) a

large experimental data base [431 exists for the 15% axial gap test case. It has been demon-

strated [44] that the axial gap has no significant impact on either the time-averaged pressure 5
distributions or time-averaged heat transfer coefficients on the stator or rotor. Secondary

flow and other viscous mechanisms, however, can be affected by the stator/rotor axial gap. I
The inlet Mach number to the stator was 0.07 and the inlet flow was assumed to be axial.

The rotor rotational speed was 468 rpm and the flow coefficient was 0 = u/U = .78. The

free stream Reynolds number was 3.939 x 106 per meter. A pressure ratio of P 2/Pt, = .963

was determined from the inlet total pressure and the static pressure measured in the rotor

trailing-edge plane. I
An accurate representation of the LSRR configuration requires at least 11 stator and

14 rotor airfoils. For the 1-stator/1-rotor simulation, the rescaling strategy of Madavan et I
al. [57] was used to reduce the number of airfoils to one stator and one rotor. The stator was

scaled down by a factor of (22/28) and it was assumed that there were 28 stator airfoils. The I
pitch to chord ratio of the stator was not changed. This is different than the scaling strategy

used by Rai and Dring [3] in which the rotor was scaled by a factor of (28/22) and it was

assumed there were 22 rotor airfoils. Since the unsteady and hot streak effects axe much more

pronounced in the rotor passage, the stator airfoil was rescaled in the current study in order

to maintain similitude with the experimental rotor configuration. For the two-dimensional

3-stator/4-rotor simulation, a rescaling strategy was used to reduce the number of airfoils to

3 stators and 4 rotors. In this case, it was assumed that there were 21 stator airfoils and 28

rotor airfoils and the stators were enlarged by the factor (22/21).
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For the 1-stator/1-rotor simulation, one hot streak was introduced to the inlet of each

stator passage over one quarter of the stator pitch and centered at mid-gap. For the 3-
stator/4-rotor simulation, one hot streak was introduced to the inlet of every third stator

passage. Introducing one hot streak every third passage more closely models the experiment,

where only one hot streak was introduced for the entire turbine stage. For the 3-stator/4-

rotor simulation, the hot streak was introduced over a distance equal to one quarter of a
stator pitch and centered at the mid-gap position between the second and third stator. In

the two-dimensional calculations, the temperature profile used at the stator inlet to simulate

the combustor hot streak consisted of a hyperbolic tangent (step-like) distribution. The

temperature of the hot streak in the current investigation is 1.2 times the temperature of
the surrounding inlet flow. Shear layer instabilities, caused by the step-like temperature pro-

file, developed in the numerical simulations when the hot streak temperature was increased

beyond 1.2 times that of the surrounding flow.

For the 3-stator/4-rotor simulation, each of the three stator grids was constructed with

101 x 31 (streamwise x tangential) grid points in the O-grid and 71 x 51 grid points in

the H-grid. Each of the four rotor grids was constructed with 101 x 31 grid points in the

O-grid and 75 x 51 grid points in the H-grid. A total of 48,080 grid points and an average

blade wall spacing of 5.08 x 10" meters (y+ , 1.70) were used in this simulation. For the

1-stator/1-rotor simulation, the stator zone was constructed with 101 x 31 grid points in the
O-grid and 75 x 31 grid points in the H-grid. The rotor zone was constructed with 101 x 31
grid points in the O-grid and 71 x 31 grid points in the H-grid. A total of 10,788 grid points

and an average wall spacing of 5.08 x 10' meters (y+ z, 1.50) were used in this calculation.

The grid topology used in the 1-stator/1-rotor simulation is shown in Fig. 64.

To ascertain the time periodicity of the solutions, unsteady pressure and temperature

data was obtained at selected points along the stator and rotor surfaces over two global

time cycles. Figures 65 and 66 show the unsteady pressure histories obtained from the 3-
stator/4-rotor simulation at the mid-axial chord location of the stator and rotor, respectively.

These two figures demonstrate that the simulation has achieved time-periodicity. In Fig. 65,

the periodic changes in the pressure on the stator surface are related to the rotor blade

passing frequency. In Figure 66, the predominant contributions to the periodic changes in
the pressure on the rotor surface are from the passing stator blades and associated stator
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wakes. However, a slight variation in the pressure at the passing frequency of the hot streak 3
is also visible.

The influence of the hot streak on the surface temperature at the mid-axial chord position I
of the stator and rotor as a function of time is shown in Figs. 67 and 68. The magnitude

of the temperature variations on the rotor is large due to the rotor passing through the hot

streak, while only small temperature variations are observed on the stator. The temperature
variations on the stator are mainly due to the interaction effects of the rotor blade, since

the hot streak passes between adjacent stator blades without contacting the blade surfaces.

Figures 67 and 68 would suggest that there is at most a weak coupling between the pressure

field and temperature fields.

Results of the two-dimensional adiabatic simulations have been compared with the time-

averaged experimental data of Refs. [2] and [43]. Figure 69 shows a comparison of the

time-averaged stator surface pressure distribution predicted by the numerical analysis for
the 3-stator/4-rotor and 1-stator/1-rotor configurations with experimental data reported by
Dring et al. (431. The time-averaged pressure coefficient is defined as:

=P..9 - Pt I
= rn. (6.1)1

where P.,, is the local time-averaged pressure and U., is the mid-span rotor velocity. The 3
predicted results for the 3-stator/4-rotor and 1-stator/1-rotor configurations exhibit good
agreement with the experimental data. Figure 70 presents a comparison of the predicted

results of the two simulations with the experimental time-averaged surface pressure data for I
the rotor. Excellent agreement exists between the numerical predictions and the data. The

predicted results shown in Figs. 69 and 70 are also in good agreement with those reported by
Rai et al. [3, 4] for a similar I-stator/1-rotor configuration with and without a hot streak.
These figures substantiate the supposition that the hot streak has negligible effects on the 3
time-averaged pressure fields of the stator and rotor passages.

A measure of the unsteadiness of the flow can be obtained by evaluating the size of 1

the surface pressure fluctuations on the stator and rotor. The pressure fluctuations can be

quantified through the use of an unsteady pressure amplitude coefficient defined by: 3
= P= P"- Pmi. (6.2)
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3 Figure 71 illustrates the predicted and experimental values of the unsteady pressure ampli-

tude coefficient for the surface of the stator. Good agreement exists between the predicted

3-stator/4-rotor results and the experimental data. This figure shows that the amplitude of

the pressure variations is small on the stator, except near the trailing edge. The predicted

results for the 1-stator/1-rotor configuration show larger pressure fluctuations than both the

3-stator/4-rotor configuration and the experimental data. The larger fluctuations are due to

pressure signals which do not decay for even blade count configurations [4] and the reflective

exit boundary conditions used in the numerical procedure. Figure 72 illustrates the predicted

and experimental values of the unsteady pressure amplitude coefficient for the rotor. Good

agreement exists between the predicted 3-stator/4-rotor results and the experimental data

except near the pressure surface trailing edge, where the pressure variations are greater than

those observed experimentally. Again, the predicte 4 pressure fluctuations for the 1-stator/1-

rotor configuration are larger than those predicted in the 3-stator/4-rotor configuration, as

well as the experimental data. Figures 69-72 illustrate that the stator/rotor blade count

ratio has little effect on the time-averaged pressure field, but has considerable impact on the

unsteady pressure field.

I To quantify the effects of the hot streak on the rotor surface time-averaged temperatures,

a temperature coefficient is introduced. The temperature coefficient, CT, is defined as [3, 55]:

T-T 1  C0 2 - C0 2.,, 6CT T..g, 1, - T e C02 JgI, - C02a b (6.3)

where T is the local time-averaged temperature, T,,,,,e is the mid-span time-averaged tem-

perature at the rotor leading edge, C0 2 is the local time-averaged C0 2 concentration, and

CO2 a,.l, is the mid-span time-averaged CO2 concentration at the rotor leading edge. This

definition of OT inherently includes a number of assumptions regarding the equivalence3 between the C0 2 concentration and the temperature distribution. In particular, this def-

inition assumes the relationship between C0 2 concentration and temperature distribution3 is governed by only one variable, the ratio of hot streak temperature to the free stream

temperature,

CT = f(Th,/To) (6.4)

Previous experimental [2] and numerical [3] investigations give valuable insight towards de-3 termining the validity of Eq.(6.3). These investigations showed that the hot streak fluid
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impacts the rotor blades near the leading edge and is quickly convected onto the pressure 3
surface of the airfoil. This suggests that the average temperature near the leading edge is

relatively insensitive to the number of hot streaks in the turbine. The flow on the suction

surface of the rotor should also be approximately independent of the number of hot streaks

in the turbine because, 1) the hot gases have a natural tendency to migrate towards the

pressure surface of the rotor, and 2) the hot fluid which does move onto the suction surface
is rapidly convected downstream. Thus, Eq.(6.3) is probably adequate for correlating the ex-

perimental CO2 concentrations and the numerically determined time-averaged temperatures 3
near the leading edge and on the suction surface of the rotor.

The nature of the flow on the pressure surface of the rotor, however, requires that the I
time-averaged temperature coefficient be a function of several variables. The hot fluid will

linger on the pressure surface of the blade for a considerable amount of time because the

convection speeds are significantly lower than on the suction surface. As the number of hot

streaks introduced at the stator inlet is increased, a critical point is reached where a second I
(or possibly third) hot streak impacts the pressure surface before the hot fluid from the first

hot streak has been convected downstream of the trailing edge. Therefore, the temperature

coefficient should include a dependence on the number of hot streaks in the turbine, their

physical extent relative to the cascade pitch (i.e., the hot streak solidity), and the residence a
time of the hot fluid on the pressure surface,

CT = f(T./T.,0,tr) (6.5)

where o, = NH sIN, NHS is the number of hot streaks, N. is the number of stator passages,

and t, is the residence time of the hot fluid on the pressure surface. In two-dimensional

simulations, the residence time is a function of the instantaneous axial convection speed

(t4)D = f(c-) (6.6)

In three-dimensional simulations the residence time is a function of both the instantaneous

axial and radial convection speeds 3
- f(c-,.) (6.7)g

It should be noted that the instantaneous convection speed is in fact a function of the hot

streak to free stream temperature ratio. Previous studies [2, 3] have concluded that the 3
72 I

I



I

velocity increase within the hot streak, relative to the free stream, is a contributing factor

to the accumulation of hot gases on the pressure surface of the rotor due to the resulting3 incidence variation on the rotor. This suggests that for a constant hot streak temperature
ratio, changes in the free stream flow velocity (or flow coefficient) will affect the migration

patterns of the hot fluid. Thus,

CT = f(Tho/T, I ,, 4 1 ) (6.8)

where 0 is the flow coefficient. In addition, the temperature 'coefficient should also include
a shape factor which accounts for the geometry of the hot streak,

CT = f(Th./T., c,t,, 0,S) (6.9)

where S is some shape factor. Finally, the temperature coefficient should account for any
differences between the experimental and numerical data sampling techniques. In the nu-

merical simulations, the temperature at the surface is known directly. In the experimental

simulations, the C0 2 concentrations are determined by drawing gas samples through the air-

foil surface static pressure taps. The suction force used to sample the C0 2 is not regulated,

and may be large enough to cause C0 2 from well above the surface to be included in the
sample. Thus, the experimental C0 2 concentration data may actually be representative of
the flow conditions some distance 6 above the airfoil surface. If the experimental values of

b, which are probably a function of location on the airfoil surface and boundary layer thick-

ness, are known then the predicted temperature field from the numerical simulations can

be interrogated at these locations. Therefore, the definition of the temperature coefficient
given in Eq.(6.3) should be expected to reveal trends, but not necessarily provide a direct

correlation, between the experimental data and numerical results.

Figure 73 compares the predicted 3-stator/4-rotor and 1-stator/1-rotor time-averaged
temperature coefficient distributions with the CHS1 and CHS2 experimental data [2, 54].

Also included in Fig. 73 are the two-dimensional numerical results of Rai and Dring (1-

I stator/1-rotor) [3] and Krouthen and Giles (1-stator/1-rotor, data rescaled) [58]. The time-
averaged temperature coefficient distribution for the current 1-statoi 1 -rotor hot streak cal-3culation is essentially the same as that reported by Rai and Dring [3], except for a small

difference on the pressure surface. The predicted time-averaged temperature coefficient dis-

tribution for the pressure surface of the 3-stator/4-rotor simulation is similar to that of
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the 1-stator/1-rotor calculation, but the suction surface temperature coefficient distribution 3
shows lower time-averaged temperatures than that predicted in the 1-stator/1-rotor calcu-

lation. The lower suction surface temperatures predicted in the 3-stator/4-rotor simulation
may be the result of introducing one hot streak every third stator passage, instead of one hot

streak in each stator passage. The temperature coefficient distribution obtained by Krouthen

and Giles [58] is similar to the present 3-stator/4-rotor prediction. All of the two-dimensional I
numerical simulations shown in Fig. 73 predict nearly equal time-averaged temperatures on

the pressure and suction surfaces, and exhibit only fair agreement with the experimental 3
data for a hot streak temperature ratio of 1.2 (CHS2). The experimental data for a hot

streak temperature ratio of 2.0 (CHS1) shows a much higher pressure surface temperature 5
than all of the the two-dimensional numerical predictions and the CHS2 experimental data.

The segregation of the hot gases to the pressure side of the rotor passage has been, until 3
this time, believed to be caused solely by the relative inlet angle difference between the hot

streak and the surrounding fluid at the inlet to the rotor passage [2]. Results of the two- I
dimensional simulations confirm experimental observations which indicate that the static

pressure, total pressure, and absolute flow angle are the same in the hot streak as in the

surrounding fluid at the stator exit. The difference in the total temperature between the

hot streak and the surrounding fluid results in an absolute velocity difference equal to the

square root of the ratio of the hot streak and surrounding fluid temperatures. In the relative S
frame, a difference in the rotor relative inlet angle and velocity results. As a result, the hot

streak fluid moves towards the pressure surface at a higher relative velocity compared to the

surrounding fluid [2]. Time-averaged static temperature contours for the rotor passage of the

two-dimensional 3-stator/4-rotor configuration are shown in Fig. 74. Although the hot streak 5
fluid accumulates near the pressure side of the rotor, the hot fluid does not penetrate the

boundary layer to the surface of the rotor blade. The thin layer of cooler fluid which exists

between the hot fluid and rotor pressure surface helps explain the relatively flat temperature

coefficient profiles shown in Fig. 73 for the two-dimensional solutions.

To gain better insight into the unsteady phenomena within the turbine stage, animated

sequences of the flow field were created using procedures described in Ref. [30]. Figure 75

shows the temperature field at one instant in time during the animated sequence. The hot

streak is undisturbed as it migrates through the stator passage, except that the width of
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3the hot streak decreases due to flow acceleration. The geometry of the turbine rotor blades

is such that the hot streak impinges first on the pressure surface, then wraps around the

leading edge and moves along the suction surface. As a result of this movement, the rotor

pressure surface temperature does not peak until some time after the rotor blade interacts

with the hot streak. The hot streak assumes a 'V' shape as it continues to convect through

the rotor passage.

To determine the role of hot streak shape on the hot fluid migration patterns, a 1-

stator/1-rotor/1-hot streak simulation was performed and compared to the experimental

planar hot streak (PHS) data [55, 56]. In this hot streak simulation, the stator grid system

was constructed with 101 x 31 grid points in the O-grid and 85 x 51 grid points in the
H-grid. The rotor grid system was constructed with 101 x 31 grid points in the O-grid and

78 x 51 grid points in the H-grid. A total of 14,575 grid points were used in this simulation.

The stator airfoils had an average y+ value of 0.84, while the rotor airfoils had an average
Y+ value of 0.70. Figure 76 illustrates the grid topology used in the numerical simulations,

where every other grid point in the O-grid has been omitted for clarity.

3 The flow conditions used in the numerical simulation of the planar hot streak are shown in

Table 5, with the exception that in the numerical simulation a flow coefficient of 0 = .385 was5used. The flow coefficient used in the numerical simulation was chosen to alleviate a pressure

surface separation bubble which occurred at a flow coefficient of 40 = .35. The difference in

the numerical and experimental flow coefficients equates to the numerical simulation being

performed at approximately 3 degrees more positive incidence at the rotor inlet than in

the experiment. This increase in incidence corresponds to only a 10% shift in the spanwise

location (towards the tip) at which the numerical simulation was performed, to a position
located at 60% span. A pressure ratio of P2/Ptj = .9630 was determined from the inlet total5 pressure and the static pressure measured in the rotor trailing-edge plane.

Figure 77 illustrates the predicted stator surface time-averaged pressure coefficient dis-

tribution. Unfortunately, no experimental time-averaged pressure data was available for

the stator airfoils. Figure 78 shows the predicted and experimental [43] rotor surface time-3 averaged pressure coefficient distributions. Excellent agreement exists between the predicted

results and the experimental data for the rotor, except near the suction surface leading edge
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where the numerical simulation predicts a strong overspeed. This discrepancy is proba-

bly due to the difference (3 deg) in the time-averaged incidence to the rotor between the

numerical simulation and the experiment [43].

Figure 79 illustrates the experimental time-averaged CO2 concentration contours for
the rotor surface. The movement of the hot streak fluid from leading edge to the trailing

edge of the pressure surface at approximately constant spanwise locations indicates the
two-dimensional nature of the hot streak. Conspicuously absent is the radial migration

of the hot streak on the pressure surface observed both experimentally [2], and in previous

numerical simulations [9, 59] for a circular hot streak. Figure 80 compares the predicted time-

averaged temperature coefficient (Eq.(6.3)) distribution along the surface of the rotor to the
experimental data taken at mid-span. The predicted numerical results exhibit fair agreement

with the experimental data. The numerical simulation underpredicts the temperature near

the pressure surface leading edge, and also predicts a rapid temperature fall-off on the suction

surface which is not observed in the experimental data. In an attempt to discover the source

of the discrepancies between the numerical and experimental temperature distributions, the

time-averaged temperature profiles were plotted at three locations along the pressure surface

of the rotor (see Fig. 81). Time-averaged boundary layer edge locations are also included

in Figure 81. At 25% axial chord the maximum temperature in the boundary layer occurs

off the surface, approximately one-third the distance to the boundary layer edge. Similarly,
at 50% axial chord the maximum temperature in the boundary layer occurs well above the

rotor surface. At 75% axial chord, however, the time-averaged boundary layer is noticeably
thinner and the maximum time-averaged temperature occurs at the rotor surface. A general

observation drawn from this investigation is that as the boundary layer becomes thinner, the

maximum temperature in a given boundary layer profile moves closer to the airfoil surface.

Using Fig. 81 as a guide, and expanding upon the earlier discussion of the temperature 3
coefficient, it is believed that one factor which may contribute to the discrepancies between

the experimental data and the two-dimensional simulation is the method of experimental

data acquisition at the rotor surface. In the experiment, the CO 2 concentrations along
the surface of the rotor were determined by drawing samples of the gas in through static

pressure taps. The suction force may cause CO2 gas from well above the airfoil surface to be

included in the sample. To test this hypothesis, the time-averaged temperature coefficient
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was redefined as:
T1., _ T (6.10)

3where ThI is the time-averaged temperature, area-averaged over a given boundary layer pro-

file. Figure 82 compares the predicted results asing the modified temperature coefficient3definition with the experimental data. Excellent agreement now exists between the predicted

and experimental results. A comparison of Figures 80 and 82 reveals that the predicted sur-
face temperature is approximately equal to the area-averaged temperature in the boundary

layer, except in the leading edge region. Figure 82 shows that two-dimensional simulations

can be used to provide guidance as to when and where rotor surface temperatures will ex-

ceed allowable limits. This is an important finding which shows that under certain conditions
costly and time consuming three-dimensional simulations of hot streak migration may not3 need to be executed to determine if rotor pressure surface burning is likely. This simulation

also underscores the need for including the additional dependencies discussed earlier in the3 relationship between the experimental C0 2 and numerical temperature distributions.

6.2.2 Three-Dimensional Simulations

An adiabatic three-dimensional 1-stator/1-rotor/1-hot streak simulation with a hot streak

temperature 20 percent greater than the free stream temperature has been performed to

q establish the effects of combustor hot streak migration on the time-averaged rotor surface
temperature distribution. In this numerical simulation, one hot streak was introduced though

a 5.08 cm circular region at the inlet of each stator passage, corresponding to the 5.08 cm

diameter pipe used in the CHS1 and CHS2 experiments [2, 54]. The center of the hot streak

was located at the mid-gap, 40% span location. Figure 83 illustrates a perspective view of5 the hot streak at various axial locations within the stator passage. The circular nature and

intensity of the hot streak are maintained as the hot streak is convected through the stator5 passage. A 15% axial gap was used between the rotor and stator airfoils. The inlet Mach

number and rotor rotation speed are given in Table 3. The flow coefficient in the numerical

simulations was = = 0.78 and a pressure ratio of P2 /Pt1 = .9630 was determined from the

inlet total pressure and the static pressure measured in the rotor trailing edge plane.

3 For this three-dimensional simulation, the stator grid system was constructed with 101 x
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21 grid points in each spanwise O-grid and 58 x 31 grid points in each spanwise H-grid. The I
rotor grid system was constructed with 101 x 21 grid points in each spanwise O-grid and

60 x 31 grid points in each spanwise H-grid. A total of 51 0-H grid planes were distributed

in the spanwise direction. The rotor region had a tip clearance grid system that contained

101 x 11 grid points in each of 7 spanwise locations. A total of 410,677 grid points were

used in the three-dimensional simulation. A wall spacing of 1.27 x 10- meters (y+ s 4) was I
used in the blade-to-blade direction, while a wall spacing of 7.62 x 10- meters (y+ ; 20)

was used in the spanwise direction. The experimental rotor has a tip gap equal to 1% of the 3
rotor span, while the tip clearance in the three-dimensional simulation was equal to 3.9%
of the rotor span. A larger tip clearance was used in the numerical simulation than in the

experiment because the grid required to resolve the circular nature of the hot streak in the

mid-span region forced the relaxation of the grid line spacing in the spanwise direction at

the hub endwall and in the tip clearance region. Unlike the two-dimensional simulations,
the rotor geometry was scaled in the three-dimensional simulations to be consistent with

previous three-dimensional simulations [1, 9]. A spanwise section of the three-dimensional i
computational grid topology is shown in Fig. 84.

The three-dimensional calculation was performed on the NAS Cray 2 and Cray YMP I
supercomputers located at the NASA Ames Research Center. Seven cycles at 2000 time

steps per cycle were needed to obtain time-periodic solutions. This calculation required n

approximately 0.000263 seconds per grid point per time step computation time on the Cray

2.

In this three-dimensional simulation, adiabatic boundary conditions were enforced along

the surface of the rotor. To be certain of the time periodicity of the three-dimensional tem-

perature field, unsteady temperature data was obtained at the the mid-axial chord location

on the pressure and suction surfaces of the rotor at the 2, 25, 50, 75 and 98% span locations n

(see Figs. 85-89). These figures confirm that the temperature field is periodic. It is worth

noting that the temperature field did not become periodic until two global cycles after the

pressure field became periodic.

As part of the numerical investigation, the predicted unsteady pressures and temperatures I
have been time-averaged and compared to experimental data [43]. Figure 90 illustrates the
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3 predicted and experimental time-averaged pressure coefficient distributions on the stator at

2, 12.5, 25, 50, 75, 87.5 and 98% span locations. In general, there is good agreement between

the predicted results and the experimental data. The predicted results also agree well with

those presented by Rai [1] and Madavan et al. [57].

3 Predicted and experimental time-averaged pressure coefficient distributions for the rotor

at the 2, 12.5, 25, 50, 75, 87.5 and 98% span locations are shown in Fig. 91. Good agreement

between the predicted results and the experimental data is observed from the hub to the mid-

span location of the rotor. Some discrepancies between the predicted and the experimental

pressure distributions are evident on the suction surface of the rotor, however, from the

mid-span location out to the tip. These discrepancies are probably caused by the stronger

secondary flows which arose in the calculation due to the relatively large tip clearance.

Figure 92 shows the predicted and experimental values of the unsteady pressure amplitude

coefficient for the mid-span section of the stator. The predicted suction surface pressure

fluctuations near the trailing edge are smaller than those of the experimental data and the

two-dimensional results shown in Fig. 71. In addition, the pressure amplitude coefficient on

3 the pressure surface does not rise near the trailing edge compared to the experimental data

and predicted two-dimensional results (see Fig. 71). Figure 93 illustrates the predicted and3 experimental values of the unsteady pressure amplitude coefficient for the mid-span section of

the rotor. Fair agreement exists between the predicted results and experimental data, as the

predicted results show larger pressure fluctuations than those observed experimentally and

predicted two-dimensionally (see Fig. 72). The stator and rotor pressure amplitude results

shown in Figs. 92 and 93 are similar to the coarse grid predictions of Rai [1]. Madavan et

al. [57] showed that the pressure amplitudes on both the stator and rotor are sensitive to

the computational grid density. The results shown in Figs. 92 and 93 are predicted using

3 the same fine computational grid density as Madavan et al. [57]. However, the wall spacing

used in the current calculation was increased in order to yield a nearly uniform grid near5 mid-span/mid-gap, which was necessary to maintain a circular hot streak. Comparison

between the current results and those of Rai [1] and Madavan et al. [57] show that the

predicted pressure amplitude is not only sensitive to computational grid density, but also

tc the spanwise distribution of grid points. Figures 90-93 again suggest that the hot streak

does not affect the pressure field.
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Figure 94 illustrates the predicted time-averaged temperature coefficient (Eq.(6.3)) dis-

tribution from the three-dimensional adiabatic hot streak simulation and the experimental

data (2, 551 for the mid-span section of the rotor. Also included in Fig. 94 are the three-

dimensional 3-stator/4-rotor/1-hot streak inviscid (with viscous modelling) results of Taka-

hashi et. al. [55, 59]. The three-dimensional Navier-Stokes simulation predicts time-averaged

pressure surface temperatures which are significantly higher than either the CHS1 or CHS2
experimental data indicates, while the three-dimensional inviscid calculation exhibits fair

agreement with the experimental data. It is believed that the magnitude of the time-averaged =

temperatures in the Navier-Stokes simulation is large due to long hot streak residence times

(see Section 5.2.1) on the rotor pressure surface. In this numerical 1-stator/1-rotor/1-hot I
streak simulation, the hot fluid from two additional hot streaks impacts the pressure sur-

face before the first hot streak has been convected downstream. The predicted results of

the current Navier-Stokes simulation do indicate that pressure surface heating could become

significantly more severe when the turbine contains multiple hot streaks. The hot streak res-

idence time on the rotor pressure surface is not as large in the inviscid 3-stator/4-rotor/1-hot

streak calculation of Takahashi as in the viscous simulation because the hot streak solidity,

a is .'iuch lower and the inviscid flow assumption results in higher near-surface convection 3
speeds.

On the suction surface of the rotor, the current Navier-Stokes simulation correctly pre- 3
dicts the rapid fall-off of the time-averaged temperature, while the inviscid solution of Taka-

hashi exhibits a nearly constant temperature. As discussed in Section 5.2.1, the definition 3
of the time-averaged temperatare coefficient given by Eq.(6.3) should be approximately in-

dependent of the number of hot streaks and the hot streak residence time. The fact that the

Navier-Stokes solution shows closer agreement with the experimental data than the inviscid

solution on the suction surface of the rotor suggests that the secondary and wall layer flows

play an important role in determining the rotor surface temperature distributions.

The rotor surface temperature coefficient contours predicted in the three-dimensional

adiabatic simulation are illustrated in Fig. 95, while the CHS1 experimental [2] contours are

shown in Fig. 96. The predicted contour patterns are similar to the experimental contours,

except near the pressure surface trailing edge where the numerical contours do not close as

the experimental data indicates. The differences between the prediction and the experiment
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5 coincide with those shown in Fig. 94 for the mid-span pressure surface, near the trailing

edge. Both the numerical and experimental results indicate that the hot fluid spreads over
the entire pressure surface of the rotor, while on the suction surface, the hot fluid is generally

confined to the mid-span region by the strong endwall and secondary flows. Figure 97 shows

a three-dimensional perspective of the predicted time-averaged temperature contours on the

pressure surface of the rotor to give a better understanding of where the high temperature
regions are located.

A series of flow field animations were created from the predicted results of the three-
dimensional adiabatic simulation [30]. A sequence from the animation of the T = 1.05T..

temperature isotherm at four instants in time during a global cycle are shown in Figs. 98
and 99. These four instants in time correspond to 0, 25, 50 and 75% of the global cycle.3 Figure 98 shows the isotherm from a viewing position that displays the pressure surface of
the stator blades and the suction surface of the rotor blades. Figure 99 shows the isotherm3 from a viewing position that displays the suction surface of the stator blades and the pressure
surface of the rotor blades. This sequence of pictures illustrates the migration of the hot

streak through the stator passage and how it is broken into discrete spherical eddies as it

interacts with the passing rotor blades. The hot fluid remains on the pressure surface of the

rotor for a long period of time after it encounters the hot streak (due to the low convection

speeds), eventually migrating towards the pressure surface tip, where it leaks over onto the
suction surface. Figure 99 shows that the residence time of the hot streak fluid on the rotorIpressure surface is large enough to allow two additional hot streaks to impact the surface
before the hot gases of the initial hot streak are convected downstream. On the suction
surface, the endwall secondary flow forces the hot fluid towards the mid-span region of the
blade, where it is rapidly convected downstream.

I
6.3 Heat Transfer and Film Cooling SimulationsI
6.3.1 Two-Dimensional SimulationsU
Thermal fatigue due to combustor hot streaks can greatly reduce the life of a turbine rotor3 b ade. One technique for alleviating the adverse effects of combustor hot streaks is to film
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cool the surface of the rotor blade. Therefore, a series of two-dimensional 1-stator/1-rotor/1-

hot streak simulations with film cooling and a specified heat flux have been performed. In

this investigation, the number and location of the film cooling holes, the fluid injection 3
velocity, and the level of the surface heat flux were all varied to obtain both the qualitative

and quantitative characteristics of different film cooling schemes. The flow conditions used

in the film cooling simulations are representative of the circular hot streak (CHS2) and are
shown in Table 4. i

The computational grid topology used in the two-dimensional film cooling simulations is

similar to that used in previous adiabatic simulations. The stator grid was constructed with

101 x 31 grid points in the inner O-grid and 75 x 31 points in the outer H-grid. The rotor

grid was constructed with 101 x 31 grid points in the O-grid and 71 x 31 points in the H-grid. I
The average wall value of y+ was approximately 0.80 for stator and 0.75 for the rotor.

In the first portion of the film cooling investigation, the impact of film cooling injection

hole location was studied. Since the current goal of film cooling is to alleviate the excessive

temperatures and thermal gradients which are observed on the pressure surface of first stage

turbine rotor blades in the presence of hot streaks, a film cooling injection hole (consisting I
of two adjacent streamwise computational grid points) was located at approximately 27% of

the axial chord on the pressure surface of the rotor airfoil. The fluid was injected at a velocity 3
equal to 0.2 times that of the inlet free stream velocity and at an angle of 10 degrees with

respect to the local surface tangent. The temperature of the injected fluid was specified to be 3
5200 Rankine (compared to 5300 Rankine for the free stream and 636' within the hot streak)
and the density ratio was chosen such that the static pressure at the injection location was

equal to the time-averaged static pressure obtained in the absence of film cooling. These film 
cooling parameters were chosen to be representative of those used in actual turbines [60. It

is important that the injected fluid does not initiate boundary layer separation, reducing the 3
turbine efficiency. Figure 100, which illustrates time-averaged velocity vectors in the vicinity

of the film cooling injection hole, indicates that the specified film cooling conditions do not 3
cause boundary layer separation in the time-averaged flow field.

The time-averaged pressure coefficient distributions for the surface of the rotor, with and I
without the influence of film cooling, are shown in Fig. 101. Also included in Fig. 101 are
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3 the maximum and minimum pressure coefficient distributions for the film cooling simulation.

The equations for the maximum and minimum pressure coefficients are obtained by replacing

SP,,, in Eq.(6.1) with P,.- and Pmi,,, respectively. As Fig. 101 illustrates, the time-averaged

pressure coefficient distributions for the simulations with and without film cooling are nearly

identical. The maximum and minimum pressure coefficient distributions for the two cases

exhibit similar agreement, except in the vicinity of the film cooling injection hole, where the
specified film cooling conditions force the local pressure to match the time-averaged pressure.

Figure 102 illustrates the time-averaged rotor surface temperature coefficient distribution

for this simulation, where the temperature coefficient definition is the same as in Eq. (6.3).

Equation (6.3) is similar to the definition of the film cooling effectiveness parameter, which

is obtained if the time-averaged temperature at the rotor leading edge (T,.i9,.) in Eq. (6.3)3 is replaced by the film cooling temperature. Also included in Fig. 102 is the temperature
coefficient distribution for the two-dimensional 1-stator/1-rotor hot streak simulation with-3 out film cooling. A substantial reduction of the time-averaged temperature on the rotor

pressure surface is observed in the vicinity of the film cooling hole. As the cooling fluid is

convected downstream and away from the airfoil surface, the time-averaged surface temper-

ature increases due to the influence of the hot streak. The time-averaged temperature on

the suction surface of the rotor is basically unaffected by the pressure surface film cooling.

In an effort to further reduce the time-averaged temperature along the rotor pressure

surface, a second film cooling hole (again modelled with two computational grid points)

was added at approximately 47% axial chord on the pressure surface. Shown in Fig. 103

are the time-averaged temperature coefficient distributions from the simulation without film

cooling, from the film cooling simulation using one injection hole, and from the film cooling

simulation using two injection holes. The insertion of the second injection hole further3 reduces the time-averaged temperature along the aft portion of the rotor pressure surface,

and again has little affect on the suction surface. The slope of the temperature gradient3 downstream of the second film cooling injection hole in Fig. 103 appears to be similar to the

temperature gradient downstream of the first injection hole, suggesting that for the current3 injection conditions a linear relationship exists between the number of film cooling holes and

the reduction of the time-averaged temperature. While the specified film cooling conditions3 have the desired effect of reducing the time-averaged temperature on the rotor pressure
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surface, they also create a large time-averaged temperature spike immediately upstream of
the first injection hole. Noting that the film cooling fluid temperature was more than 20%

less than the maximum temperature of the hot streak, the temperature spike can be reduced 3
by nominally increasing the film cooling fluid temperature and/or applying film cooling to
both surfaces of the airfoil, including the leading edge region. g

A different approach to reducing the time-averaged temperatures along the pressure sur-
face of the rotor is to inject cooling fluid through the trailing edge (base) of the stator airfoil.

This has the effect of introducing a cold streak into the flow. In the current study, cooling
air was injected through a slot in the stator trailing edge (consisting of three computational

grid points) in the direction of the main stream flow. The temperature of the cooling fluid I
was specified to 4240 Rankine and the density was chosen to have the static pressure match

that of the time-averaged solution without film cooling. The temperature of the cooling fluid 3
was specified to be 20% less than the free stream temperature because the maximum tem-
perature of the hot streak was 20% greater than the free stream temperature. The cooling I
fluid was injected with velocities equal to 0.50, 1.00, and 1.50 times that of the inlet free
stream velocity. 3

Figure 104 illustrates the rotor surface time-averaged temperature coefficient distribu-
tions for these simulations, along with the temperature distribution for the case without film 3
cooling. For the specified conditions, the use of stator base cooling has much less of an impact

on the rotor surface temperatures than film cooling the rotor airfoil. For all three injection
velocities the time-averaged temperature on the suction surface of the rotor is reduced, the

amount of the temperature reduction increasing linearly with the injection velocity. On the

rotor pressure surface, however, the time-averaged temperature increases for the injection £
velocity less than free stream, stays approximately constant for the injection velocity equal

to the free stream, and decreases for the injection velocity greater than the free stream. 3
Additional factors must also be considered in estimating the impact of the current cold

streak (base cooling) on the rotor surface time-averaged temperatures. The current model
uses only three computational grid points to model the trailing ed,-e slot. Actual trailing
edge slots are somewhat larger, and the effectiveness of the current base cooling scheme can i
probably be improved by using more computational grid points to model a larger injection

I
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I slot. In addition, the cold streak is being injected directly into a viscous wake, while the

migration of the hot streak is basically convected in the inviscid portion of the flow until it3 reaches the rotor airfoil. Thus, the cold streak is more likely to mix with the surrounding

fluid in the wake, thus reducing its temperature deficit.

3 The impact of the film cooling injection velocity was also studied. Two fim cooling

injection holes, located at 27% and 47% axial chord on the rotor pressure surface (each3 modelled with two adjacent streamwise computational grid points), were used in this portion

of the study. The film cooling fluid temperature and injection angle were 520' Rankine and

10 degrees with respect to the local surface tangent, respectively. The injection velocities

used were 0.05, 0.10, 0.20, and 0.40 of the inlet free stream velocity.

3 Figure 105 illustrates the rotor surface time-averaged temperature coefficient distribu-

tions for these simulations, along with the temperature distribution for the case without

film cooling. Increasing the film cooling injection velocity is seen to increase the effective-

ness of the film cooling, eventually (V/Vo. = 0.40) eliminating the effects of the hot streak

completely. Increasing the injection velocity also reduces the thermal gradients between ad-3 jacent film cooling holes, which is very important to structural designers. While increasing
the injection velocity is beneficial in terms of reducing the time-averaged temperature, there3 are practical limits on the mass flow rate of the injected fluid since it is usually bled from

the compressor. A more efficient overall approach may be to use numerous film cooling

holes with low mass flow injection, rather than a few film cooling holes with large mass flow

injection.

3The addition of a specified heat flux at the rotor surface and the combination of a

specified heat flux and film cooling was also studied. The initial simulation in this portion of

the investigation was performed with the addition of a mild negative heat flux ( = -0.2),

which for a simulation without a hot streak would correspond to a surface temperature

approximately 50 Rankine below the free stream temperature. A second simulation was

performed with the addition of both a specified heat flux and film cooling. Cooling air was

injected from both the stator trailing edge and the rotor pressure surface. At the stator3 trailing edge, the cooling air was injected in the main stream flow direction with a velocity

equal to the inlet free stream velocity. The temperature of the cooling air was 4240 Rankine,
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and the density was specified to yield the time-averaged static pressure in the absence of 5
film cooling. Along the rotor pressure surface, injection holes (each modelled with two

computational grid points) were positioned at 27% and 47% of the axial chord. The fluid

was injected at 0.20 of the free stream velocity at an angle of 10 degrees with respect to the

local surface tangent. The temperature of the cooling fluid was specified to be 5200 and the

density was chosen to yield the time-averaged static pressure in the absence of film cooling.

Figure 106 illustrates the rotor surface time-averaged temperature coefficient distribu-

tions for these simulations, along with the temperature distribution for the case without film

cooling or a heat flux. The specified heat flux alone is seen to have only a minimal effect on

rotor time-averaged temperatures, slightly reducing the pressure surface temperature. The

minor changes incurred with a specified heat flux make it difficult to analyze the combined
effects of heat transfer and film cooling. 5

Static temperature contours at one instant in time for the simulation including a specified

heat flux and film cooling are presented in Fig. 107. The contours levels in Fig. 107 have been I
adjusted to highlight both the hot streak and the cold streak. The hot streak is characterized

by the red and yellow contours, the cold streak by the blue contours, and the free stream 3
temperature by the green contours. Figure 108 illustrates a close up of the stator trailing

edge/rotor leading edge region, where the contour levels have been adjusted to highlight the 3
rotor surface film cooling, as well as the hot streak and cold streak. The manner by which

the rotor pressure surface film cooling seals off the hot streak from the surface is evident.

Figure 109 shows time-averaged temperature contours for the rotor passage with film cooling

and heat transfer. Figures 107 and 109 reveal that the cold fluid tends to migrate towards

the suction side of the rotor passage, while the hot fluid migrates towards the pressure I
side of the passage. This phenomena, which may be due to the difference in the relative

rotor passage inlet angles between the hot and cold gases, has been explained by Butler et 3
al. [2] and Kerrebrock and Mikolajczak [61] and is consistent with recent experimental data

obtained by Roback and Dring [54]. On the pressure surface of the rotor, the hot streak 3
fluid is isolated from the surfEuze by the thin layer of cooling fluid. In general, reducing the

time-averaged surface temperature decreases the thermal fatigue and increases the lifetime

of the blade.
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3 A 3-stator/4-rotor/1-hot streak simulation was performed using the same heat flux as that

used in the 1-stator/1-rotor simulations. This simulation was performed to determine if the

application of a specified heat flux becomes more effective at alleviating the adverse effects of

a hot streak as the stator-to-hot streak ratio of the numerical simulation (3 to 1) approaches

that of the experiment (22 to 1). Figure 110 illustrates the time-averaged temperature

coefficient distribution for this simulation, along with the results of the adiabatic 3-stator/4-

rotor simulation. The specified heat flux in the current simulation appears to be slightly

more effective at reducing the time-averaged surface temperature than in the 1-stator/1-

rotor simulation. The specified heat flux, however, is still not as effective as film cooling at3 decreasing the rotor surface temperature.

A 3-stator/4-rotor/1-hot streak simulation with a specified rotor surface heat flux, stator5 trailing edge injection, and rotor pressure surface film cooling was performed to yield a better

understanding of the interaction between the hot and cold fluids as they migrate through the3 turbine stage. Figure 111 illustrates static temperature contours at one instant in time for

this simulation. Similar to the 1-stator/1-rotor simulation, the hot fluid migrates towards the

pressure side of the rotor passage, while the cold fluid migrates towards the suction side of the

passage. The hot fluid is inhibited from increasing the pressure surface temperature due to

the pressure surface film cooling. In addition, the hot streak is prevented from contacting the

suction surface by the stator base cooling fluid, which acts as a buffer between the hot streak

and the rotor surface. The fluid injected from the base of the stator is rapidly convected3 off the suction surface of the rotor in a vortex-like shedding behavior. Thus, the relative

ineffectiveness of the stator base cooling at reducing the rotor pressure surface temperature5 in the 1-stator/1-rotor simulations is a consequence of the cooling fluid migrating primarily

towards the suction surface of the airfoil. This also suggests that the application of stator

base cooling with a higher injection velocity or a fluid injection temperature slightly higher

than the local free stream temperature, but less than that of the hot streak, may be more

effective at reducing the rotor pressure surface temperature.
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6.3.2 Three-Dimensional Simulations

In an effort to further understand how to alleviate the rotor pressure surface time-averaged 3
temperature increase due to the hot streaks, a series of three-dimensional numerical simula-

tions were performed with both a heat transfer and film cooling at the rotor surface. The

computational grid topology used in the heat transfer/film cooling simulations was the same I
as that used in the adiabatic simulation. The flow conditions used in the film cooling and
heat flux simulations are representative of the circular hot streak (CHS2) and are shown in
Table 4. In the first of these simulations, a heat flux was applied to the rotor surface without

film cooling. The heat flux was specified to yield a surface temperature approximately 5 de-

grees less than the local adiabatic surface temperature. The addition of a heat flux did not
alter the stator and rotor time-averaged pressure distributions, but there was a noticeable

effect on the unsteady pressure amplitude coefficient distributions (see Figs. 112 and 113).

There is closer agreement between the predicted unsteady pressure amplitude distributions

and the experimental data than was observed in the adiabatic simulation. It is unclear if
the improved agreement is a result of the addition of heat transfer, or a consequence of the

unsteady pressure amplitude requiring more global cycles than either the temperature or 3
static pressure fields to become periodic.

Figure 114 illustrates the rotor surface mid-span time-averaged temperature coefficient I
distributions for the adiabatic simulation and the simulation with a specified rotor surface

heat flux. The addition of a heat flux is seen to have little effect on the time-averaged 1
rotor surface temperature distribution. This is expected considering the relatively small
specified heat flux and the high local time-averaged surface temperatures due to the hot 3
streak. A more negative heat flux value may reduce the influence of the hot streak on the

surface temperature, but may also have adverse effects on the stability of the computational

procedure. Figure 115 shows time-averaged temperature contours for the rotor surface with
a specified heat flux. Comparing Figs. 95 and 115 confirms that the current heat flux does

little to alleviate the high time-averaged temperatures associated with the hot streak.

In the second of the heat flux/film cooling simulations, cooling fluid was injected through

holes in the rotor pressure surface at a velocity equal to 0.2 times that of the free stream

velocity and at an angle of 25 degrees with respect to the local axial direction surface tangent.
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3 The temperature of the injected fluid was specified to be 520° Rankine (2% lower than the

free stream and 22% lower than the hot streak) and the density ratio was chosen such that

the static pressures at the injection locations were equal to the time-averaged static pressures

in the absence of film cooling. The injection holes were located at 20% and 40% of the axial

chord and extended from 20% of the span to 80% of the span, at approximately 5% spanwise

intervals. Similar to the two-dimensional simulations, two-adjacent grid points were used

to model an injection hole. A total of 22 injections holes were used in the first portion5 of the simulation. The surface heat flux was again specified to yield a surface temperature

approximately 5 degrees less than the local adiabatic surface temperature. Figure 116, which

3 illustrates time-averaged velocity vectors in the vicinity of a film cooling injection hole near

mid-span, indicates that the specified film cooling conditions do not cause boundary layer

separation in the time-averaged flow field.

Figure 117 shows the predicted time-averaged, minimum, and maximum pressure coef-3 ficient distributions, along with the experimental data [43], for the rotor at the 25, 50, and

75% span locations. The effects of film cooling on the unsteady pressure envelope of the

rotor are most evident at the 50% and the 75% span locations. Figure 118 and 119 illus-

trate the predicted unsteady pressure amplitude coefficient distributions for the stator and

the rotor, respectively, along with the experimental data [43]. The predicted results exhibit

good agreement with the experimental data, except near the film cooling holes, where the

value of the pressure is constant in time.

Figure 120 illustrates the rotor surface mid-span time-averaged temperature coefficient

distributions for the adiabatic simulation, the simulation with a rotor surface heat flux only,

and the simulation with two film cooling rows and a surface heat flux. A substantial reduction

of the time-averaged temperature on the rotor pressure surface is observed in the vicinity of3 the film cooling injection holes. As the cooling fluid convects downstream and away from the

airfoil surface, the time-averaged surface temperature increases due to the influence of the

3hot streak. In this three-dimensional simulation, the time-averaged surface temperature in

the region between film cooling injection holes and downstream of the last film cooling hole

3 increases much more rapidly than in the two-dimensional simulations. This may be partially

due to the interaction between the secondary and wall layer flows in the rotor passage, which

cause the cooler injected fluid to mix very rapidly with the hot streak fluid. Another cause
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of the temperature increase may be that the current injection angle (25 degrees) is greater

than that used in the two-dimensional simulations (10 degrees). While it appears to be
beneficial to reduce the injection angle, structural and manufacturing considerations limit
the actual range of possible injection angles. The current injection angle was chosen to
be commensurate with those found in actual gas turbines. In spite of placing film cooling

injection holes at 20% and 40% axial chord locations, the rapid mixing between the cooling
fluid and the hot streak causes an increase in the temperature of the pressure surface near
the trailing edge region. The time-averaged temperature on the rotor suction surface is
unaffected, since the film cooling holes were placed only on the pressure surface.

Figure 121 shows the time-averaged temperature contours for the surface of the rotor with
2 rows of film cooling holes and heat transfer. The film cooling locations are characterized
by the dark blue (low temperature) contours. While discrete film cooling jets can be seen

inboard of approximately 35% span and outboard of about 65% span, the cooling fluid
near mid-span appears to be contained within one continuous jet. As noted above, the film

cooling injection holes were located at approximately 5% span increments. In the mid-span

region, the computational grid lines were also spaced approximately 5% of the span apart,

resulting in 6 film cooling holes being placed at six consecutive grid points. Figure 122,
which illustrates a three-dimensional perspective of the time-averaged temperature contours

on the pressure surface of the rotor, shows that the combination of cooling fluid injection
angle and secondary/boundary layer flow causes rapid mixing of the cooling fluid and allows
the hot streak to increase the rotor pressure surface temperature aft of mid-chord region.

In an effort to eliminate the high time-averaged temperatures aft of mid-chord, a third row

of film cooling holes was added at approximately 60% axial chord. Thus, in this simulation
a total of 33 film cooling holes (each consisting of two adjacent grid points) were used. In
addition, the injection velocity was increased to 0.4 times that of the free stream velocity.

The heat flux was held at the same value as in the previous three-dimensional film cooling
simulation. Figure 123, which illustrates time-averaged velocity vectors in the vicinity of a

film cooling injection hole near mid-span, indicates that the specified film cooling conditions

do not cause boundary layer separation in the time-averaged flow field. i
Figure 124 shows the predicted time-averaged, minimum, and maximum pressure coef-
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3 ficient distributions, along with the experimental data [43], for the rotor at the 25, 50, and

75% span locations. Again, the effects of film cooling on the unsteady pressure envelope
of the rotor are most evident at the 50% and the 75% span locations. Figure 125 and 126

illustre. the predicted unsteady pressure amplitude coefficient distributions for the stator

and the rotor surfaces, respectively, along with the experimental data [43]. The predicted
results exhibit good agreement with the experimental data, except near the film cooling
holes, where the value of the pressure is constant in time.

I Figure 127 illustrates the rotor surface mid-span time-averaged temperature coefficient

distributions for the adiabatic simulation, the simulation with a rotor surface heat flux only,

and the simulation with three film cooling rows and a surface heat flux. In this simulation,
the combination of a greater injection velocity and a third row of film cooling injection holes3has eliminated most of the high temperature regions on the rotor pressure surface. The
high temperature region aft of mid-chord has been reduced, as have the high temperature3 regions between the film cooling injection holes. A small spike in the time-averaged temper-
ature distribution is noticeable just upstream of the first row of film cooling holes, and just

downstream of the first and second rows of film cooling holes. These spikes may be due to

the sudden change from a no-slip to a transpiration boundary condition, resulting in sudden
changes in the density and velocity. One possible technique for avoid;ng these spikes is to
gradually increase and decrease the film cooling parameters of adjacent computational nodes
(i.e. inject the cooling fluid at different rates through different film cooling holes).

I Figure 128 shows time-averaged temperature contours for the surface of the rotor with

3 rows of film cooling holes and heat transfer. The film cooling locations are again charac-

terized by the dark blue (low temperature) contours. Comparing Figs. 127 and 128 shows
that increasing the injection velocity extends the range of effectiveness of the cooling fluid.3 Figure 128 also illustrates that the addition of a third row of film cooling holes has signifi-
cantly decreased the time-averaged rotor pressure surface temperature aft of the mid-chord3 point. Figure 129, which illustrates a three-dimensional perspective of the time-averaged

temperature contours on the pressure surface of the rotor, suggests that a fourth row af film
cooling holes placed at approximately 5% axial chord would probably eliminate the lingering

remnants of the hot streak in the leading edge region.
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Chapter 7

Scientific Visualization Results I
i

A video tape has been created showing the animated results of the following computer
simulations:

* 2-D Adiabatic Hot Streak Migration

* 3-D Adiabatic Hot Streak Migration I
* 2-D Hot Streak Migration with Film Cooling

* 3-D Hot Streak Migration with Film Cooling I
I

Details of each of the animations are in the following subsections. Copies of the videotape
can be obtained from I

Defense Logistics Agency I
Defense Technical Information Center

Building No. 5, Cameron Station

Alexandria, Virginia 22304-6145

(NAVAIR video AD-M200038) I

9
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7.1 2-D Adiabatic Hot Streak Simulation

3 An animation containing the predicted results of the two-dimensional 3-stator/4-rotor/l-

hot streak simulation with an inlet hot streak temperature 20 percent greater than the free3 stream temperature has been created. In each of the animated sequences, a rainbow color

map (blue, green, yellow, red) was used to display color contour surfaces of a scalar quantity,
where the lowest scalar value is indicated by a blue color and the highest scalar value is

indicated by a red color. In the video, a complete cycle of the hot streak simulation consists

of 50 separate time segments (where a time segment is a snapshot of the flow field at a3 particular instant in time). The 50 time segments were determined from tie 3000 time steps

per cycle used in the numerical simulation. After carefully reviewing ihe results from the3 two-dimensional numerical hot streak simulation, the following flow features were chosen for

animation:

I eStatic temperature

3 Static pressure

9 Perturbation pressure

I Figure 130 shows the temperature field at four instants in time during the animated cycle.

The four instants in time correspond to 25, 50, 75 and 100% of a global cycle, where a

global cycle is equal to a rotor blade moving through an angle of 2r/N, where N is the

number of stator blades. The surface temperature of a rotor airfoil (the shaded airfoil in the3 figure) is also presented in the form of line plots. Line plots of the surface temperature were

included so that the video would yield both qualitative and quantitative information about

the numerical simulation. The video illustrates the hot streak migrating through the stator

passage and being distorted by the passing rotor blades.

3 Figure 131 shows the static pressure field at the four instants in time during the animated

cycle. The skin friction distribution of a rotor airfoil (the shaded airfoil in the figure) is also3 shown in the form of line plots. From Figs. 130 and 131, it is apparent that the temperature

field is approximately independent of the pressure field. However, the interaction effects

between the rotor and stator are present in the animation of the pressure field.
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Since static pressure exhibits only slight variations during the cycle, it was decided to 3
animate the perturbation pressure field. The pressure perturbation is defined as

P = P - P.a.g (7.1)

where P is the perturbation pressure, p is the local instantaneous static pressure, and Pave ,

is the local time-averaged static pressure. Figure 132 shows the perturbation static pressure
field at the four instants in time during the cycle. The displacement thickness and pressure

coefficient Cp (see Eq.(5.1)) distribution on a rotor airfoil (the shaded airfoil in the figure) are I
also illustrated in the form of line plots. The perturbation pressure is discontinuous between

the stator and rotor blade rows because the time-averaged pressure, p 1,,,, in Eq.(7.1) is3

frame-dependent. The pressure waves, created by the interaction of the stationary stator
row and the moving rotor row, can be seen propagating between the rotor and stator rows 3
and through the rotor passages. The zonal boundary between the inner and outer grids of
the rotor can be detected in this visualization (see Fig. 133), indicating possible deficiencies

in the zonal boundary conditions.

7.2 3-D Adiabatic Hot Streak Simulation I
A video tape showing the results of an adiabatic three-dimensional 1-stator/ 1-rotor/1-hot

streak simulation with an inlet hot streak temperature which is 20 percent greater than the

free stream temperature has been created.

For this animation, a complete cycle of the hot streak simulation consists of 40 separate 3
time segments. The computational solution is shown from the fifth cycle of the compu-

tation, unless otherwise specified. The 40 time segments were determined from the 2000

time steps per cycle used in the numerical simulation. After reviewing the results of the

three-dimensional numerical hot streak simulation, the following features were chosen for

animation:

e Surface static pressure 3
* Surface static temperature
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3" * Temperature isotherms

The surface static pressure at four instants in time during the animated cycle is shown in

Figs. 134 and 135. The four instants in time correspond to 0., 37.5, 75, and 100% of a
global cycle. Figure 134 shows static pressure contours from a viewing position that displays3 the suction surface of the rotor blades and the pressure surface of the stator blades, while

Fig. 135 illustrates the static pressure contours on the pressure surface of the rotor blades

and the suction surface of the stator blades. Line plots of the static pressure along the
surface of the rotor blade at the 25%, 50% and 75% spanwise locations are also shown in

these two figures. From the animated sequence of static pressure contours, it appears that

the pressure field is time-periodic.

3The surface static temperature at four instants in time during the animated cycle is shown
in Figs. 136 and 137. The four instances in time correspond to 0.,37.5, 75 and 100% of a

glo! i cycle. The viewing positions in Figs. 136 and 137 are the same as those in Figs 134

and 135, respectively. Line plots of the static temperature along the surface of the rotor
blade at 25%, 50% and 75% spanwise locations are also included in these two figures. The3line plots of the surface static temperature were included so that the animated sequence

would yield both qualitative and quantitative information about the numerical simulation.3 This animated sequence shows that, unlike the pressure field, the temperature field is not
yet periodic in time. Specifically, there is a difference in the rotor surface static temperature5(notably on the pressure surface, see Fig. 137) at the first and last time segments in the cycle.

Although this cycle of the temperature field is not yet time-periodic, the visualization from

this cycle does show qualitative trends. As a results of this video sequence, additional cycles

were run in the numerical simulation and a time-periodic temperature field was obtained.

3 The temperature field off the surface was also examined in turns of isotherms. An ani-

mation of the T = 1.05To isotherm during this cycle was created. Four segments from this

animation are shown in Figs. 138 and 139. The viewing positions in Figs. 138 and 139 are

the same as those in Figs 134 and 135, respectively. This animated sequence also suggests
that the static temperature field is not yet time-periodic. The video sequence illustrates how3the hot streak migrates from the stator passage to the rotor passage, where the isotherm is

sliced, distorted and broken up by the passing rotor blades.

U 95



U
I

Two additional computational cycles were performed to achieve a time-periodic static 3
temperature field. New animations were created for the time-periodic solution which con-

sisted of 80 separate time segments. The 80 time segments were determined from the 2000 3
time steps per cycle used in the computational simulation. It was decided to animate the

following flow features:

* Temperature isotherms

9 Surface static temperature 3
The first animated sequence in the video shows the T = 1.05T"o isotherm for one cycle of

the rotor motion. Visualization of a single isotherm is used to highlight the path of the hot
streak as it migrates through the turbine stage. This animation further illustrates how the

hot streak migrates through the stator passage into the rotor passage, where it is broken up 3
into discrete temperature eddies by the passing rotor blades.

The next animation in the video shows the surface static temperature. This sequence I
shows that the hot fluid remains on the pressure surface of the rotor for a long period after it

encounters the hot streak, eventually migrating towards the tip of the blade where it washes 3
over to the suction surface. I
7.3 2-D Hot Streak Simulation with Film Cooling

Video animations showing the results of the two-dimensional 3-stator/4-rotor/1-hot streak

simulation with film cooling and a specified heat flux have also been created. In this video, 3
a complete cycle of the hot streak simulation consists of 80 separate time segments (where

a time segment is a snapshot of the flow field at a particular instant in time). The 80 3
time segments were determined from the 3000 time steps per cycle used in the numerical

simulation. 3
Figure 140 shows the static temperature field at four instants in time during the animated

cycle. The four instants in time correspond to 25, 50, 75 and 100% of a global cycle. The 3
surface static temperature of a rotor airfoil (the shaded airfoil in the figure) is also included

in the form of line plots. The video illustrates the migration of the cooling fluid which is 3
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3 injected from both the trailing edge of the stator blades and the pressure surface of the rotor

blades.U
7.4 3-D Hot Streak Simulation with Film CoolingI
Animations showing the results of a three-dimensional 1-stator/1-rotor/1-hot streak simula-

tion with film cooling and a specified heat flux have been created.

In this video, a complete cycle of the simulation consists of 80 separate time segments.

The computational solution is shown from the tenth cycle of the computation unless other-

wise specified. The 80 time segments were determined from the 2000 time steps per cycle5 used in the numerical simulation. After reviewing the results of the three-dimensional nu-

merical hot streak simulations which included film cooling and a specified heat flux, it was3 decided to animate the following:

* Surface static temperature

•9 Temperature isotherms

3 The surface static temperature at four instants in time during the animated cycle is shown
in Figs. 141 and 142. The four instants in time correspond to 25, 50, 75 and 100% of a global
cycle. The viewing positions in Figs. 111 and 142 are the same as those in Figs 134 and

135, respectively. The surface temperature of a rotor blade at 25%, 50% and 75% spanwise
locations is also displayed as line plots in these two figures. This video sequence suggests that

the simulation is not quite time-periodic in terms of the film cooling patterns on the rotor

pressure surface. Additional computing cycles were performed a completely time-periodic5 temperature field was attained.

The temperature field off the surface was also examined in terms of isotherms. An

animation of the T = 0.99T. and the T = 1.05T. isotherms were created for this cycle of
motion. In the animation, the T = 1.05T, isotherm is represented as a red surface, and the3 T = 0.99Too isotherm is represented as a blue surface. The T = 0.99T 0 isotherm was used

to represent the boundary of the film cooling region on the rotor surface. The T = 0.99T".3 isotherm was calculated only on the pressure side of the rotor using information from the
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inner O-grid. The isotherm was confined to this region because the temperature of the film

cooling fluid was very close to the free stream temperature. Four time segments of this

animation are shown in Fig. 143. Figure 143 shows the isotherms from a viewing position 3
that displays the pressure surface of the rotor blades and the suction surface of the stator

blades. This figure illustrates the interaction between the two isotherms as the hot streak

.migrates through the rotor passage and encounters the ccGling fluid. Thus, the visualization
shows both qualitative and quantitative trends on how hot streaks and film cooling effect

the temperature of turbine rotor blades. 3
9
I
I
I
I
U
I
I
I
I
I
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* Chapter 8

I Conclusions
U

This document has presented the results of a computational study in which the primary

focus was to develop a Numerical Rotating Rig for enhancing the understanding of complex
three-dimensional flows in axial turbomachinery. The primary components of the Numerical

Rotating Rig developed in this study consist of a three-dimensional unsteady Navier-Stokes

analysis and a scientific graphical visualization system. The Numerical Rotating Rig was3 extensively validated and then used to perform numerical experiments to determine the

effects of hot streak migration and film cooling on the heat transfer in a turbine stage.

I To gain insight into the influence of hot streak migration, secondary flow, heat transfer,

and film cooling on the surface temperature distribution of a first stage rotor, numerical
simulations of hot streak migration through a turbine stage have been performed. The main

goals of these simulations have been to 1) understand the physical mechanisms which control3 the migration of hot streaks through a turbine stage and lead to "hot spots" on the rotor

pressure surface, 2) demonstrate that numerical simulations can be used to predict when

rotor surface heating will exceed allowable structural limits, 3) eliminate the adverse effects

of hot streaks using heat transfer and film cooling, and 4) use advanced scientific visualization

techniques to identify the pertinent aerodynamic and thermodynamic features of the flow

fields.

5 A set of rigorous validation cases were performed to assess the ability of the Navier-Stokes

procedure to accurately predict aerodynamic performance, boundary layer, and heat trans-5 fer quantities. The predicted results were compared with results of another Navier-Stokes
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procedure, results of a boundary layer analysis, and experimental data. The current Navier- 3
Stokes procedure provided accurate results for all the validation cases, provided adequate

grid computational grid density was used. I
Several two- and three-dimensional hot streak migration simulations with a hot streak

temperature 20 percent greater than the free stream temperature have been performed and

the predicted results compared with experimental data. The predicted results from the two-

dimensional adiabatic simulations indicate that blade count ratio has little effect on predicted

time-averaged surface pressure and temperature distributions, but a substantial effect on the

unsteady flow characteristics. It was demonstrated that two-dimensional simulations can be

used to provide reliable warnings as to when and where rotor surface temperatures exceed
allowable limits. Results of the three-dimensional adiabatic hot streak simulation confirm

the experimental observations that high temperature hot streak fluid accumulates on the

pressure surface of the rotor blades, resulting in a high time-averaged surface temperature

"hot spot". The influence of secondary flows on the predicted three-dimensional migration

pattern of the hot streak has been shown to be consistent with experimental data. In

addition, it was determined that the time-averaged rotor pressure surface temperature is a

function of several inter-related variables, all of which control the "residence time" of the
hot streak in the vicinity of the rotor pressure surface. Much more research is necessary to

develop a non-dimensional parameter which adequately describes the complex interaction 3
between hot streaks and a three-dimensional viscous flow field.

Results of numerous two- and three-dimensional hot streak simulations indicate that I
the addition of a rotor surface heat flux is an ineffective means of reducing the high time-

averaged temperatures on the pressure surface of the rotor. The addition of film cooling I
holes on the rotor pressure surface, however, was found to be highly effective in eliminating

the adverse effects of the hot streak on the rotor surface. The cooling hole location, fluid 3
injection angle, and fluid injection velocity were all varied to determine a reasonable and

practical film cooling scheme. 3
Animated sequences have been created showing the temperature and pressure fields for

rotor/stator interacting flows. The effects of hot streaks migration, with and without film 3
cooling and a heat transfer flux, have been displayed using scientific visualization techniques.

I
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3 In this video, the temperature field was displayed as contours on the airfoil surfaces and

isotherms away from the surfaces. For each of the cases examined in this investigation, the5 animations were used to verify the time periodicity of both the pressure and temperature
fields. The numerical simulations, coupled with the animations, have given new insights into

the physics of the rotor/stator interaction and the effect of hot streak migration and heat

transfer.

5 The successful demonstration of three-dimensional 1-stator/1-rotor/1-hot streak numer-

ical simulations, with and without the effects of film cooling, warrants the application of
this technology to the design environment. Using a three-dimensional Numerical Rotating

Rig, advanced turbine blade designs could be optimized by reducing secondary flows and
surface heat transfer through re-contouring of the three-dimensional blade shape and refine-
ment of film cooling schemes. In the future, visualization research should be focused on

developing data compression techniques and automated feature detection procedures which3 locate critical physical phenomena using the smallest possible data set. In addition, research

is needed to develop and apply advanced user-interfaces, such as virtual reality, which will3 help engineers more efficiently analyze large scientific data sets.

I
I
I
i
I
I
[
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4Difference Scheme

-1 Second order fully upwind I
0 Second order Fromm's

1/3 Third order upwind biased

1/2 Second order low truncation error

1 Second order central I

Table 1: Discretizations for various values of 4 I

Case Grid Density Ayu.& ° Ay w,, Profile Total Profile Total Tns

streamxtangxspan (y+) (W) AP/Pt AP/Pt, 2 02

1 H-70 x 31 x 25 0.00100 0.00300 0.20846 0.19065 27.96 27.34 yes

0-101 x 31 x 25 (4.260) (7.430)

2 H-70 x 31 x 25 0.00010 0.00100 0.16102 0.18373 27.49 27.36 no

0-101 x 31 x 25 (0.384) (2.920)

3 H-70 x 31 x 25 0.00010 0.00100 0.16100 0.18372 27.49 27.58 yes I
0-101 x 31 x 25 (0.379) (2.781)

4 H-70 x 31 x 51 0.00010 0.00010 0.14575 0.17271 27.67 27.38 yes

0-101 x 31 x 51 (0.360) (0.266)

5 H-70 x 31 x 71 0.00010 0.00010 0.13898 0.17075 27.73 27.26 yes

0-101 x 31 x 71 (0.351) (0.266)

6 H-70 x 31 x 91 0.00010 0.00010 0.13051 0.17064 27.75 27.25 yes

0-101 x 31 x 91

2-D 0-131 x 61 0.00002 - 0.12030 - 26.58 yes

H-71 x 21 (0.059) -

EXPT - - I - 0.13000 0.17437 26.80 26.32 -

Table 2: Grid refinement study for Langston cascade
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3

Flow coefficient, 4 0.68U Inlet Mach number, M 0.07

Rotor rotation speed, 11 470 RPM

Reynolds number, Re 3.937 x 10/meter

Axial gap, g 65%
Free stream temperature, T 530' Rankine

Hot streak temperature, Th. 10600 Rankine

3 Table 3: Flow conditions for the CHS1 experiment

H Flow coefficient, 4) 0.78
Inlet Mach number, M, 0.07

Rotor rotation speed, A? 410 RPM

Reynolds number, Re 3.937 x 10/meter

3 Axial gap, g 65%
Free stream temperature, T, 5300 Rankine3 Hot streak temperature, Th, 6360 Rankine

Table 4: Flow conditions for the CHS2 experimentI
3 Flow coefficient, 4 0.35

Inlet Mach number, M, 0.051

Rotor rotation speed, A? 710 RPM

Reynolds number, Re 3.937 x 106/meter

Axial gap, g 65%

Free stream temperature, T, 5300 Rankine

Hot streak temperature, T,. 10600 Rankine

Table 5: Flow conditions for the PHS experiment
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I Figure 29: Pressure distribution for E3 turbine blade, 100 incidence
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I Figure 31: Pressure distribution for E3 turbine blade, 0* incidence
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Figure 32: Pressure distribution for E 3 turbine blade, -5* incidence
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I Figure 35: Velocity vectors for El turbine blade at 10* positive incidence
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Figure 37: Exit flow angle and total pressure loss as a function of grid point density for
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Figure 53: Mid-span pressure surface Stanton number distributions for Langston cascade
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Figure 60: Gap-averaged total pressure coefficient distributions for Langston cascade
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Figure 63: Gap-averaged flow angle distributions for Langston cascade
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U Figure 69: Predicted and experimental blade loading for the LSRR stator
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Figure 70: Predicted and experimental blade loading for the LSRR rotor
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I Figure 71: Pressure amplitude coefficient distribution for LSRR stator
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Figure 72: Pressure amplitude coefficient distribution for LSRR rotor
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Figure 74: Time-averaged static temperature contours for 3-stator/4-rotor hot streak simu-5 lation
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I Figure 77: Predicted pressure coefficient distribution for the LSRR stator
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Figure 78: Predicted and experimental pressure coefficient distributions for the LSRR rotor
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I Figure 80: Predicted and experimental rotor surface temperatures for a planar hot streak
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Fi gure 81: Predicted time-averaged temperature profiles for LSRR rotor - planar hot streak
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Figure 82: Predicted and experimental rotor surface temperatures for a planar hot streak3 using new correlation
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Figure 85: Temperature history at mid-span LSRR rotor surface - 2% span
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Figure 86: Temperature history at mid-span LSRR rotor surface - 25% span
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Figure 87: Temperature history at mid-span LSRR rotor surface - 50% span
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Figure 88: Temperature history at mid-span LSRR rotor surface - 75% span
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Figure 90: Time-averaged pressure coefficient distribution for LSRR stator1 176
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Figure 91: Time-averaged pressure coefficient distribution for LSRR rotor3 177
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5 Figure 100: Time-averaged velocity vectors in the vicinity of the film cooling hole
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I Figure 102: Temperature coefficient distributions for film cooling simulation
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Figure 103: Temperature coefficient distributions for film cooling simulations
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Figure 105: Temperature coefficient distributions for film cooling simulations
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Figure 106: Temperature coefficient distributions for film cooling simulations
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Figure 119: Pressure amplitude coefficient for rotor mid-span - 2 rows f.c.
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Figure 130: Static temperature contours for 2-D adiabatic hot streak simulation
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I Figure 132: Perturbation pressure contours for 2-D adiabatic hot streak simulation
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Figure 133: Magnified perturbation pressure contours for 2-D adiabatic hot streak simulation
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I Figure 136: Surface temperature for 3-D adiabatic hiot streak simulation (View - rotor suction

side) 2
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I Figure 137: Surface temperature for 3-D adiabatic hot streak simulation (View - rotor pres-

sure side)I
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I.

I ulations can be used to predict when rotor surface heating will exceed allowable structural

limits, 3) predict when the adverse effects of hot streaks on rotor surface temperature can
be eliminated using film cooling, and 4) use advanced scientific visualization techniques to

quickly identify and illustrate the pertinent aerodynamic and thermodynamic features of the

3 flow fields.

This document is organized into eight chapters. Chapter 1 is the introduction and pro-
vides background information on the problem of hot streak migration. The three-dimensional
numerical procedure, including the governing equations, the integration procedure, the tur-3 bulence/transition models, and the boundary conditions iE discussed in Chapter 2. The
grid generation procedure for the zonal grid topology is explained in Chapter 3. The fourth

chapter reviews the visualization technology used in this investigation. Chapter 5 describes

the test cases used to validate the numerical procedure. The results of numerous hot streak

migration simulations are presented and analyzed in Chapter 6. A video, which was created

from the animated results of the numerical simulations, is discussed in Chapter 7. Finally,
Chapter 8 presents the conclusions and recommendations of this investigation.

The three-dimensional source code, users manual, and/or video resulting from this inves-

tigation may be obtained from

Defense Logistics Agency

Defense Technical Information Center

Building No. 5, Cameron Station3 Alexandria, Virginia 22304-6145
(final report AD-A250 688 )

(user's manual AD-B164 302)

(source code AD-M200 104)
(video AD-M200 105)
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I Chapter 7

Scientific Visualization ResultsI
I A video tape has been created showing the animated results of the following computer

simulations:

e 2-D Adiabatic Hot Streak Migration

e 3-D Adiabatic Hot Streak Migration

* 2-D Hot Streak Migration with Film Cooling

* 3-D Hot Streak Migration with Film Cooling

Details of each of the animations are in the following subsections. Copies of the videotape
can be obtained from

I Defense Logistics Agency

Defense Technical Information Center3 Building No. 5, Cameron Station

Alexandria, Virginia 22304-61453 (NAVAIR video AD-M200 105)

I
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