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ABSTRACT

A relatively complete regional model is utilized to simulate downslope winds in

two dimensions. The purpose of this study is to investigate the applicability of

conclusions gained by prior investigators using simpler models that lacked diurnal

solar cycles and have not explicitly included boundary layer physics. The model

used in this study retains turbulent kinetic energy and surface energy budgets as

well as longwave and shortwave radiative effects, and is applied to a realistic section

of topography over Northern Utah. The diurnal cycle, established by the radiation

calculations and reinforced with the prognostic turbulence closure terms, is found to

be a first order effect and therefore essential for the evolution of windstorm events.

These events are characterized by a nocturnal maximum in the forecast wind fields

and development of a strong low level temperature inversion. Winds are weakest

in the early afternoon at the time of strongest vertical turbulent mixing and most

unstable stratification.

This study confirms previous findings on the importance of the vertical wind

and stability profiles to the amplification of downslope winds. It also investigates

the dynamics of the momentum equation, and finds that, over most of the region

of strong winds, the Bernoulli and dissipation terms oppose the pressure gradient

and terrain following terms, and the Coriolis term is neglible.

Preliminary results for the three-dimensional case are presented and appear to

validate the results of the two-dimensional case for present goals.

"AI
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CHAPTER 1

INTRODUCTION

The study of dynamical aspects of downslope windstorms has a relatively long

history. Experimental results by Long (1953, 1955) are the basis of much of the

current knowledge in the field of stratified fluid flow. An excellent review of

Long's work, observational studies by F6rchtgott (1949, 1952), as well as some

early theoretical studies, including those by Queney (1947) and Scorer (1949, 1953,

1954), are summarized in a review article by Corby (1954). Corby recognized the

importance of Scorer's inclusion of the effects of vertical variation of the stability

and wind shear. The numerical relationship of these terms has come to be known

as the Scorer number and is expressed as:

1 (g/3 I8 2 U)- jT U2 U OZ2](11

where k is the zonal wave number of the disturbance, g is gravity, j is a measure

of stability, and U is the horizontal wind velocity.

This number was the basis for one of the first theories of downslope winds to gain

widespread acceptance; the trapped lee wave theory of Scorer and Klieforth (1959).

Trapped lee waves occur when the wind profile exhibits a rapid increase in speed

with increasing height which prevents the upward propagation of the wave energy.

The numerical relationship of the stability and wind shear terms, as expressed by

the Scorer number, are still widely accepted; however, trapped lee waves are no

longer thought to be a mechanism by which strong downslope windstorms develop.
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Observations have indicated that waves associated with strong windstorms have a

longer horizontal wavelength than that predicted by trapped lee wave theory and do

propagate vertically. Several new theories were proposed during the 1970s. Three

mechanisms that will be discussed briefly are the resonant lee wave theory, the wave

breaking theory and the hydraulic jump theory.

Klemp and Lilly (1975, 1978) suggested that the mechanism is one of reso-

nant lee waves, which differs from the trapped lee wave theory in that the waves

are free to propagate vertically. The waves are partially reflected downward by

stability variations and strong winds result from an optimal superposition of the

upward and downward propagating components. Klemp and Lilly (1975) used a

two-dimensional, linear, hydrostatic, steady-state model with potential temperature

as a vertical coordinate to model the 11 January 1972 windstorm near Boulder,

Colorado. This windstorm has been studied and modeled by several researchers

because of the excellent data set available for verification, as discussed in Lilly and

Zipser (1972), including aircraft observations and surface anemometer traces taken

in Boulder. Their model results appeared to corroborate their analytic conclusions

that development of strong win& d, greatly influenced by the previously discussed

stratification, and that the ideal wind and stability profiles are those which cause

the waves to approximately reverse phase between the surface and the tropopause.

Clark and Peltier (1977, 1984) and Peltier and Clark (1979, 1980) argue that the

large amplitude waves and downslope winds develop only after wave breaking. They

contend that nonlinear waves are reflected by a wave-induced critical level and thus

grow by resonance. Their model, described by Clark (1977), is three-dimensional,

nonhydrostatic, anelastic and uses a terrain following coordinate system. They used

this model to produce an excellent simulation of the resultant horizontal windfield

for the 11 January 1972 windstorm. In doing so, they contended that the isen-

tropic coordinate system used by Lilly and Klemp was inappropriate since a local
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region of superadiabatic temperature gradient was produced during formation of

the wave-induced critical level. Furthermore, use of the hydrostatic approximation

was invalid because observations indicated support for strong lee waves, which are

nonhydrostatic phenomena.

Lilly and Klemp (1980, p. 2121) defended the relative simplicity of their model.

They claimed that although the nonhydrostatic and nonlinear processes are signifi-

cant, linear theory can predict strong responses from appropriate initial conditions.

They recognized the usefulness of more complex models while stating, "there is

also merit in exploiting the simplest models which contain the physical core of the

problem and also make verifiable predictions."

Finally, the hydraulic jump theory was advanced by Houghton and Isaacson

(1968) and Houghton and Kasahara (1968). The principles are based on Long's

work, and contend that when a vertically bounded fluid travels up and over an

obstacle a hydraulic jump occurs as the flow accelerates from subcritical to super-

critical speeds. This mechanism is nonlinear and nonhydrostatic. Durran (1986)

applied this theory, using a nonhydrostatic, compressible model with a terrain

following coordinate system, to study the 11 January 1972 event. He did simulations

comparing the relative importance of the presence of an elevated inversion and

changing the stability and wind profiles in the stratosphere. Durran concluded that

the elevated inversion was essential to strong wind amplification, while altering the

stratospheric profile prevented wave breaking without eliminating the strong winds.

A significant drawback of the hydraulic jump theory is the requirement of an

upper boundary, which is either a free surface or rigid plate. This requirement may

be more restrictive than many of the assumptions made in other models, such as

the hydrostatic approximation.

Subsequent articles continued to examine and compare these theories. Blumen

and Hartsough (1985) evaluated the Klemp and Lilly (1975) model using a con-
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tinuous versus layered atmospheric profile. Their findings supported Klemp and

Lilly's results. Smith (1985, 1987) agrees with Clark and Peltier's conclusions on

the importance of wave-breaking; however, he presented a different mathematical

basis for amplification. Smith used Long's equation and developed a relationship

that explicitly related wave-breaking amplification to mountain height. Clark and

Peltier based their model on the physical assumption that a critical level is formed

by the wave-overturning, and that this critical level acts as a free-surface to reflect

incoming waves. The formation of the critical level can be influenced by terrain

height, but the dependence is only implicit.

Although the importance of the elevated inversion is widely accepted, many

other factors are still disputed. Clark and Peltier (1984) and Smith (1985) discuss

effects of a reversing wind profile, concluding that it may enhance wave-breaking,

and thus wind amplification. Durran (1990) suggests that there is not one unique

mechanism responsible for all strong wind events. Instead criteria such as the

mountain height, mean state flow, and the Brunt-Viisrli frequency all play a role

in determining whether, and by which mechanism, a strong windstorm can develop.

The above summary indicates a long and continuing history of theoretical studies

of downslope windstorms, which support a variety of dynamical mechanisms. The

relative influences of physical mechanisms that actually modulate the evolution

of these storms has, however, been less well studied. In particular, the role of the

diurnal cycle of surface heating may be expected to modulate downslope windstorms

strongly in view of the effect of diurnal cycles upon the low level stratification, a

key parameter in the dynamical theories. None of the above cited studies has

included realistic diurnal cycles. Similarly, although several studies used first order

diagnostic simulations of eddy turbulence, none has allowed a predicted evolution

of turbulence. Since a parcel moving through the windstorm experiences rapid

local changes of stability and shear, it is more appropriate to allow advective and



temporal changes in the turbulence. First order treatments describe both vertical

and horizontal mixing entirely in terms of local shear and stability and do not allow

such effects. Finally, most studies have assumed relatively idealized topographic

profiles, and many have focused upon atmospheric conditions and verification for

cases near Boulder, CO. Consequently, the applicability of the theories to more

complex topography and other regions has not been thoroughly tested.

The central goal of this study is to remove some of these simplifications by using

realistic local topography of northern Utah, and a model that retains a prognostic

turbulence treatment for vertical mixing. Early versions of this model are described

by Paegle and McLawhorn (1983), and implementations of real data predictions

are contained in studies by Astling et al. (1985) and McCorcle (1986) east of

the Rockies, by Paegle et al. (1984) and Paegle and Vukicevic (1987) around the

Alps, and by Berri and Paegle (1990) over the Andes. Each of these studies focused

upon the boundary layer evolution, and several provided comparisons with observed

atmospheric evolution, and thereby validated the physical parameterizations of

the model. Recent enhancements of the model now permit execution of deep

versions extending through the troposphere, and allow initialization with arbitrarily

specified initial conditions on pressure levels. These enhancements allow model

applications to the downslope wind problem, and the careful treatments of solar

cycles, long wave radiation, and vertical mixing permit more complete explorations

of the sensitivity of windstorms to ambient conditions than has been possible with

simpler models.

The model has two major assumptions: it is hydrostatic and does not include

cloud processes. Scale analysis demonstrates that the hydrostatic assumption is

valid whenever the squared ratio of the vertical to horizontal scales is much less

than one. This condition holds in most of our integrations, in which the vertical

scale of the downslope winds in on the order of 1 km, while the horizontal grid does
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not effectively resolve structures much shorter than approximately 10 km.

The version of the modei used here does not include moisture, except in the

longwave radiation terms. Durran and Klemp (1983, p. 2341) concluded "the

addition of moisture to the upstream flow greatly reduces the wave response."

Observations during downslope windstorms along the Wasatch front support the

conclusion that they are primarily dry events. Thus the lack of moisture and cloud

interactions are not significant concerns for the phenomena investigated.

This study is intended to relate some of the factors discussed, such as vertical

wind profile and stability, to strong windstorm development over the complex

terrain found along the Wasatch Mountains near Salt Lake City, Utah. Another

goal is to investigate which characteristics are essential for a model to fully predict

strong winds and to distinguish strong windstorms from nonevents. Our interest is

due to both the close proximity to the phenomena and the applications of earlier

knowledge to other mountain ranges.

The model is described in more detail in Chapter 2 of this thesis. All regional

models include artificial lateral boundary conditions. Tests of these conditions

are presented in Chapter 3. Both the presence of the radiation calculations and

complete parameterization of the vertical mixing coefficient were found to create

and enhance the diurnal cycle, thus strengthening the resultant wind fields. These

results and the effects of changing the grid size are also found in Chapter 3.

In Chapter 4, sensitivity experiments are presented. They include effects from

changing the vertical wind and initial stability profiles, along with analysis of the

momentum equation terms to determine the primary forcing mechanism, and the

structure of the downstream wind profile.

The results presented in Chapters 3 and 4 were done in two dimensions, as

has been the case for much of the work in previous studies. In Chapter 5, some
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preliminary results for three-dimensional tests are discussed, while the conclusions

are presented in Chapter 6.



CHAPTER 2

NUMERICAL MODEL

2.1 Full Equations

This study uses a version of the regional model described in Paegle and

McLawhorn (1983). The atmosphere is modeled to a depth of 10 km, with 17

grid points. The bottom grid pnint is at the roughness height of .05 m and is

constrained to be equal to the top soil level. Variable vertical resolution is used,

with the height for each grid point given in Table 2.1. There are 17 soil layers,

equally spaced below the surface, to a depth of .64 m. The temperature is calculated

for each of these layers to allow storage and retransmission of heat fluxes; however,

the soil parameters of heat capacity and density are held constant throughout these

experiments.

2.1.1 Dynamics

The model is hydrostatic and utilizes terrain following coordinates. The mo-

mentum equations are:

Ou Ou 0u Ou 1 ap' p' OZTOt+ U'z + VF- + wFz - fov = -- -- g-1 +F
am 3 ps J (2-.-1)+

Ov Ov Ov Ov lOp' p' OZT
Or ±u z Pa± Y-+ =--S-- (2.2)

ap I
L9 = -P' g, (2.3)

where (u, v, w) are (eastward, northward, upward) wind components, (x, y, z,

t) are the three Cartesian coordinates and time, f is the Coriolis parameter, p.
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Table 2.1. Vertical grid levels.
Grid point number height

1 .05 m
2 .1 m
3 im
4 10 m
5 100 m
6 300 m
7 500 m
8 1 km
9 2 km

10 3 km
11 4 km
12 5 km
13 6 km
14 7 km
15 8 km
16 9 km
17 10 km

is basic state density, p' is perturbation pressure, p' is perturbation density, g is

gravitational acceleration, ZT is terrain height and (F= , F ) are frictional forces.

The latter are specified by a mixing coefficient treatment and the coefficient (Dk)

is proportional to deformation rate.

The anelastic form of the continuity equation is:

0 , Inz P+ OW, (2.4)

where p is total density.

The atmospheric thermodynamic equation is of the form:

ae ao 8 89 a ae
+ +V W- Oz \, 1 + heating terms, (2.5)

where 0 is potential temperature and K, is turbulent conductivity. Paegle and

McLawhorn (1983) give detailed derivations of (2.1) - (2.5).
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2.1.2 Physics

The solar angle is computed at each grid point as a function of time of day,

day of year and position on the earth's surface. The solar radiation is a function

of the albedo and solar angle. Full equations are given in Paegle and McLawhorn

(1983). For all of the runs discussed in this thesis, the day of year was taken as

79.2, which corresponds to the vernal equinox. Solar radiation terms specify the

incoming radiation, absorption, and reflection with an albedo that was assumed to

be constant at 0.3.

The longwave radiation budget is calculated from the upward and downward

radiative fluxes from both the atmosphere and surface. Cloud interactions are

not included in this version of the model, and water vapor is the only radiative

gas considered in the atmospheric calculations. The radiative flux calculations are

carried to a height of 12 km above the surface.

The turbulence closure specifies the vertical mixing coefficient by:

K. = Vi/bS. (2.6)

Here b, the turbulent kinetic energy is forecast by:

Ob Ob Ob 2 /9 \219
-+UT VF+F =K..(F + 1Kii

O +y + z [K, -z + z T ZO

.(-) + '0 (K Lb (2.7)
C (14) OZ O1,

where T is temperature. The mixing length, 1, is calculated from:

I = kz I + 4t,(2.8)

where k is Von Karmain's constant and the profile functions 4,m (t) are those used

by Zdunkowski et al. (1976). The Monin-Obukhov length scale L is calculated

from surface layer gradients, and A is the height weighted integral of b:

A 1.4 f2 Ka (2.9)
0t bdz
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S is a function of the local Richardson number, (Ri) and the constant a:

_(.213 - &') (269 - f
S =) (.25 (- R) - (2.10)

We set a = 1.2 and S is constrained to be greater than or equal to 0.1. This

parameterization is similar to that used by Yamada and Bunker (1989).

2.1.3 Numerical Methods

Eqs. (2.1) - (2.5) are solved by finite difference methods in the horizontal plane

and finite element methods in the vertical. The turbulence and diffusion terms

are calculated through a backward differencing scheme and thus are fully implicit.

Computational modes develop because the scheme is not staggered in space. These

are controlled by passing the changes in the horizontal wind components through

a Fourier filter. The time step is limited by the Courant-Friedrichs-Lewy stability

criterion applied to two space dimensions:

CAt (.1
-<.7, (2.11)

where C is the maximum horizontal propagation speed. All vertical fluxes are

computed with absolutely stable implicit methods.

2.2 Simplifications Tested

2.2.1 Vertical Mixing Coefficient

In the full model equations, the vertical mixing coefficient is that given in the

previous section. Tests were also done with this parameterization replaced by a

linear function of height through 300 m and constant above, i.e.,

K= 0.lz, if z < 300 and K, = 30, if z > 300. (2.12)
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2.2.2 Radiation

The radiation calculations are performed every five minutes to allow interactions

between the radiation terms and atmospheric variables which establish a diurnal

cycle. Runs were made neglecting the solar and longwave radiation terms to test

their importance.

2.3 Boundary Conditions

2.3.1 Top

The initial pressure is maintained and geostrophic flow is assumed at the upper

boundary. The hydrostatic equation is used to integrate the pressure downward,

from the model top.

2.3.2 Lateral Sides

Initial values of the u and v wind components and temperature are maintained on

the boundaries through time (Dirichlet boundary conditions). The boundary values

for moisture and turbulent kinetic energy are determined by setting them equal to

the values calculated at one grid point within the boundary. This is known as

Neumann boundary conditions. A Fourier filter is used to remove waves possessing

wavelengths between 2AX and 4AX to control the growth of computational modes.

This filter is applied only on the change from the initial state; thus only the changes

must be periodic.

2.3.3 Sponge Layers

The horizontal diffusion coefficient (Dk) is calculated as a function of velocity

gradient and grid size. A "sponge" layer was added adjacent to the east and west
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boundaries, where horizontal diffusion increases linearly from this interior value to

a maximum determined by the grid size and time step. The maximum value is:

1 AX
2

Dk -- A(2.13)
4 At

2.4 Model Initialization

The method used throughout these experiments is to initialize from a column of

data, provided at selected pressure levels, and interpolate to the model grid. This

method allows for variations in the initial stability and vertical wind profile. The

initial field is horizontally uniform.

2.5 Domain

The terrain was obtained from a real terrain data set for the Wasatch Mountains,

from 112.8 to 110.8 °W, averaged over latitudes 41.0 to 41.1 'N. The area studied

comprises the western slopes of the Wasatch Range, where strong easterly winds

are sometimes observed. Therefore upstream refers to east of the mountain and

downstream to the west.

The data set has 120 grid points per degree longitude and latitude. The initial

terrain profile for this 2 0 longitudinal cut is shown in Fig. 2.1. The upstream region

was brought back down to a baseline of 1250 m for mass continuity considerations.

(Fig. 2.2). This profile was then passed through a Fourier filter consistent with

that used for the model equations (Fig. 2.3). These points were interpolated to 33

grid points and finally the downstream plain was smoothed and extended to study

the windfrow further from the mountains (Fig. 2.4).

The result of these manipulations is a field with 65 grid points in the east-west

with a grid size of appioximately 5.75 km. This grid size is small enough to model
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steep and complex terrain, but large enough for hydrostatic scale considerations to

remain valid.



CHAPTER 3

BASIC NUMERICAL EXPERIMENTS

3.1 Boundary Placement and Sponge Layer

A series of two-dimensional runs with Gaussian terrain, and without radiation

terms, demonstrated that the forecasts were dependent on the location of the

mountain relative to the domain boundaries. Two mountain positions were tested,

one in the middle of the domain (Fig. 3.1) and the other closer to the eastern

boundary (Fig. 3.2). Amplifying oscillations appear after about 8 hours in both

cases, and these are more pronounced for the topography of Fig. 3.2. Figs. 3.3

and 3.4 show plots of the forecast zonal wind component versus time at a height

of 300 m and horizontal grid points 15 and 23, respectively, plotted at each time

step. The easterly component is shown as a negative velocity. These oscillations

are damped in the runs with sponge layers (Figs. 3.5 and 3.6). The resultant wind

field appears to reach a steady-state near 45 m/sec. This is quite strong, but is

attributed to the height of the mountain (2400 m). Running the model with the

mountain height at 1000 m (not shown) resulted in peak windspeeds of 24 m/sec.

The speeds and vertical structure for this run are very comparable to Durran's

(1986, Fig. 17) results.

An upper sponge layer was also tested. It was constructed similar to the lateral

sponge layers, with an increase in the vertical mixing coefficient near the upper

boundary. The boundary value was calculated by:

1 Az 2

K. - 4_ A(3.1)

This was found to have little effect on the resultant wind fields and so was not used.
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Figure 3.3. Forecast zonal wind component vs. time, at grid point 15 and a height
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Figure 3.6. Forecast zonal wind component vs. time, at grid point 23 and a height
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3.2 Resolution

The effect of varying resolution was tested in early runs with both Gaussian

topography and a more realistic terrain cross-section. Using Gaussian topography,

the finer resolution runs produced slightly stronger wind fields (not shown), al-

though the pattern was the same. If the grid size was decreased below 5 kin, little

additional change was apparent. Because of this and the hydrostatic constraint, all

subsequent integrations are done with a grid size of 5.7 kin, unless otherwise noted.

In the runs with realistic terrain, the results were dependent on the profiles

used. Interpolation to a coarse grid led, in some cases, to a markedly different

terrain pattern as some peaks or valleys were not resolved. Thus the appropriate

scale was dependent on the terrain.

3.3 Simplifications Tested

A control run was done to establish a baseline response to the full forcing of

the model in two dimensions, with the terrain given in Fig. 2.4, against which

simplifications could be compared. The wind field was initialized as uniform easterly

flow at 10 m/sec, and the lapse rate was constant at 6.5 0C per km. In Chapters

3 and 4, all runs are initialized at 6:00 a.m. local time and the plots of forecast

zonal wind component versus time correspond to a height of 300 m and grid point

42. This point was chosen for the time evolution plots because it is just west of the

base of the mountain, grid point 43 (in Fig. 2.4), and 300 m is the level at which

the strongest low level winds are forecast for most runs, and the wind data is saved

and plotted for every time step. The levels given in the vertical cross-sections are

terrain following; thus, they are the atmospheric height above the topography at

any given point. Fig. 3.7 is the forecast zonal wind component versus time for the

control run. A 6-10 m/sec temporal oscillation, with a period of approximately an

hour, can be seen in Fig. 3.7. This develops in all of the zonal wind versus time
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plots. The cause of the temporal oscillation is not clear, but may be related to

the secondary instability investigated by Peltier and Scinocca (1990; Fig. 4). They

found the amplitude of the oscillation was as large as the time averaged response

and the period was approximately 12 minutes for their nonlinear simulation. The

temporal oscillation may also be a manifestation of dry convection as discussed

later. The forecast zonal wind field for zlapsed time of 18.0 hours (midnight local

time) is given in Fig. 3.8, with easterly winds shown as solid contours and westerlies

dashed. The wind field in this graph shows a flow reversal near 3 km, and grid point

44. This is similar to Durran (1986, Fig. 17) and appears to be caused by a vertical

propagating wave with a very high amplitude.

Figs. 3.9 and 3.10 show cross-sections of the potential temperature field.

At midnight local time (Fig. 3.9) there is a stable low level stratification with a

temperature inversion in the lowest levels. The easterly wind component reaches a

minimum shortly before noon as seen on Fig. 3.7. Fig 3.10 corresponds to noon

and shows unstable stratification in the lowest 500 - 1000 m.

3.3.1 Vertical Mixing Coefficient

Runs were carried out to examine the sensitivity of the results when the param-

eterization of Eq. (2.6) was replaced by Eq. (2.12). During the day, the vertical

mixing coefficient, as calcb 1ted from the full parameterization, is considerably

larger than that given by the simplified version. Since at night the turbulent

kinetic energy becomes small and the stability is large, the vertical mixing coefficient

diminishes. Fig. 3.11 shows graphs of K. versus time for a point 10 m above the

surface, for each parameterization. Fig. 3.12 is similar, but at a height of 300 m.

With the simplified parameterization, the vertical mixing is too small during the

day and too large at night. Fig. 3.13 displays the forecast zonal wind component

versus time and Fig. 3.14 shows the forecast wind field at midnight, with the
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Figure 3.9. Vertical cross-section of potential temperature at midnight local time.

Contour interval is 50K.
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Figure 3.10. Vertical cross-section of potential temperature at noon local time on
day two. Contour interval is 5 K.
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simplified parameterization for K.. Figs. 3.15 and 3.16 correspond to Figs. 3.9 and

3.10 for the simplified vertical mixing coefficient run.

Comparing Fig. 3.7 to Fig. 3.13 shows the diurnal cycle is greatly weakened

by simplifying the vertical mixing coefficient. In particular, Figs. 3.13 and 3.14

show much smaller nighttime windspeeds. The stronger nocturnal vertical mixing,

produced by the simplified turbulence treatment, inhibits the formation of a noc-

turnal inversion, keeping neutral stratification in the low levels (see Fig. 3.15), and

inhibits strong wind amplification. The complete parameterization used in Fig. 3.7

is essential to maintain the initial stable stratification; while the simplified vertical

mixing coefficient allows regions of greater daytime instability to develop, as is

shown in the potential temperature cross-sections. During the second day, strong

short waves develop with the weaker vertical mixing (Fig. 3.16). It appears that

these are a manifestation of dry convection. This speculation is supported by the

fact that the waves are strongest in the region of deepest unstable stratification

(near the center of the domain). They appear only when the stratification is

unstable (compare Figs. 3.15 and 3.16), have higher amplitude in more unstable

cases (compare Figs. 3.10 and 3.16), and are strongest for the shortest resolved

horizontal scales. It is also possible that the mechanisms studied by Peltier and

Scinocca (1990) contribute to the fluctuations. This high frequency oscillation may

be strengthened in the two-dimensional case by the inability to disperse gradients

in the North-South direction. The effects of varying the stability will be looked at

in more detail in Chapter 4.

3.3.2 Radiation

In one series of runs, the radiation flux terms were removed, eliminating the diur-

nal cycle from the results. Fig. 3.17 shows that temporal oscillations are apparent,

even without radiation terms, supporting the hypothesis that these oscillations are
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Figure 3.16. Vertical cross-section of potential temperature with simplified K, at
noon local time on day two . Contour interval is 50K.
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related to the phenomena investigated by Scinocca and Clark (1989, 1990), since

their model did not have a diurnal cycle.

The forecast wind field corresponding to Fig. 3.8, without radiation terms (Fig.

3.18), shows the maximum easterly wind component is the same strength as that

found in Fig. 3.8, but is located further upstream. The low level maximum is at

grid point 53 on Fig. 2.4, which is on the downslope of the higher ridge. Potential

temperature cross-sections are shown in Figs. 3.19 and 3.20. There is little

difference between the potential temperature graphs, each showing a deep neutral

layer which extends through the lowest kilometer of the atmosphere. Without

radiational terms, there is no change to the forcing between the times, thus this

similarity is expected.

The peak windspeeds for all of these experiments have been found to be a

nocturnal occurrence, beginning to decrease after 22 hours. Thus in the next

section, the runs will be shortened to 24 hours.
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Figure 3.20. Vertical cross-section of potential temperature without radiation terms
at noon local time on day two. Contour interval is 5°K.



CHAPTER 4

PHYSICAL EXPERIMENTS

Even in regions prone to downslope windstorms, strong events are not an every-

day occurrence. Julian and Julian (1969) found an average of just over one severe

windstorm per year in the Boulder area. Therefore, certain atmospheric parameters

must be instrumental in the forcing required for strong wind amplification. One of

the tasks here is to help isolate these factors.

In this chapter, the topographical profile given in Fig. 2.4 will again be used

and the runs remain two-dimensional. The model is initialized at 6:00 a.m., which

roughly corresponds to sunrise.

4.1 Vertical Wind Profiles

An essential condition for downslope winds is that the low level windflow must

be nearly perpendicular to the mountain range. However, this requirement can be

met while varying the vertical structure of the windfield. Three types of vertical

wind profiles were tested: easterly - constant with height (the same as the control

run in the previous section), easterly - linearly increasing to 700 mb then constant

above, and easterly flow at low levels, decreasing to zero slightly above mountaintop

level, then westerly aloft.

In all of these profiles, the winds below 10 m decrease logarithmically to zero

at the surface. Figs. 4.1-4.3 show the initial wind fields as outlined above, for

a point west of the mountain. The winds are initialized on pressure surfaces.
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The mountaintop elevation is approximately 1 km above the plain; thus the initial

surface winds correspond to those shown on Figs. 4.1-4.3 at 1 km. The resulting

forecast zonal wind component versus time plots, for grid point 42 from Fig. 2.4 at

a height of 300 m, are shown in Figs. 4.4-4.6. The zonal wind evolution for the

linearly increasing wind forecast (Fig. 4.5) is not representative of the strongest

wind field. The wind maximum in this case is very narrow and is centered between

grid points 43 and 44. Thus grid point 42 is downstream of the maximum at all but

near 19 hours. At this time the maximum is wide enough to include grid point 42

and it appears as a spike in Fig. 4.5. The third case, with the winds reversing with

height, develops the strongest amplification, consistent with the findings of other

investigators.

Figs. 4.7-4.8 show the forecast vertical cross-sections of the zonal component of

the wind fields for profiles shown in Figs. 4.2-4.3, respectively. Fig. 3.8 is the

corresponding cross-section for the profile shown in Fig. 4.1. Easterly winds are

depicted as solid contours and westerlies are dashed. The vertical cross-sections

of the wind for the constant and linearly increasing forecast wind fields are very

similar. The horizontal extent of the maximum is larger in the reversing wind case,

as well as being slightly stronger. Clark and Peltier (1984) concluded that not only

could a wind reversal with height significantly increase the strength of surface drag,

but the level at which the wind reversal occurred was also critical.

4.2 Stability

In the above comparison of vertical wind profiles, the lapse rate was initialized at

6.5 °C per km throughout the troposphere. In this series of experiments, inversions

were inserted at different levels, using the initial wind profile illustrated in Fig.

4.3. Results will be compared for three cases: constant stability in the troposphere

(lapse rate = 6.5 °T per kin), a surface based inversion, and an inversion based
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Fig. 4.2. at midnight local time. Contour interval is 3 m/sec.
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Fig. 4.3. at midnight local time. Contour interval is 3 m/sec.
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near mountaintop, with nearly neutral conditions below. The initial temperature

profiles, for a point west of the mountain are shown in Figs. 4.9-4.11.

The forecast zonal wind component time evolution plots are given in Figs. 4.12-

4.13 and Figs. 4.14-4.15 show the vertical cross-sections of the forecast zonal wind

field at midnight local time for the two inversion cases. Neither of the runs with

inversions developed as strong winds near the base of the mountain as did the

constant stability run. In the run initialized with a surface inversion, the vertical

cross-section (Fig. 4.14) shows a double maxima, separated by a low-level region of

flow reversal. This region of flow reversal occurs between grid points 47 and 49 and

is located in the valley between the two ridges. The stronger of the two maxima is

the one further upstream, near grid point 51. The wind maximum begins to develop

near grid point 55 and propagates downstream in the mountaintop inversion case.

In this run, the wind appears to continue to accelerate even between grid points

48 and 46, where it is traveling up the smaller peak. This is a characteristic of the
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Figure 4.9. Initial temperature profile for constant stability case.
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hydraulic jump theory (Durran, 1990).

The dependence that other investigators have found between the wind speed

and an elevated inversion is not evident here. However the forecast wind field does

show a sensitivity to the initial stability profile which appears to be consistent with

the results of Klemp and Lilly (1975) in that the position of the maximum surface

velocity is dependent on the stability profile.

4.3 Dynamical Interpretation

The components of the horizontal momentum equations were evaluated and

compared to determine the primary forcing mechanism when strong downslope

winds were forecast. Combining the momentum equations, (2.1) - (2.2), in vector

form:

.+ (V . V) V + fK x V = - -gVZT + Friction. (4.1)
PS PS

The friction term was neglected for this quantitative analysis. Using the vector

identity:

(-V)V =VV 2 V) + Kx VC, (4.2)

where C is relative vorticity and rearranging terms, yields:

5V - 1 _- -
= -(f+C)K x V--VP'- V - gVZT (4.3)Pa

Thus examining only the east-west components:

9u [ Ip' I01V_ p'g (OZT)]
8- ( f +  PV + + L (4.4)p, P. ax 2 69x PS(o 9

The local acceleration term is balanced by the Coriolis, pressure gradient, Bernoulli,

and differential height terms. The differential height term, which may be significant

in regions of undulating terrain, should however be small to the west of the moun-

tains. Figs. 4.16-4.21 are graphical analyses of these five terms and the residual,

after 18 hours, for the run with a reversing wind profile and the stability profile
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in Fig. 4.9. The contour interval was held constant at .005 m/sec2 . Grid points

1-22 are omitted on the figures in this section to focus on the region immediately

surrounding the higher terrain. On the top of each page is an outline of this modified

terrain for comparison.

Analysis of these figures shows that the essential balance includes the Bernoulli,

pressure gradient and differential terrain terms. The Bernoulli term acts counter to

the pressure gradient and terrain following terms in the region of interest and the

Coriolis term is negligible for this forcing and scale of domain. The local acceleration

term is an order of magnitude smaller than the Bernoulli, pressure gradient, and

terrain following terms. The residual field was calculated by subtracting the terms

on the right hand side of the equation from the local acceleration term, and shows

the effects due to mixing and diffusion. The mixing and diffusion terms were not

calculated for this comparison due to their implicit nature. Table 4.1 shows the

minimum and maximum values for each term.

4.4 Examination of Downstream Wind Profile

Lilly and Klemp (1975) noted that observations near Boulder, CO have shown

that the region of strong winds has a maximum in Boulder, then diminishes rapidly

to the east. Arakawa (1969) studied the Hokkaido, Japan region, and cited 4 km

from the base of the mountains as the region where most damage from downslope

winds is confined. National Weather Service observations near the Wasatch Moun-

Table 4.1. Quantitative values for components of the momentum equation.
Momentum equation term Minimum value Maximum value
Coriolis -.001 m/sec2  .001 m/sec2

Bernoulli -.033 m/sec2  .024 m/sec2

Pressure gradient -.024 m/sec2  .018 m/sec2

Terrain -.015 m/sec2  .036 m/sec2

Local acceleration -.003 m/sec2  .002 m/sec2

Residual of Eq. 4.4 -.032 m/sec2 .036 m/sec2
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tains during the strong wind event that occurred on 15 December 1988 recorded

light winds at the Salt Lake City airport of about 10 mph, while winds in Center-

ville, UT, a distance of less than 25 km away, were estimated at 110 mph.

Since observations are taken at low levels, the winds at a height of 10 m were

graphed to study the horizontal extent of the strong wind amplification for the

reversing wind profile with constant stability run (Figs. 4.3 and 4.9). Fig. 4.22 is

a plot of the forecast windspeed divided by the initial windspeed versus grid point

at a local midnight forecast time. The strongest amplification occurs near the base

of the mountain (grid point 44) and in less than 4 grid points downstream from

the base of the mountain, approximately 23 kin, the amplification decreases to less

than the initial windspeed.
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Figure 4.22. Wind amplification vs. grid point at a height of 10 m.



CHAPTER 5

EXPERIMENTS IN THREE DIMENSIONS

In order to run the model in two dimensions, several simplifications were re-

quired: diffusion was eliminated in the north-south direction, initial temperatures

were maintained on the north and south boundaries, and topography was con-

stant in the north-south direction. A three-dimensional simulation was made to

evaluate these effects. The domain was chosen such that the terrain used in the

two-dimensional runs would be near the center, and thus removed from boundary

effects, for better comparison between the cases.

5.1 Domain and Initialization

East-west cross-sections of topography from northern Utah were processed ac-

cording to procedures in section 2.5, with interpolation to 33 grid points, for a grid

size of 11.5 km. This was done for 17 terrain slices, with north-south grid spacing

of 14.7 km. The resulting terrain is depicted in Fig. 5.1. The X-Z cross-section at

J=10 corresponds to the profile that was used for the two-dimensional runs, except

the terrain at the base of the mountain was not smoothed.

The model simulation was initialized with a reversing wind profile (Fig. 4.3) and

constant lapse rate (Fig. 4.9).

5.2 Results

The forecast u wind component versus time plot for a point corresponding to

1=20 and J=10 on Fig 5.1, at a height of 300 m, is shown in Fig 5.2. This point
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Figure 5.1. Terrain for three-dimensional run. Contour interval is 100 m.

chosen to correspond to that in Fig 4.6. The maximum windspeed in the three-

dimensional run occurs about 5 hours later and is about 20 m/sec stronger than

in the two-dimensional run. The high frequency oscillations are weaker in the

three-dimensional run than in Fig. 4.6. This may be due to more realistic wave

dispersion in the three-dimensional case. The horizontal maps of the forecast wind

fields, at heights of 10 and 300 m, and time of 18.0 hours, are shown in Figs. 5.3

and 5.4. In Fig. 5.5, the vector wind field, corresponding to Fig. 5.4, is shown

superimposed on the topography contours. It is evident that the strongest winds

are located near the lee of the steepest topography, as would be expected.

Vertical east-west cross-sections of the forecast wind field at 18.0 hours are shown

for two positions. Figs. 5.6 and 5.7 display the terrain profile and forecast wind field

for J=7, which is the slice where the strongest winds occur. Figs. 5.8 and 5.9 show

the same graphs at J=10, corresponding to the terrain used in the two-dimensional

cases; thus, we can compare Figs. 5.9 and 4.8. The magnitude and patterns of the
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Figure 5.2. Forecast u wind component vs. time plot for point 1=20, J=10, at a
height of 300 m.

0

o\

Figure 5.3. Horizontal map of forecast winds at a height of 10 m. Contour interval
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wind fields are very similar at this time, although the three-dimensional run is

ultimately much stronger. The results are close enough, however, to justify the

conclusions reached from the two-dimensional results.



CHAPTER 6

CONCLUSIONS

Damaging windstorms occur on the lee side of all major mountain ranges and

have been particularly well studied near Boulder, CO. Although previous studies

have linked the vertical wind profile and stability to the development and severity

of strong winds, they have used simplifications including idealized terrain, first

order diagnostic equations for turbulence terms and have ignored the diurnal cycle.

The purpose of this study has been to examine the influence of these variables

with a relatively complete model that uses realistic topography from the Wasatch

Mountains, a prognostic turbulence parameterization, and a complete diurnal cycle.

The first tests presented, in Chapter 3, were two-dimensional runs that investi-

gated model sensitivity to lateral boundary conditions and examined the influence

of the vertical mixing coefficient parameterization and the radiation calculations.

These tests validated the necessity of a complex model in order to simulate devel-

opment of strong downslope wind amplification for complicated topography.

Comparison of runs with a Gaussian shaped mountain in different positions

within the domain showed an oscillation developing after about 8 hours caused by

a reflection from the boundaries. Adding a sponge layer adjacent to each lateral

boundary removed this oscillation. The sponge layer was constructed by increasing

the horizontal diffusion coefficient linearly from the interior value, calculated from

the grid spacing and velocity shear terms, to a boundary value, determined by the

grid spacing and time step. This series of runs was done without radiation terms;
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therefore, the results of an essentially constant forecast windspeed, after an initial

adjustment period, tended to a steady state as expected.

The simplification of the vertical mixing coefficient to a time invariant height

dependent term weakened the diurnal cycle, the maximum forecast nocturnal wind-

speeds, and the atmospheric stability. Both this simplification, and the removal of

the radiation calculations, significantly hindered the model's prognostic ability to

simulate strong windstorm evolution as in the more complete control run.

In Chapter 4, the sensitivity of strong windstorm development to initial wind and

stability profiles was investigated. Results from runs with three initial vertical wind

profiles were presented. A comparison of the magnitude of the strongest low level

windspeeds forecast at 18.0 hours (midnight local time) showed that the strongest

wind amplification occurred with a vertical wind profile that reversed with height.

The maximum wind speed for this run was 32.5 m/sec and occurred at grid point

41 and a height of 300 m.

Using the vertically reversing wind profile and adding a surface based inversion

changed the maximum low level wind forecast at 18.0 hours to 30.9 m/sec at grid

point 51 and a height of 300 m. With an inversion based near mountain top, the

maximum windspeed forecast at 18.0 hours was 29.8 m/sec at grid point 46, at a

height of 300 m. Thus the atmospheric stratification plays an important role in

determining the speed and location of the maximum low level winds.

The relative magnitudes of the momentum equation terms were also studied.

The Bernoulli, pressure gradient, terrain following and diffusion terms were all

found to make significant contributions, with the Bernoulli and diffusion terms

acting against the pressure gradient and terrain following terms in the region of

interest.

In summary, the two-dimensional experiments gave results similar to those found

by other investigators; namely that the vertical wind and initial stability profiles
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are important in determining the amplitude of strong windstorms, and that these

windstorms are localized to the region of steep terrain, with little horizontal ex-

tent. This study differed from previous studies; however, because it included a

more complete turbulence treatment and diurnal cycle. These parameters were

shown to be important in forecasting the magnitude and character of the resultant

wind fields. The diurnal cycle of surface heating and cooling, and day to night

variations of turbulent mixing, have first order effects on the local response in

our interpretation. The three-dimensional results suggest that the two-dimensional

case is representative of results that would be obtained from a more complete

three-dimensional model, at least for the single investigated case.

Additional work is required to study why the model tends to overpredict down-

slope wind maxima. We are continuing to investigate whether this is related to

boundary conditions that maintain the same ambient state at both inflow and

outflow boundaries. More research is also required in this area to carefully test

other influences such as canyon funneling, gap winds, and other more complex

windflow problems.
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