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PREFACE -
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THE USE OF THERMOGRAPHIC PHOSPHORS FOR
SURFACE TEMPERATURE MEASUREMENT

David J. Bizzok
Department of Mechanical Engineering
Carnegie Mellon University
Pittsburgh, Pennsylvania 15213

ABSTRACT

The efficacy of a nonintrasive, optical technique for surface temperature
measurement based on the temperature sensitivity of the fluorescent emission spectrum of
rare-earth ion doped phosphors (i.e., thermographic phosphors) is demonstrated in an
experiment with a heated circular cylinder in cross flow. In this experiment the cylinder is
heated by a constant surface heat flux, which is provided by applying a voltage across the
foil surface of the cylinder. To allow surface temperature measurement, a thin coating of a
thermographic phosphor is applied to the foil. The phosphor fluoresces when excited by
ultraviolet {UV) illumination provided by a mercury vapor lamp. The fluorescent emission
at two different wavelengths are captured by a charge coupled device (CCD) video camera.
The analog output of the CCD camera is digitized and stored using PC-based hardware.
These thermographic phosphor image data provide the means to calculate discrete
circumferential surface temperatures, while thermocouples attached to the inner surface of
the foil cylinder provide collaborating measurements. Comparison of circumferential
surface temperatures obtained using the thermographic phosphor with those recorded from
the surface-mounted thermocouples indicate that the accuracy of the present technique is +
2 OF, but future technique improvements promise to significantly increase the accurac'y of
thermographic phosphor temperature measurements.

INTRODUCTION

Although the thermocouple is the most common temperature measurement device
rsed in heat transfer research, their usage to evaluate the heat transfer characteristics of
sigh-performance gas turbines presents several technical difficulties. First, a proper
examination of the heat transfer and thermal stresses in key components such as the turbine
blades requires the use of many thermocouples. The process of mountiig, numerous
thermocouples on or within a modern turbine blade is complicated by the presence of
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intzicate cooli;xg passages thhm the blade. Great care must be exercised to ensure that the
thermocouple leads do not aficct the flow within these coolant passages. An additional
concern in the instrumentation of rotating turbine components is the use of slip ring
assemblies, which permit intermittent contact between rotating thermocouple leads and
stationary data acquisition system leads. The movement of these contacts introduces noise
in the output signal. More importantly, however, such assemblies are not suitable for use
at the very high rotation rates associated with modern, high-performance aircraft turbines.
Consequently, it is not possible to obtain temperature data at normal operating conditions.
Therefore, nominal heat transfer characteristics must be inferred from lower speed tests.

To overcome these limitations, WL/POTC has investigated the feasibility of
developing a nonintrusive, optical temperature and heat flux measurement system based on
the temperature-sensitive properties of rare-carth ion doped phosphors. The fluorescent
emission spectrum of such phosphors is characterized by unique emission lines, which
correspond to different system energy level. Because the energy level population
distribution is known to be a function of temperature, the ratio of the intensity of an upper
energy level emission line to that of a lower energy level can be accurately correlated with
temperature. In this study europium-doped lanthanum oxysulfide (La202S:Eu) is
calibrated for temperatures from 80 °F to 130 F by ratioing the intensity of the fluorescent
emissions at 510 nm and 620 nm.

EXPERIMENTAL APPARATUS AND PROCEDURE

The key component of the experimental setup is the test cylinder. It is constructed
of a 6-inch (152 mm) by 11-inch (279 mm) sheet of thin stainless steel conducting foil
wrapped around 3-inch (76 mm) diameter brass disks located near the top and bottom of
the foil. The outer surface of the foil is coated with a thin film of the Laz02S:Eu phosphor,
while the midplane of the inner surface is instrumented with thermocouples placed at 30°
increments, beginning at the leading edge stagnation point. An electrically-conductive
silver epoxy is used to bond the foil to the brass disks. By applying a constant voltage
between the two disks, a constant surface heat flux can be produced. To prevent the
formation of natural convective circulation cells within the cylinder that might alter local
surface heat transfer during the experiment, the interior is filled with an insulating foam.

The test cylinder is shown schematically in Figure 1, along with the optical surface
temperature measurement equipment. The components of this system serve two primary
functions—phosphor excitation and image acquisition and processing. The phosphor
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excitation is provided by the ultraviolet (UV) output of a mercury vapor lamp, while image
acquisition is accomplished using a CCD video camera and a PC-based image acquisition
card. The arrangement and use of these components is more fully described below.

A 100-watt mercury vapor lamp provides the UV excitation necessary to cause the
La0,S:Eu to fluoresce. Since the plexiglas walls of the wind tunnel are effective
absorbers of UV radiation, quartz viewing windows are installed to permit illumination of
the test cylinder. In addition, an UV filter is used to eliminate that portion of the lamp
output within the visible spectrum. This is necessary to minimize the noise associated with
the inclusion of reflected background light when evaluating the intensity of the fluorescent
emission.

The remaining system components provide the means to acquire and store images.
The wavelength and bandwidth of the fluorescent emission capiured by the video
equipment is selected by positioning a narrow bandpass filter in front of the camera lens.
For the Laz07S:Eu phosphor, a 510 nm and a 620 nm bandpass filter with a bandwidth of
10 nm are used. A lens holder with a slide mechanism permits precise positioning of the
bandgass filters. A 3-CCD Sony video camera equipped with & macro lens is used to
provide an image of the illuminated portion of the cylinder. The analog video signal is
digitized into a 512 by 512 pixel array by a Data Translation image acquisition card. Each
pixel is assigned an 8-bit intensity value, which equates tc 256 gray scale levels. While the
phosphor fluorescent emission is quite intense when viewea by the naked eye, only a smail
fraction of the entire spectrum is analyzed. As a result, an 18 dB electrical gain is required
to obtain images of sufficient intensity. Even with the excellent signal-to-noise ratio of the
camera (67 dB), ampiification will introduce signal noise. To minimize the effect of this
noise, 64 video frames are averaged for each image acquired. The numerator (510 nm) and
denominator (620 nm) images are acquired sequentially in real time and stored in binary
files for processing after completion of the experiment.

Prior to conducting the experiment, selected regions of the phosphor surface are
calibrated. The first step of this procedure is the focusing and alignment of the UV source.
Though the output of a vapor lamp is nonuniform, intensity peaks can be smoothed by
expanding the output beara. Beam expansion, however, decreases the illumination
intensity per unit area. As UV intensity is decreased, a threshold is reached at which the
intensity level of the phosphor fluorescent emission is insufficient to be reliably detected by
the camera. Due to the relatively low power of the mercury vapor lamp used in this study
and the requirement that the lamp remain outside the wind tunnel, no more than 450 of the
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Personal Computer

cylinder's surface can be effectively excited. After proper UV illumination is obtained, the
regions of interest to be calibrated are selected. Using the surface alignment marks that are
spaced at 15-degree intervals around the cylinder, it is possible to accurately define
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rectangies centered at 7.5-degree increments on the lighted portion of the cytinder. Each
rect>.agular region is 11 pixels wide by 25 pixels high. The width of each of these regions
corresponds 1o approximately 1 degree of radial arc. Numezator and denominator images
are captured for several temperasures between 80 °F and 130 °F. In this calibration,
surface tempesature is varied by changing the applied vol:age across the foil surface. With
the cylinder in still air, an equilibrium surface temperatur: 2t aay voltage is reached when
natural convective heat transfer equals the surface heat flux. This iemperature is measured
using the surface-mounted thermocouples, whose accuracy kas been verified 1o be + 02 °F
over the temperature range of interest. The captured image data are processed 10 obtain a
calibration curve for each rectangular region, relating emission intensity ratio to
temperature.

After the illuminated portion of the cylinder is calibrated, tests at a Reynolds
m mber of approximately 2.0 x 105 are performed. Data are collected at two different
surface heat flux levels. The first is chosen to obiain 2 maximum surface temperature of
approximately 100 OF, while the peak temperature at the higher heat flux is nearly 130 OF.
Multiple numerator and denominator images are obtained at each heat flux Jevel in order 10
assess the repeatability of the results. Two separate physical arrangements of the UV
illumination source and the video camera are employed to coliect data at radial positions
from 37.59 to 1209 from the leading edge stagnation point. The first equipment position
spans the range 37.50 to 759, while the second encompasses 82.59 to 1200.

RESULTS AND DISCUSSION

In the early phases of this study, the effects of variations in the UV illumiration
intensity, viewing angle and bandpass filter positioning were examined in a series of
calibration tests. In these tests, a 1-inch (25 mm) square block of copper with a 1/4-inch (6
mm) diameter phosphor coating is employed. To permit precise surface temperature
control, the rear surface of the block is immersed in an isothermal bath. A thermocouple
embedded directly behind the phosphor dot is used to record the surface temperature. Test
results indicate that the absolute value of the intensity ratio at a given temperature is
dependent on both the illumination angle and intensity. Despite the variation of the absolute
value of the intensity ratio, the functional relationship between the intensity ratio and
temperature is found to be similar in the cases examined. Tests to assess the repeatability
of optical surface temperature measurements reveal that the positioning of the bandpass
filters is critical. With manual removal and replacement of the filters, intensity ratio values
are observed to vary as much as 5 percent. With use of a filter holder in which the filters
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are pusitioned by a slider mechanism, howeves, this variation in inzensity razio is virmaily
chiminaied. As illustrated by the calibration curve in Figere 2 in which 4 sets of daia are
collected at each iemperatre, repzatability is excellent and accusacies of + 1 °F zppear
feasible.

The variation of intensity ratio values as a result of changes in illumination or
viewing angle is believed to be attributable to the energy absorpiion properties of the bindsr
used 1o apply the thermographic phosphor. In earlier thermographic phosphor expesiments
with an optical heat flux gange conducted at WL/POTC, a significant variation in the
intensity ratio between phosphor coatings on the front and back surfaces of a thin,
translucent insulator was observed. In these tests, the variation was determined to be the
result of UV absorption by the insulator. Although the binder is suspected to have a similar
effect, an explicit evaluation of the enerzy absorption properties of the binder meterial has
not been conducted.

As is noted in the preliminary calibration tests, the intensity ratio at a given
temperature is found to vary ~mong the different radial positions on the cyiinder as a result
of differences in illumination angle and intensity. Despite these variations, individual
calibraiton curves for each rectangular region exhibit an excellent fit with the calibration
data, as illustrated in Figure 3. In general, the cylinder surface calibrations indicate that
temperature measurements should be at least as accurate as + 2 O°F. Because the
repeatability of the technique was established in preliminary calibrations, as discussed
above, only one data point at each temperature is used in the cylinder surface calibrations.

While the results of preliminary and cylinder surface calibrations provide a measure
of the accuracy and repeatability of this optical technique, the collecdon of experimental
data provides a more robust validation of she technique. With the ability to control the heat
flux from the foil surface of the cylinder, the measured circumferential temperatures were
originally intended to be used to calculate local heat transfer coefficients that could be
compared with previous empirical results. However, damage to the silver epoxy bond
between the foil and brass disks resulted in an uneven surface heat flux, so it is not
possible to accurately calculate local heat transfer coefficients. Instead, the measured
circumferential temperatures are compared with the thermocouple data to assess
measurement accuracy.

For the first positioning of the mercury vapor lamp and video camera, temperatures
for radial positions from 37.59 to 75° from the leading edge stagnation point are measured.
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Results for the low beat flux tests, which are presented in Figure 4, revea! measured
tempezatures that are lower than the thermocouple data by approximately 2 OF, or kess. Iris
MmpoEtan: 16 noie, however, that the relatively large differences in thermocoupie readings in
these tests ave the result of surface beating caused by the UV light source. In all other tests,
sufacc hearng was minimizeg by covering the lamp when data were 6ot being coliected.
The resuits for the high surface beat flux tests, illustrated in Figurz S, track the
thenmocorplie data guite well.

The secrid positioning of the mercury vapor lamp and video camera permits
circumferential temperature measuremen: from 82.59 to 1200 from the stagnation point.
These data are the most interesting, since these radial positions permit identification of the
separation point. Empirical values of the Nusselt number (Figure 6) indicate that the lowest
temperature (i.c., the highest Nusselt number) should occur at approximately 1159 from the
stagnation point, while the highest temperature can be expected at a radial position slightly
greater than 80° from the stagnation point. The results for the low- and high-heat flux tests
agree weil with these predictions.
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Figure 4 Low Heat Flux Test Results for Radial Positions from 37.5° to 750
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The low fiux temperature data for the second lamp/camera position are presesied in
Figure 7. These results exhibit exceiient repeatability and consistency with respect to the
expecied tocations of maximnm and minimom temperature. Also, the accuracy of the
measured temperature when compared to the thermocouple data is + 1.5 OF, or better.

Results for the high beat flux tests, which are presented in Figure 8, are similar 10
those for the low surface heat flux. Surface temperature measuremerts are repeasable and
the results are consistent with expectations. However, the measured surface temperature at
1209 is approximately 6 9F higher than the temperature obtained from the thermocouple
mounted on the inner surface of the cylinder. Although unsettling, this disparity may be
due to imprecise positioning of the thermocouple and/or lateral heat conduction. With the
high circumferential temperature gradients indicated by the temperatures measured using the
thermographic phosphor, a slight misplacement of the thermocouple in conjunction with
lateral conduction in the epoxy bonding used to adhere the thermocouple to the foil could
result in a faise reading. The excellent repeatability of the optically-measured results and
good agreement with the thermocouple data at the 90° position suggest that this is the case.
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Figure 7 Low Heat Flux Test Results for Radial Positions from 82.5° to 120°

1-10




1351
1304 8 '
1257 s
3 b4
120+
£ H .
1157 e
5 ] s
2 1107
3 :
2 1054 © DaaSel
1004 © DanSa2
i & pmsas
95~
3 ® Thermocouple Data
90 1
85‘ v ] I 14 v T T T v
80 90 100 110 120 130

Radial Position from Stagnation Point (Degrees)
Figure 8 High Heat Flux Test Resuits for Radial Positions from 82.5° to 1200

CONCLUSIONS AND RECOMMENDATIONS

This experimental investigation of the circumferential temperature variation on a
keated cylinder in cross flow has demonstrated the repeatability and accuracy of optical
surface temperature measurement using thermographic phosphors. Despite the time
constraints of this program, repeatable temperature measurements with an accuracy of +2
OF have been obtained. Furthermore, calibration tests have indicated that accuracies of + 1
OF are feasible. Future system improvements, as discussea below, promise to further
refine the technique so that it will be possible to obtain two-dimensional surface
temperature measurements without requiring an in situ calibration of the phosphor surface.

A key limitation of the current sewp is the limited output capability of the mercury
vapor lamp. Although a more powerful vapor lamp would be expected to increase the
surface arca that can be effectively excited, use of a vapor lamp poses two difficulties.
First, with continuous illumination of the test surface, localized surface heating may occur.
Secondly, the output of a mercury vapor lamp is nonuniform, requiring diffusion tc obtain
a morz uniform profile. While ii is possible to address each of these concemns, an alternate
solution is to excite the phosphor with a pulsed UV laster. The high power density (~75
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mJ) and short duration puise (5 ns) ensures adequate excitation with minirsum surface
heating. The drawback of this approach, howzver, is the need for an image-intensified
CCD camera for image acquisition.

Another hardware component upgrade that might enhance the pesformiance of the
system is the image acquisition card. Currently, the anaicg inteasity signal is digitized
using 8 bits, which yields 256 intensity levels. In this experiment, the intensity level of the
temperature sensitive emission line (510 nm) varies by approximately 12 intensity levels
over a 50 OF range. The precision of intensity measurement could be significantly
enhanced if a 10- or 12-bit digitization were used.

Finally, sputtering as a means of applying a phosphor film to a test surface shouid
be examined. The sputtering process ailows deposition of an extremely thin coating of
pure phosphor. EG&G Measurements Inc. reports that the fluorescent intensities of
sputtered surfaces are nearly as intense as those associated with the pure phosphor. More
importantly, this application technique would eliminate the problem of UV and visible light
absorption by a surface binder material.
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ABSTRACT

During the ten week summer appointment, we conducted an investigation of the effects of
noncondensible gases on the performance of on-axis rotating heat pipes. Our efforts were divided

in two fronts: experimental and analytical.

On the experimental front we designed and manufactured a rotating heat pipe made
principally of oxygen-free-hard-copper with water as the working fluid. The assembly was isolated
from the working table and electrical motor by using two air bearings. To study the effects of
noncondensible gases some predctermined amount of nitrogen will be added to the working
liquid. The heat pipe’s inner wall was tapered at about two degree slope so that the centrifugal
force would help the transfer of the working liquid from the condenser end to the evaporator
end. Several thermocouples were installed both throughout the vapor passage and at the inner
and outer sides of the heat pipe’s wall. This will facilitate the measurement of temperatures of

the heat pipe wall and the vapor inside. Accordingly, heat flux through the wall and the amount

2-1




of noncondensible gases may bé calculated from the temperature measureménts. The
thiermocouples are connected to 2.data acquisition system by a slip-ring. The condenser end,
which is covered by radial fins, is cooled by the aid of a Vortex tulc while the evaporator end-is

heated radiantly via a set of element heaters.

Although no systematic set of experiments was performed during this period. several sets
of experiments are planned for the follow-up study during the next academic year.

On the analytical front, a dual approach was adopted. The vapor region, including the
effect of noncondensible gases, was solved in an exact manner with a minimal number of
simplifying assumptions. The liquid film, consisting of the working liquid in the condenser and
evaporative regions, was analyzed in a manner similar to pervious reports published by Marto et
al. Then these two solutions were coupled through the interface condition. Of course, the
coupling cannot be satisfied analytically in a way that would result in closed form solutions; rather,
the coupling act has to be carried numerically. Again, the numerical solution of the analytical

approach is planned for the upcoming academic year.

Finally, it is planned that the experimental and analytical results be compared with each

other and with those available in the literature.

NOMENCLATURE

a aspect ratio, L/r;

C total moles

c molar concentration

D diffusion coefficient

h heat transfer coefficient in surrounding environment
hg,  latent heat of vaporization

Ig Bessel function of the first kind and zero order

1y Beseel function of tha first kind and first order
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K property group, 3kATy)/(hfgﬁ2rIa)2)
k liquid film thermal conductivity

L axial length of heat pipe

N molar fiux

n any integer

Py constant determining pressure field
p pressure

R dimensionless radial coordinate, r/f;
R.  universal gas-constant

radial coordinate

-t

r inner radius of the heat pipe

T iemperature

T; interface temperature between liquid film and gas/vapor region
T, temperature of surroundings

t time coordinate

U liquid velocity at condensation and evaporative interfaces
u dimensionless liquid film velocity, Ur,/D

\' molar velocity

X molar fraction

y  In(xy)

Z dimensionless axial coordinate, z/L

z axial coordinate

Greek Letters

p variable, 5%

d liquid film thickness

89  liquid film thickness at z=0
A eigen value

p viscosity

13 variable, dp/dz
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p mass density
angle of tapered inner wall

angular velocity

Subscripts and Superscripts

1 vapor

2 noncondensible gas

c condenser section

e evaporator section

i interface

w0 surrounding environment
INTRODUCTION

A rotating heat pipe (thermosyphon) utilizes the gravity field generated by rotation as a
driving force for the movement of the working fluid from the condenser end to the evaporator
end. This movement is due to the difference in hydrostatic pressure between the condenser and
the evaporator (liquid film in the condenser side is generally thicker than that in the evaporator
side). The difterence in the hydrostatic pressure can further be enhanced by tapering the inside

of the heat pipe.

Noncondensible gases exist in heat pipes either intentionally or unintentionally. Gases are
generated in most heat pipes due to chemical processes such as corrosion. Noncondensible gases
are also introduced in the heat pipe as a means of controlling the heat load ("Gas-Loaded Heat
Pipes”). At any rate, even a small amount of noncondensible gases could affect the operation of
the heat pipe considerably. As the working vapor moves from the evaporator end to the
condenser end it also carries the noncondensible gases. Unlike the vapor, the noncendensible
gases cannot condense and therefore will pile up at the condensation front. Thereafter, the pile-

up of noncondensible gases will hinder the condensation process. For these reasons, it is




desirable to understand.tae behavior of the noncondensible gases. and how and where these gases

build up (find the gas’ distribution).

BACKGROUND

Since its invention in 1944, the heat pipe has been used in many situations that require
transter of heat with a minimum drop in temperature. A special king of heat pipe (i.e. rotating
heat pipe) is one that utilizes rotation to transport the working liquid irom the condenser end to
the evaporator end. Ax extensive survey of applications of rotating heat pipes is icluded in the
paper by Yerkes (1990). Early on, it was realized that a greater thermal control of the heat pipe
can be achieved by adding some predetermined amount of noncondensible gases. These gases will
pile up in the condenser section, thereby reducing the effective area available for condensation.
Gas-loaded heat pipes have been the subject of many studies. The simplest treatment of the
noncondensible gases is reported by Dunn and Reay (1982). It simply assumes that there is a
sharp wall separating the noncondensible gases from the vapor. This resulted in a quick
calculation of the temperature profile along the heat pipe. Next, Edwards and Marcus (1972)
treated the problem as one-dimensional and obtained the axial dependence of the noncondensible
gas distribution. Later, Peterson and Tien (1989) used an integral technique to obtain an
approximate, yet two-dimensional, profile for the noncondensible gas distribution. This was

followed by Chang and Yu (1990) who showed how to get yet higher degree solutions.

Recently some attention has been devoted to rotating heat pipes. The idea is that the
rotation can be used to transport the fluid from.the condenser side to the evaporator side. This is
achieved by tapering the inner wall. The liquid condensate flows for two reasons: hydrostatic
pressure induced by rotation and the fact that the inner wall is tapered. Marto (1973) set out the
foundation of treating he liquid flow in rotating heat pipes. He used the technique introduced by
Leppert and Nimmo (1968). They dealt with laminar film condensation on horizontal surfaces

where the only driving force is the hydrodynamic pressure differences.

Daniels and Al-Jumaily (1975) used a Nusselt-type approach for modeling the liquid film

in a rotating heat pipe with no noncondensible gases. Later, Daniels and Williams (1978)

2-5




Baharnah (1980) studied rotating heat pipes with noncondensible gases. In- their work they
limited the effect to that of higher pressure-due to -the added gas and did, not offer a rigorous

analysis of the gas concentration profile.

EXPERIMENTAL EFFORTS

The most effective way to define the noncondensible gas front is to find the distribution of
temperatures within the heat pipe. The reason for this is that as the working vapor becomes
mixed with the noncondensible gases (in increasing concentrations toward the condenser end) the
partial pressure of the working vapor will decrease, therefore changing the saturation temperature
of the vapor. If we know how the temperature varies within the heat pipe, we will know how the
partial pressure of the vapor changes. From this, we can then extrapolate the concentration of
the noncondensible gas at various positions within the heat pipe. The experimental apparatus was

designed with the use of this method in mind.

It is important, however, to keep in mind the effects of hydrostatic pressure, due to
rotation, on the vapor pressure. In order to get some idea of the importance of this factor, a
short analysis was done to approximate the increase in hydrostatic pressure at any given radius
from the canter of the heat pipe. The relation was found to be p(w)/p(w=0)=exp[( cozr]z)/(ZRcT) ]
using idesl gas assumptions, which were substantiated by the values this relation gives. Figure 1
shows the results of this relation for water vapor. As can be seen, this effect is not very large,
even at very high rotational speeds and large radius. With this knowledge, we were satisfied that
the saturation temperature of the vapor would be within reasonable limits. This gives us a means
of correcting our data for the effects of rotation. Figure 2 is a plot of how this pressure
difference will effect the temperature difference. It was composed with data from standard

thermodynamic tables.

The test rig which we will use is needed by other researchers, so our apparatus had to be
designed in modular form so it could be easily installed or removed when the time came for data
collecton. The test module is built around a foot-long thermosyphkon cylinder. Figure 3a depicts

the heai pipe while Figure 3b shows the overall test assembly. This cylinder has a two degree




iniernal iaper 0 drive the wosking lguid, whick s methanol The condenser cod has radial
external fins to increase the wattage the coadenser can handle. We decided 2gzinst awial fras for
several importani reasons, which will not be detailed here. There are also several slois z2ad holes

machined into the exterior of the cylinder; these will 2ccommodate thermorouple wires.

Each end has a series of flanges 1o facilitate easy dismaniling for such things as reiilling.
cleaning, and servicing internal components. These are paris 2-7. Many are sealed with O-rings.
Parts 2 and 4 have axial grcoves, which are part of the thermocoupie wire sysiem. Pari 6 is
unique, with a diametral groove to channel the wires from the exterior of tihe module 10 the
interior of the shaft, to be taken out of the module. Part 8 is the bearing interface, and is the

piece which allows the apparatus to be truly modular.

Parts 9-11 connect together inside of the chamber to lend structural support to the
"thermocouple tree” (part 11). Part 10 is the fill tube, and is welded to part 5. Part 9 is merely a
coupler which allows 10 and 11 to connect with one another. The thermocouple tree is the
means of get..ag temperature data from the inside of the thermosyphon. It is a straight copper
tube with two rows of branches along its length at 180 degrees. This serves as a conduit for
thermocouple wires inside the thermosyphon. Various configurations of branches will be used in

order to accomplish the goal of mapping the temperature distribution within the heat pipe.

Temperature data is taken out of the rotating module by means of a slip ring assembly.
The wires are channelled into the shaft (part 14), through the bearing, through the slip ring
adaptor (13) and finally to the slip ring itself. The readings are then recorded on a Fluke data

acquisition unit.

Heat is supplied to the system by two clam-shell heaters, which will be contained in an
insulated heater housing. They have a maximum heating capacity of 800 W, which is high enough

for methanol.

Cooling at the condenser end will be accomplished with cold air. A Vortex tube {orces
cold air into a small chamber, which is within a plexiglass cooling box (similar in design to the

heater housing).




These are thiee ways to estimezle the beat load of the sysiem. The first is simply to noie
thz amouni of power supplied o the beater. The second is 1o measure the toial heat flox ai the
evzposstor wall The thermocouples are embedded at different depiis in the evaporator wall in
oxder to estzblich a iemperaiure gradientl. This will give an estimate of ihe conductive heat flux
Lasily. and probebly the most accurate, is (he measure of keat convected out by the air fiow in
the condensei. Flow-rate will be measured and air temperatures moaitored to get a2n overall rate
of heat removal. We are in the piocess of caiibrating the slip ring for inaccuracies dee to

iemperature and roiaiion speeds of the slip ring itself.

The test will be driven by a 2 hp electric motor through a tuned shaft. We are therefore
limited, at ithe mement. to conducting tests at fairly low speeds (up to 3000 rpm). It is our hope
to eventually acquire the means to run our test at much higher speeds (20,000) to better simulate
aircraft operating conditions. It was for this reason that our apparatus was made much stronger
than is necessary for our tests. Data will be taken while varying severai different parameters;

these include rotational speed, amount of noncondensible gases, and heat load.

Due to a great deal of out-of-house machining, and the failure to get the air bearings
skipped in time, the test is not yet assembled. This will be accomplished over the course of the
coming academic year. Bryan Martin will work on this project as the topic of his masters thesis

and will maintain close contact with this laboratory, making return trips whenever possible.

ANALYTICAL EFFORTS

As mentioned before, the analytical approach consists of modeling the vapor/gas region
and the liquid film separately. Later the two solutions are coupled through the interfacial

matching condition. Figure 4 shows the two different regions.
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VAPOR/GAS SOLUTION

In ike absence of chemical reaciions, the equation govemning the molar concentration is
writien as

-

<y
3- +V(N,) =0 (1)

witere ¢ is molar concentration. t is time. N is the molar flux, and subscripts 1 and 2 represent

vapor and gas. Assuming steady state, the governing equation reduces to
V(N,) =0 2
Since N, is zero at all boundaries, it can be shown that the only acceptable solution is
N, =0  everywhere 3)
The molar flux N,, however, could be related to the mixture velocity as
N, = xV - cDV(x,) @
where x is molar fraction, V is velocity, D is diffusion coefficient, and variables with no subscript

represent those for the vapor/gas mixture. Equations (3) and (4) may be combined to solve for V

as
V = DV(lax,) (5)
This equation and the continuity equation
vi¥) =0 (6)
result in a conduction-type equation that governs the molar fraction for the gas.
Viy) = 0 O
where a new variable has been defined, mainly for convenience, as
y = Inx, ¢
Finally, the molar fractions for the gas and vapor are related as
X; +xy =1 9
Equation (8) may be solved to obtain molar fractions for the vapor and gas. Having the molar
concentrations, then equation (9) may be used to obtain the molar velocity of the mixture at any

point. Next, assuming inviscid flow, the pressure of the mixture is obtained from potential flow

considerations as
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p=Fy- %;Vg

(10)

where P is an arbitrasy number. The determination of the constant Py will be discassed later.

~

BOUNDARY CONBITIONS

Figure 5 shows a schematic of the vapor/gas region including the coordinates. The vapor

molar flux mav be written-as
N; =x,cV - cDV(x))
The molar velocity is related to the molar fluxes as

(11)

(12)

Substitution of equation (12) into equation (11), considering that N,=0, and rearranging results in

cDVx1
1- X

N1=-

Or in terms of x,

At the evaporative boundary, we can write
N, = cDWy = U,

or
-, -l
Vy \'é:)r:rl '5
Similarly at the condensation boundary,
AN

At all other boundaries the condition is that of no mass transfer, that is

2-10

(13)

(14)

(15)

(16)

(17




1

n’i" =;0- - 513)

‘a,n—*; -

The symimetrical boundary condition at r=0 s writlen as

o
— ZY-a =0 (19)
(— If-'a

The velocities U, and U, are telared 1o the rate of cooling and heating at ihe condenser apd
evaporaiive seciions. FEigure 6 shows -the schematic of a simple mode! that describes these
sections. The rafe of heat transier éan be related to the velocities U as

Ti;:_Tc,c =
PcUchfg = " ac (20)

g i
PUyy = 1 o (21)

where hy, is the latent heat of vaporization, T, is the temperaiure of the liquid film interface, T, is
=4
the surrounding temperature, h is the outside heat transfer coefficient, & is the liquid film

thickness, and k is the liquid thermal conductivity.

SOLUTION FOR y
The governing equation (7) and boundary conditions (16-19) can, in principle, be solved
by separation technique. Assuming circumferencial symmetry, the governing equation reduces to.

ﬁz 12 -0 (22)
& r

We may switch to a dimensionless set of variables such that
Z=JL R=rir, a=Lir, (23)

The dimensionless governing equation can be written as:
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The vanable y can be separated such that
HRZ) = yp(R) yz(Z)

The governing equation may now be separated as

2

d> 2 d
14Yz _ a°1 d{RyR)=_?_.

with the following homogerzous boundary conditions

Yz _, at Z=0 and 1
Z
and
d
IR _y at R=0
aR

The separate solutions are
yz = (const.) cos(AZ)
where the eigenvalue 1 is obtained from

A=nxn n= any integer

and
A
yg = (const.) IO(ER)
Therefore

y = ¥ 4,15(EER) cos(nnZ)
n=1 a

(29)

(25)

(26)

@7

(28)

(29)

(30)

@31

(32)

The constant A is calculated by satisfying the interface condition at the condenser and evaporative

sections. The interface condition is written as

¥
(=1 = u(@)
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/ U L
wzy = -2 for 0<Z<_% 39

D L
Z)=0 for C<z<1- G9)
= f<zZ<1-%
u(Z) or 7 T
U AL
u(Z) = 2 for 1-—<Z<l1 (36)
D L

The remaining task is to expand u in ierms of a series of Bessel functions.

wZ) =Yy 2U;u(r;)cos(mr£)dc} cos(nnZ) 37
n=1
The constani A can be -found by comparing equations (37) and (32) and substituting in equation
(32) to get the final result for y as
= 2f u(ncos(rmm)dn
YRZ) = -},

- nm, NT
n=1 —11(—)
a a

10("7"R)cos(nx2) (38)

Since all the boundary conditions resulting in equation (38) were of the second kind, an arbitrary
constant could be added to the solution. Using equation (8), the molar ratio fo. the gas may be

written as
x5(R,Z) = (const.) o R2) (39)
This constant may be obtained by checking the inventory of the noncondensible gases

2nrfLJ.(1)J‘:)(const.)e"(R’Z)cdeZ =C, (40)

where C, is the total number of moles of the noncondensible gas in the heat pipe. C.l:ulating
the constant from equation (39), replacing ¢ by p/R.T where R is the univzrsal gas constant, and
substituting it in equation (38) yields
Rz C?_e”(R'Z)
(R, )_2m-f1. e EET Rz (41)

c
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where v is calculaied from eguation (38).

SOLUTION FOR LIQUID FILM

The goveming equation relating the rate of heat transfer to the rate of change in the
liquid film thickness is taken from Marto et al, and is written as
k(ry+zsing) AT _d p?t

. . dd 53 s | (42
o E{ m (rl+zsm¢)(sm¢-cos¢a)_§(r1 zsind)y )

where variables without subscripts are now those of the liquid, ¢ is the angle of the tapered inner
wall, o is the angular velocity of the heat pipe, and p is the viscosity. Assuming r;>>zsin,

equation (42) may be rearranged to

dy, . dd,,3) _
Ba_z.{(smcb-cosdaa)b } =K 43)

where K is a dimensionless group defined as

3kAT
K=—5F ()
hfgp rl(x)—
This equation (42) may be rearranged as
2
36ne38 - Loose i Bk (45)
4 dz 4 dz2

where p=8% This equation cannot be solved in its present form. However, a change of variable

such as

. dp (46)
iz

will make a solution viable. The new form of equation (45) is written as

2
i _x 7

sinp & - écomba’m =

Rearranging equation (47) results in
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d(pi”) _ _Cosd  EdE

18
4 gK-sincb E =)
2

This equation can be integrated to soive for the liquid fi'm thickness. The boundan conditions
q € q Y

for 5 are
% =tand, & =9, aa  z=0 (49)

The first condition is derived from the fact that at z=0 there would be no liquid flow. These two
conditions in terms of £ and § become a single equation, which is

B =5 at E=0 (50)

Equation (48) now can be integrated using boundary condition

(1)

53 = 63 . cosd { .E . 4K ln[4/3K-sin¢b E]}
4 lsing 3sin2¢ 43K
A closed from solution in terms of & and z cannot be obtained. Oncz & vs £ is obtained from

equation (51), £ may be related to & and z from

£ = 45390 (52)
dz

This is a versatile equation: it can be used with heating (evaporative free surface), cooling
(condensing free surface), or insulated wall (no mass transfer at the free surface). by using a

positive, negative, or 0 value for AT.

SOLUTION METHODOLOGY

In the previous sections, analytical solutions for the vapor/gas region and liquid film have
been obtained. These two solutions are related through the thermodynamics of the interface. An
overall closed form and analytical solution is not possitle due to the complex nature of the
analytical results and the thermodynamic relation that relates the local molar fraction of the vapor

to the vaporliquid film interface temperature. Numerical results, however, can easily be obtained.
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An iterative- procedure is unavoidable, due to the nature of the nonlincarities in the problem.

1)

2)

3)

4)

3)

6)

7)

8)

9)

10)

11

One possible iterative schemeis listed below:

Guess an initial U and U,, realizing that to achieve steady state the mass balance dictates

that the vaporization mass should be equal to the condensing mass.

rLe _ (L -
[ tpeUedz = jL_LCchCdz (53)

Calculate u(Z) from equations (33)-(35).

Calculate y(R.Z) from equation (38).

Calculate x, from equation (41).

Calculate x; from equation (9).

Having x,, the partial pressure of the vapor may be calculated from p,=x,p.

The liquid film-vapor interface temperatures T, and T, may now be calculated from

thermodynamic tables.

The temperature difference may then be calculated as
AT =TT, or AT =T, -T,, (54)

The liquid film thi-' 4 is calculated from equation (51).
The velocities U, and U, can now be calculated from equations (20) and (21).

Check if calculated values of U, and U, are close to the guessed values? If yes, stop the

iterations; if not, go back to step 1.
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FUTURE DIRECTIONS

This subject has barely been touched. The combination of noncondensible gases and

rotation has not been fully investigated before. The same combination is also responsible for the

complex and interesting phenomenon at hand. Since no extensive result has been obtained here

due to limited time and the scope of the project, more work will need to be planned for the

future. Among the activities proposed for the future are:

1)

2)

4)

3)

6)

Perform analysis for the case of no tapering. Because the heat pipe might be
rotating very fast (up to 30,000 rpm) it is suspected that tapering is unnecessary for
liquid transport. A thicker liquid film at the condensate section and a high
centrifugal force might generate enough hydrostatic head to supply the necessary

liquid flow.

Following the analysis in (1) above, numerical results should be obtained anc

presented in terms of plots and tables.

Numerical results will be obtained for the concentration of the noncondensible gas.

These results will be coupled with those obtained by Edwards, Tien.

Overall results will be obtained in which the solutions of the vapor\gas region and
the liquid film are coupled. These results will be compared with those available in

the literature -- possibly those of Al-Jumaily (1973) and Williams (1976).

Experiments will be conducted. The data will be compared with those results
obtained here and those by Edwards and Marcus (1972) and Peterson and Tien
(1989).

A comprehensive computer program which accepts a few input parameters such as
angular revolution, system pressure, and amount of noncondensible gases and
solves for rate of heat transferred and the temperature profile in the heat pipe is

desirable.

2-17

- ;




7) Upon examination of the experimental data and analytical results,
recommendations will be made for betier designs and more efficient analytical

treatment.

8) The possible effect of ultra high revolutions on the performance of the gas-loaded
heat pipes is not that clear at this point. Future experimental efforts aimed at

investigating this are recommended.
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A TWO-WIRE THERMOCOUPLE TECHNIQUE FOR DYN.-\\'I_VIIC"TE;\"IPER.;‘;TURE
MEASUREMENT IN REACTING FLOWS

by

Thomas R. Scattergood

ABSTRACT

A new method of determining the instantaneous thermocouple time
constant is examined using two thermocouple junctions of similar
composition but differing diameters placed in essentially the same
environment. This method is found to work well in theory but is somewhat
more complicated in practice due to a strong sensitivity of the technique on
the ratio of junction sizes and on the nature of the response signal. A probe
calibration technique is recommended and discussed for use with this
method. Also. the effect of probe geometry on the flowfield was examined
using an LDV in a simple dump combustor and it was determined that there
were no significant effects caused by any of the three geometries studied.
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When studving combustion systems and reacting flows. it 1§ important
1o be able 10 measure spatially and temporally resolved temperatures. This
data. along with corresponding velocity data. aides in the undersianding of
various aspects of fluid flow such as stability characterization and controi.
interpretation of velocity data, and the understanding of turbulence
correlations and compressibility effects. Since these {luid phenomena are of
a rapidly changing nature, it is important to have a temperature
measurement rate sufficient to keep up with such fluctuations in the
flowfield. In this case, a thermal data rate of about 1 kHz would be required
for the anticipated application to research ramjet combustors.

Current optical techniques based on the quantum-mechanical effects
of light are useful in their ability to provide temperature measurements in
flows due to their non-intrusiveness. their accuracy, and their speed Thev
can. however, be prohibitively expensive and very complicated. and none
can vet provide combined spatial and temporal resolution at a satisfactory
sampling rate. Thermocouples, on the other hand, are relativelyv cheap and
uncomplicated and have a great deal of past experience behind them on
which to rely upon. There still remain problems involving probe
survivabilitv and disturbance. as well as the usual worries over data
validity, but the current research is attempting to provide insight into these
areas of concern.

Thermocouples are able to provide very accurate information about
the temperature at the probe junction. but there is a relationship between
the junction temperature and the instantaneous gas temperature. Since the
phvsical size of any thermocouple prevents it from responding directly to
temperature [luctuations at frequencies above about 200 Hz. compensation is
necessary. For the case of minimal radiation and conduction losses. it mav

be shown that:
Tc=Tj~ oudTj/dt)

where Tc is the actual gas temperature, Tj is the measured junction
temperature. and & is referred to as the time constant, which represents a
ratio between the junction thermal capacity and the convective heat flux
Since & is a function of the instantaneous gas properties. calculating the time




constant directly would not normaily be possible, and most researchers have
used some sort of average value. This has proven to be insufficient and an
alternate method of determining &, and thus the instantaneous gas
temperature, is needed.:

The solution progwsad here is to use a two-wire thermocouple in
which two junctions of differing diameters are placed close together. This
technique. theoreticallv. allows the determination of an instantaneous time
constant based on the tempe:sature gradients of each junction. The [ocus of
this work 1 to prove tiis technique and apply it to an actual flow with
possible future correlaiion to a CARS svstem and then to an LDV for
simultaneous velocily measurements.

THEORY

Performing an energy balance on a thermocouple junction and
neglecting radiation and conduction effects gives the standard equation for
response:

Tc = Tj - cudTj/d)

where Tc¢ is the instantaneous gas temnerature, Tj is the junction
2
temperature, and the time constant & = (pjCjdj~ /14 k Nu). For small wires
in turbulent flows. Nu = ClReCZPrC:’. Substituting retations for Nu. Re. and
Pr into the relation for &:
a= [ picidi? “2v/4) x [ /(v*2p 23 ¢ )
Which mayv be grouped as
& = tC4)G!

where C4 = C4(wire properties) and G - Glgas properties). Now,

Tc = Tj + C4G(dTj/dt)




Clearly. G is the only unknown in solving for Tc. However. for two
thermocouples in same environment. we can let Tc1=Tc2 and solve for G in
terms of known or measurable parameters:

G = [Tj2-Tj1] 7 [ 1C4 dTj/dt - 1C4 dTj/di)2 ]

With a known value for G, the time constant can now be solve for and an
(nstantaneous gas temperature obtained.

This is a dynamic calibration and depends on the responses of two
different junction in the same environment. The onlv required information
is the value of the coefficient C2, which has been shown to be about 0.5 but
can be experimentally verified.

In order to show that it is possible to obtain a compensated
temperatures based on the technique just outlined, a theoretical response
curve was generated to test this technique. By letting Tc=Tosinwt and
substituting back into the relation Tc = Tj + &(dTj/dt) an expression for the
response of each junction Tj could be obtained:

Tjit) - Toax[(sintwt)/&x) - fweostwt)) - wel-V/Q)] /7 [1+(wt )]

Bv assuming a junction diameter ratio of 1.2 and assigning arbitrary values
10 To. w. and the other physical variables contained within &, the response
curve for each junction was calculated. This can be seen in Fig. {1) where the
curve of largest amplitude is some actual theoretical gas temperature Tc and
the next smallest and smallest curves are the response curves of junctions
having diameter ratios of 1:2 respectively. These response curves were then
fed into a computer program which calculated the gradients at each point
and then found the corrected temperatures for both curves. The results,
seen in Fig. {2), showed that the corrected temperatures for both response
curves were identical and that thev matched very closely ito within several
dectmal places) the actual gas temperature. Moreover. it was found that the
time constant, &. could be calculated using values only for the response
gradients. the response difference 1Tj2-Tjl ), the diameter ratio, and the
value C2. The physical properties of the junctions were not a factor as long
as both junctions were of the same material. Similar calculations were
performed for various diameter ratios giving similar positive results, thus
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showing that this technique works well in theory for any given diameter
ratio.

A second theoretical model was set up to simulate an actual
experiment in which two thermocouples of differing diameters at some
initial temperature T1 were suddenly exposed (o a constant temperature
environment T2. The response for each junction to such a step change looks
like:

Tjit) = T2 - iT1-T2 e /&)

In order to match the experimental set up as closelv as possible the diameter
ratio was picked as 1:2 and T1 and T2 were chosen as 0.2 and 2.5
respectively (T s are in volts). Again, the compensation was accurate when
using a diameter ratio of 1:2. This time. however, it was decided 10 test the
sensitivity of the compensation technique to the diameter ratio by trying to
compensate with ratios somewhat different than that of 1:2. This was done
and it was found that there was a great deal of sensitivity to this factor.
Being off by even 1% (eg 0.99:2) from the actual ratio produced dramatically
different results. Fig. (3] shows compensation curves for various diameter
ratios.

[t should be noted that a pattern was seen in the compensation curves
as the diameter ratio was changed. When the guessed ratio began below
that of the correct ratio (eg 0.1:2) and was increased. the compensation curve
would slowlv increase and approach the correct gas temperature. When the
guessed ratio equalled that of the correct ratio, the compensation curve gave
the actual gas temperature T2. When the guessed ratio surpassed the
correct rat1o teg 3.2, the compensation curve would jump from positive 10
negative values in such a fashion that it began 1o approach the lower
response curve. All this suggests a means of calibrating a probe to the
correct diameter ratio by looking for some sort of convergence on an
established gas temperature.

Sensitivity of this method to fluctuations in the response signal was
also examined. This was done by adding a small amount of random noise to
the theoretical response curves, The noise was on the order of 0.1% 10 0.01%
of the magnitude of the signal. Even by incorporating such small deviations
into the responses, the compensation was greatly affected. Relativiey large
fluctuations 1n the compensated temperature could be brought on by only
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minor fluctuations in the response curves. This suggests that in an
experimental situation the signal should have a high signal to noise ratio for
correct compensation 1o occur.

EXPERIMENTAL

The test configuration set up to verify this compensation technique
involved placing a dual-junction probe in an environment of pulsed hot air
of known temperature in order 1o provide a series of response curves which
could be used to find the instantaneous gas temperature. Hot air was
provided by passing compressed air through an electrical resistance heater
which typically supplied values between 400°F and 600°F. The hot flow was
then broken up using a rotating steel plate with a hole drilled throught it
The test probe and the air supply were then placed on either side of the
spinning chopper wheel and a laser and PMT were used to mark the onset of
exposure to ihe kot air each time the hole passed in front of the probe.
Typical wheel speeds, measured with a strobe, ranged between 10 Hz and 50
Hz.

Data was collected using a 386-based computer containing a DT2831-G
A/D board with a maximum throughput rate of 250 kHz. A minimum of
three channels were required for this experiment; one for each thermocouple
and one for the laser. In future, the laser input channel may be replaced by
an LDV input signal. Data was collected at a rate of 10 kHz and was
amplified at a gain of 1000 and low pass filtered with the filter setting on 10
kHz.

The thermocouple wires were wade of Pt/Pt-12 :Rh and were of 1. 2
or 5 mil diameter, whereas the lead wire was 15 mil diameter. Probes using
1/2 mil and 1/3 mil thermocouples *vere constructed. The junctions were
flame welded using a small hydrogen torch that created a bead which was
typically four times the wire diameter and was usually not a perfect sphere.
The smallest beads that most resembled spheres were chosen for the
construction of each probe. The junc.ion wires were connected to the lead
wires using an electrical welder. Thi. proved, through trial and error, to give
sufficient strength to withstand flows of approximatelv 150 ft/s. An attempt
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was made 10 place the junctions as close together as possible, but a spatial
separation of several milimeters often could not be helped.

The probes used to test flowfield effects did not have actual
thermocouple junctions but were merelyv the outer casings bent into the two
configurations shown in Fig. (4). The probe bent similar to a pitot probe was
rotated 90° in the flowfield and tested both ways. The probes were tested in
a simple dump combustor with the LDV focused approximately 1-2 mm from
the end of the probe.

RESULTS

Compensation was first attempted using data from a test with a 1 and
2 mil wire probe where the wheel speed was 10 Hz and the measured
steady-state gas temperature was around 4800F (1.8 mV). The measured
bead sizes were 4.3 mil and 8.0 mil in dilameter Feeding the infor mation
from this test straight into the compensation algorithm gave poor results.
The computed gas temperatures varied widely and did not appear to
approach the measured temperature of the hot air flow. In light of the
theoretical model, however, this can be explained for two reasons. First, the
measured response curves were not noise free and contained numerous
small fluctuations. The affects of these fluctuations are, as previously
mentioned. very important when taking point-by-point derivatives and can
cause large variations in the computed results. Second. the measured
diameters give a ratio that mav not be the ‘true ratio between the (wo
junctions. Since the diameter ratio is really a ratio between the t=0 masses.
there may be some sort of "effective” ratio which cannot be determined in
such a straightforward manner as optical measurement.

In light of these results, an ensemble average of [ifty responses was
made 1n order to help eliminate the effects of noise. This averaged curve is
shown 1n Fig. (5). Note that the signals do not reach the same steady state
temperature. This may be due to the spatial differences between the two
junctions or possibly to the difference in the radiative cooling of each bead
as it sits 1n still, ambient air between each hot pulse The effects of this
difference are as yet unclear, and so another data set was created in which
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one of the curves was time shifted in order that both had the same steady
state value and began to rise at the same time {see Fig. (6)).

Compensation was carried out on both the shifted and non-shifted
curves in such a wav as to find the effective diameter ratio. Various ratios
were tried untl it appeared that the compensated values began to converge
on some constant value. In the 10 Hz case. the corrected gas values seemed
to converge near 1.5 mV t0 2.0 mV at a ratio of 2.75:8. In this way. the
probe s effectvie diameter ratio had been calibrated to some degree of
accuracy. This ratio was then used to compensate for the ensemble averaged
curve at a wheel speed of 20 Hz. The results again appeared to be somewhat
favorable, giving values within a range relatively close to that of the
measured gas temperature (1.8 mv). However, enough noise still remained
in the signals of both the 10 Hz and 20 Hz cases to cause the corrected values
to fluctuate 10 a degree that made 1t very difficult to idenufy at what ratio
the numbers actually converged. A polynomial curve fit was made to try to
eliminate the remaining noise. but the particular fit that was a poor one
Some so:t of curve fit must be made. however. in order to keep the corrected
values from varving so wildly. Enough similarityv did exist between the
experiment and the model to indicate that this technique has definite
potential.

The results of the LDV experiment were largelv unsurprising. There
were no great differences in the flow effects of the three probe
configurations examined in the simple dump combustor. Future experiments
may examine the etfects in a swirl combustor 1n which a greater difference
may arise.

NCLUSION

Based on theoretical modelling. temperature compensation in the
manner described appears to be possible. However, due 1o the inherent
sensitivity of the technique on the signal to noise ratio and the ratios of the
junction diameters, experimental implementation of this method is not so
simple. Since the effective diameter ratio is not directly attainable. 1t
appears that a calibration routine is necessary to experimentally determine
this factor. This can only be accomplished if the signal is essenually free of
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noise. and the best way 1o do this appears.to be a.combination of ensembié
averaging and curve fitting.

Clearly, more work needs to be done regarding the method of cleaning
up the signal and being able to converge on the correct diameter ratic. This

may also involve a better understanding of the fluid mechanics involved in
performing the described experiment.
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ABSTRACT

This report contains a briet summary of the work done to investigate the operational characteristics of a
bumer that was designed to "specifically reproduce recirculation patterns and LBO processes that occur
in a real gas turbine combustor.” The bumner, refered to as the Pratt & Whitney Task 150 Combustor, uses
a swirling fuel injector from an actual Pratt & Whitney turbojet engine installed in a sudden expansion
combustor that closely simulates the geometry of a combustor from an actual jet engine. The Task 150
configuration has been configured so that the geometry around the injector is nearly axi-symmetric, but
the combustor incorporates quartz windows so that optical (laser based) instruments can be used to make
measurements in the flame. The Task 150 configuration uses a swirling injector similar to those used in
the Task 200 combustor, and the inlet diffuser sections and inconel chimney of the Pratt & Whitney Task
100 burner. This umique configuration allows complex diagnostic measurements to be measured in a
simpler geometry than the Task 200 combustor, but embodies most of the features of an actual jet engine
combustor in an axi-symmetric configuration that is easier to mathematically model.




The primary effort during this summers AFOSR sponsored research program for faculty and graduate
students was to assemble the hardware, and investigate the basic operational behavior of the burner. It
was found that the flame would exhibit very different operating charactenstics over the operating
stoichiometric range. The flame would be attached to the bumer or lifted from the burner as the fuel
equivalence ratio was changed. Film images and video tape of the various operating modes as a function
of fuel equivalence ratio were obtained.

Measurements of the fuel equivalence ratio at lean blow out as a function of air flow rate were aiso
obtained. At high air flow rates, the flame would blow out for both injectors tested from a well lifted flame
that was being stabilized on a downstream recirculation zone. At low air flow rates, the low swirl injector
would still blow out from the flame stabilized on the down stream recirculation zone. However, at low air
flow rates, the flame on the high swirl nozzle would remain attached to the center core of the fuel injector
right up to lean blow out. As a consequence, the fuel equivalence ratios (based on total fuel and total air
flow) where lean blow out occurred with the high swirl nozzle were very much lower (ca 0.3) than that
observed for the low swirl injector or the high swirl nozzle at high air flow rates (ca 0.5).

The pressure drop across the low swirl and high swirl injectors were determined as a function of total air
flow rate through the combustor. In a separate investigation, the partitioning of the flows through the
dome jets, the insert jets, the primary air swirler and the secondary air swirler was determined. The effect
of fuel flow on the pressure drop across the injectors and its effect on the flow partitioning was also
investigated by introducing CO2 into the fuel passage at varying flow rates. How the air flows partition
between the various flow passages in an injector is expected to have a major impact on how well that
injector operates.

Measurements of wall pressures and wall temperatures were made in an attempt to better understand the
locations of the various flame zones in the combustor. These measurements have indicated that the
location of the recirculation zones moves very little as operating condition is changed. They also indicated
a second recirculation zone in the dome region that is caused by the dome cooling jets.

. INTRODUCTICN

This report presents a brief summary of results of an initial investigation to determine the flame
characteristics when swirling fuel injectors from actual Pratt-Whitney jet engines are installed in a burner
with a sudden expansion (Pratt and Whitney Task 150 Combustor). This work provides a bridge between
the work where the combustion characteristics of confined, coannular fuel and air jets are discharged into
a sudden expansion (Pratt and Whitney Task 100 Combustor), and the Task 200 combustor where four
swirling fuel injectors from actual Pratt-Whitney jet engines are installed in a a rectangular combustion
chamber that simulates a segment of a reai jet engine combustor. The advantage of the Pratt and Whitney
Task 150 Combustor is that it allows the actual combustion charactenstics of a real injector to be
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investigated in a simpler geometry where various diagnostic measurements (primarily laser based optical
measurements) can be more easily made. The Task 100 and 150 combustor configurations have baen
specifically developed to study the phenomenon of lean blowout (LBO) in modem annular aircraft gas
turbine combustors. The combustor has been carefully designed (Sturgess, et al. 1990) to "specifically
reproduce recirculation patterns and LBO processes that occurin a real gas turbine combustor.”

The Task 100 combustor consists of coaxial jets with a 23 mm diameter central fuel jet surrounded by a
40 mm diameter annular air jet. The jets are located in the center of a 150 mm diameter duct. A sudden
expansion, rearward facing bluff body, with a step height of 55 mm, is located at the exit plane of the
coaxial jets. The combustor test section incorporates flat quartz windows to accommodate laser and other
optical access, but uses a metal shell with metal comer fillets to reduce the vorticity concentration and
eliminate its effect of the bulk flowfield in the combustor. This box-section combustor with comer fillets
allows reasonable optical access, while providing a cross section that approximates a two-dimensional
axisymmetric cross section. The bluff body provides a recirculation region that can stabilize the flame.

The Task 150 combustor configuration utilizes the basic Task 100 hardware, but replaces the confined,
coannular jets with an insert and an actual swirling fuel injector from a Pratt and Whitney jet engine. A
schematic drawing of the Task 150 Combustor is shown in Figure 1. A drawing that shows the installation
of the fuel injector in greater detail is presented in Figure 2. Two different fuel injectors were used for this
study, a high swirl injector, and a low swirl injector. The high swirl injector is refered to by representatives
of Pratt and Whitney as a "bill of materials injector” used in production engines. The low swirl injector was
reported to match the characteristics of the injectors supplied by Pratt and Whitney for use in the Task 200
combustor.

The objective of the project was to determine the combustion and flow characteristics of the Task 150
bumer over a range of operating conditions. Specifically, the study was to characterize the broad
operating characteristics of the Task 150 burner with both high ang low swirl injectors. The initial
characterization included the following experimental work: flow meter calibration, checkout experiments,
flame characterization experiments which were recorded on film and video tape, lean blow out
measurements, determination of the flow partitioning between the injector passages as a function of air
tlow rate, and measurements of wall differential pressure and wall temperature measurements.

The results of this study relate to a flame blowout modeling study being conducted by other investigators
from Pratt and Whitney (Sturgess, et al. 1990). A secondary purpose of this study has been to collect data
that could be used in validating a computer code that predicts the flame phenomena and blowout limits
(Sturgess, et al. 1990).




Exhau
Onfice Plate

Diffuser

Alr Inlet \ mém

Figure 1. Schematic of the Task 150
Pratt and Whitney Combustor

Insart
Swirlers (x15) Deflector

%

. ﬁ * .

Dome Cooling Jets

7 Swirl
M Yanes

Aluminum
Dittusar
Shell

Secondary
Swirler




The page, constraints of: this report.prevent:a detailed.summary and discussion-of all of the experimental
results obtained. Consequently, only examiple results are presented. A more complete compilation of the
data has been prepared in the form of ar:.appendix whichhas been supplied to the Air Force sponsor at
Wright Patterson Air Force Base.

il. RESULTS
Calibration of Flow Meters

The main instruments used in these test series were four flow meters. These four included one for the air
(6000 slpm air capacity), another for the nitrogen (1000 slpm air capacity), and two (300 and 45 slpm air
capacity) for the fuel. The largest reference standard available was a laminar flow cell with approximately a
300 slpm limitation. This arrangement worked satisfactorily for the fuel meters, and showed the nitrogen
meter to be linear up to the flow cell's limit. However, the air meter, not being designed to run at this low of
flow rate, showed serious but predictable inaccuracies. Careful cafibration against the laminar flow cell at
low flow rates and against the linear nitrogen flow meter at higher air flow rates allowed the air flow meter to
be calibrated over the flow rate range of interest. Figure 3 presents the final calibration of the air flow meter
used in this study.

The calibrations of the fuel flowmeters were found to be very close to linear, and to match the factory
calibrations very closely. The calibration equations obtained for the two fuel meters used are shown
below.

0 to 300 slpm air (0 to 108 sipm propane) meter:
Y (actual flow) = 0.99158 + 0.988'X (indicated flow); R2 = 1.000

0 to 45 slpm air (0 to 16.2 slpm propane) meter:
Y (actual flow) = - 0.018719 + 0.938*X (indicated flow); R2Z = 0.999
El o izal

One of the traits of the Task 150 oumer is the wide variety of flame structures that are observed. Each
flame shape indicates a different mode of operation, which ditfer from one another in the location of the
flame fronts, or by some structure such as thickness or intensity. These different structures might arise
from changes in the flow fields, mixing patterns, or fue! equivalence ratio. The differences and similarities
of the flame structures for both nozzles together with the Task 100 configuration may provide significant
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Figure 3 - Final Air Flow Meter Flow Calibration

insights to the combustion processes. Characterization simply defines the modes and the differences
that differentiate the structures.

The shape of the flame, at the minimum, provides qualitative information on the mixing process and
location of flame fronts. Such information can yield precious insights into what processes are present.
Flames fronts exist because fuel and oxidizer have been transported to a point where combustion can be
supported. The location of these fronts relative to the outlet orifices of fuel and air are of obvious interest.

Flame structure is also important in the macroscopic effects it can have. In the high swirl burner near lean
blow out, for example, the flame is very small, with much of the air bypassing the actual combustion region.
This small flame structure supported much lower fuel equivalence ratios than the comparable low swirl
injector, which had a much larger flame structure to maintain. These structures not only have an effect in

4-6




laboratory experiments but also affect the real-life operation of a turbojet engine. Understanding of the
causes and effects of flame structures may be of significant help to the injector designer.

The fuel equivalence ratios where the transitions from one flame structure to another were determined as
a function of air flow rate. The flames for both injectors were attached to the outside of the insert air jets
when the burmner was operated very fuel rich. The flame would then lift, reattach, and lift again as the fuel
equivalence ratio was progressively reduced depending on the injector (high swir versus low swiri) and
the air flow rate. During the reattachment phase, the flame would take on many of the characteristics of a
tornado. Consequently, the terminology of funnel cloud, tomado, and debris cloud were adopted to
describe some of the observed flame structure.

The flame characterization of the Task 150 combustor was in large part carried out by visual observations.
Still film photographs were taken of the different structures. These images were digitized and
manipulated using various computer programs into the isochromatic contour plots found in Figures 4 and
5 for the low swirl and high swirl injectors respectively. As can be seen, the flame for both nozzles look
alike at very fuel rich conditions. The flame is attached to the insert jets, in a manner similar to the Task 100
burner at rich conditions. Unlike the Task 100, these flames are very shor, presumably because the
oxygen in the air was being depleted much faster due o the swirling motion mixing the gases. As the
amount of fuel was reduced, the flames lifted and stabilized on some downstream recirculation zone that
appeared to be associated with the injector. The primary combustion zone lengthened as relatively more
oxygen entered the chamber. At this point the two nozzles diverged in flame characteristics. The low swiri
nozzle would abruptly switch to an attached cone flame. Although this cone seemed similar in appearance
to the high swirl flame near lean blow out, it was much different. The attached cone was much more
vigorous, and produced a howling roar, giving no indication of being near blow out. As fuel was further
reduced, the attached cone would once again lited would stabilize on a downstream recirculation zone
associated with the injector. At this point, however, a flame structure could still be perceived, as illustrated
in Figure 4. As the fuel equivalence ratio continued to drop, the cone dissipated and became a
shapeless, separated flame that appeared to be stabilized on the larzer recirculation zone associated with
the chamber itself. 1t is believed in this structure, that the nozzie no longer exerted an influence on the
flame, and the flame was being stabilized on conditions sustained by the chamber itself. With the lean
lifted flame structures, flames with the low swirl nozzle once again took on the appearance of flames seen
In the the Task 100 combustor.

With the high swirl nozzie, after the nch lifted condition, the swirling air began to stabilize a flame in the
center of the combustor, with a result that behaved much like a tornado. As seen in Figure 5, a funnel
cloud formed within the wne nch ifted flame and gradually descended as the fuel flow was decreased

Eventually, the funnei appeared to disappear into the inside of the primary swirler passage in the injector
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A flame in the shape of a little bowl, which looked much fike the debris cloud of a tomado, attached to the
nozzle, formed on the outside of the tornado cloud. This detail was lost in the process of converting from
still photograph to Figure 5. Continued reduction of the fuel flow resuited in the growth in size and
intensity of this cloud while simultaneously decreasing the funnel cloud. The disappearance of the funnel
cloud marked a transition to a fully developed flame that was strongly attached to the center of the injector.
At low air flow rates, this strongly attached flame would weaken until the lean blow out imit was re3shed. At
high air flow rates, the flame would once again lift, attach to down stream recirculation zones, and
eventually blow out from the separated flame structure, much as did the Task 100 Combustor, and the LS
Task 150 Combustor.

One of the major factors in flame structure was fuel equivalence ratio. At a given air flow, the fuel would be
reduced until a transition was judged to have been reached. These observations were not easily made.
With the low swirl nozzle, most transitions between modes were quite abrupt, but the flame would oscillate
from one mode to another (without obvious cause) over a narrow range of fuel equivalence ratios. In
these cases, the practice was 1o wait until a complete (no jumping between modes) transition was
reached. With the high swirl nozzle, however, the behavior was quite different. Instead of abrupt
changes, the flame flowed smoothly from one mode to another. While eliminating the problem of flicker,
these smooth transitions also left no sharp break point in flame behavior. Easily recognizable events,
such as when the tornado appeared to touch the nozzle, were chosen to differentiate operating modes.
Even still, events such as the onset of the funnel cloud were in large part a matter of judgment. With these
understandings, Figures 6 and 7 quantify the different fuel equivalence ratio regimes in which the various
modes operate.

Lean Blow Out Experiments

Lean blow out tests were conducted at various times during the course of the summer research effort.
These measurements were cond....2d with the high swirl and low swirl nozzles, but were conducted with
the 10 inch extension, and the 45% exhaust orifice plate installed. A more systematic set of
measurements was made as part of the tests to measure wall pressure and temperature with various
operating configurations, and over a range of both air and nitrogen flow rates. While making these tests,
the burner was operated near LBO while the wall pressure and temperature measurements were made.
Once this data had been collected, the burner would be further leaned until lean blow out was achieved
and recerded. Frequently, the burner would be relighted, and the lean blow out measurement repeated.

It is beyond the scope of this document to report all of the lean blow out data taken during the course of
the summer research program. The additional data is available on request. An example set of
representative blow out data is contained in Figure 8 for both the low swirl and high swirl nozzles. For

reasons not yet fully understood, the fuel equivalence ratios at lean blow out for air flow rates below about
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400 slpm depart from the expected value of about 0.5. As Figure 8 shows, the ¢ at LBO for the low swirl
fuel injector increases significantly as air flow rate is reduced below about 400 sipm (70 F). Conversely,

s

09}

b

08}

IR TWwWY

£
\ ® HS Nozze
O _1:S Nozzle

0.7¢
06}

05
04

03} Nfr“ :
0.2} ;

0.1}

Fuel Equivalence Ratio at LBO

0.0 :l Ldend et el 3 Ll eded Lorcdndad. A1 2 1 31 3 1 [ T 3 1.
0 100 200 300 400 500 600 7oOO
Air Flow Rate, slpm (70 F)

Figure 8 - Example Set of Lean Blow Out Data for Task 150 Comb
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the ¢ at L3O for the " h swirl fuel injector decreases markedly as air flow rate is reduced below about 800
slpm (70 F).

Time has not permitted a complete evaluation of this lean blow out data, but a few observations have been
made. At high air flow rates, the flame just pnor to blow out for both injectors tested was a well lifted flame
that was being stabilized on a downstream recirculation zone. At low air flow rates, the low swirl injector
would still blow out from the flame stabilized on the down stream recirculation zone. However, at low air
ilow rates (less than ca 600 sipm), the flame with the high swrl nozzle would remain attached to the center
core of the fuel injector right up to lean blow out. As a consequence, the fue. equ.valence ratios (based
on total fu | and total air flow) where lean blow out occurred with the high swird nozzle were very much
lower (ca 0.." than that observed for the low swirl injector or the high swirl nozzle at high air flow rates
(ca 0.5).

It was evident from observa*ons of the flame associated with the high swirl Lu:ner at the iower air flow
rates, that the volume of the flame zone was very small compared to the voiume of the combustion
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chamber, and that some of the combustion air was bypassing the combustion zone. Thus analysis of the
flame in terms of a "loading parameter” must be done very carefully.

Itis suspected that the flame zone is still beiiaving like a well stirred reactor, but that the local stoichiometry
is not well represented by the overall fuel equivalence ratio, the total air mass flow, and the total volume of
the reactor. Itis difficult to understand how a flame can be sustained at a fuel equivalence ratio well below
the lean flammability imit (f = 0.5). It is suspected that the f at lean blow out would be much closer to 0.5 if
the volume of the flame zone could be accurately estimated, and if some estimate of the actual mass of air
and fuel entering the flame zone could be made.

Elow Splits

Measurements of pressure drop across the various flow passages in the fuel injectors installed in the Pratt
& Whitney Task 150 combustor were used to estimate the partitioning of the flows between the primary
swirler passage, the secondary swirl passage, the insert jets, and the dome jets. The various passages
were plugged in sequence so that the flow rate through a single passage could be correlated with the
pressure drop across the dome of the combustor.

Each set of air tlow, pressure drop data was curve correlated using a quadratic least squares function. It
was assuf zdithat the flow correlations for the insert and dome jets would be the same for both the HS
nozzle and the LS nozzle sets. In making the measurements through the insert and dome jets, the flow
through the combined insert and dome jets was correlated with pressure, and the separate flow through
the insert jets was correlated with pressure. The separate flow through the dome jets was then obtained
by subtracting the insert flow cormrelation from the combined correlation. The separate equations for each
of the four passages for both the HS and LS injectors were then used to determine the flow rate as a
function ot pressure drop for each of the passages, and the sum was used to determine the comelation
between the total air flow rate and the pressure drop across the injector. With the total air flow determined,
the percentage of flow through each injector passage was determined as a function of air flow rate.
Figures 9 and 10 summarize the percentage of flows through the primary swirler passage, the secondary
swirler passage, and the combined insert and dome jets for the high and low swirl nozzles respectively.
The higher pressure drop through the HS primary flow passage and the attendant lower flow rate is
apparent.

A question on the etfect of fuel injection on the pressure drop across the fuel injector, and its effect on
the partitioning of the flow between the various passages was raised near the end of this summer's faculty
and graduate student research program. There was insufficient time to fully explore this efiect.
Nevertheless, a bnef investigation into this effect was undertaken. CO2 was introduced into the fuel
onfice of both the HS and LS injectors. The insert and dome jets were completely blocked, since it was
felt that fuel injection could not have any effect there. The flows in the primary swirler or the secondary
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swirler were successively blocked so that the change in pressure across the injector could be monitored
as a function of CO2 flow rate through the fuel orifice. Four separate conditions were used, two with the
HS nozzle, and two with the LS nozzle. The air flow rate required to achieve a given pressure drop (LS,
1.67 and 4.35 in. H20; and HS, 4.35 and 10.15 in H20) was set and held constant while the CO2 flow rate
was changed. The pressure change (referenced to the set pressure drop) as a function of CO2 flow rate
for the four cases is summarized in Figures 11 and 12. It can be seen that the introduction of CO2 {fuel)
has a very significant effect on the pressure drop across the passage, and by implication, on the flow rate
through the passage for a given pressure dro;  The effect is much more pronounced for the primary
swirler passage that the secondary swirler passage. The effect can be either positive or negative
depending on the injector (HS or LS) and air flow rate. That is, it can impede the flow causing an increase
in the pressure drop, or it can act like an ejector causing a reduced pressure and consequent higher flow
rate. Examination of the figures shows that the effect may be quite nonlinear and can vary from positive to
negative back to positive depending on condition. It is evident the the addition of fuel will have a
significant effect on the way that the flows split as they pass through the various passages of the injector.
Further work in this area is warranted.

It should be noted that the percentage flow splits are thought to be quite accurate over the range of flow
rates and delta pressure measured. This work needs to be extended to higher flow rates and higher delta
pressures. Some of the actual combustion experiments conducted used air flow rates as high as 2500
slpm. This gave a delta pressure across the dome of the burner of about 4 psi. There were also some
discrepancies when the total air flow rate as determined by the summation of the separate equations was
compared to that measured directly with all passages open. There were some leaks in the facility that were
identitied at a later time that might have been affecting the results. Also, the flow through the very small
gap between the injector and the dome insert may have been affecting the results. The introduction of
CO2 to simulate the effect of fuel injection was found, as was discussed above, o be significant and very
nonlinear. It is recommended that additional work be undertaken to further investigate the flow
partitioning through the various passages over a wider range of flow and pressure conditions, and with
additional study of the effect of fuel addition on the flow ~piits.

| Pressuyr ratur [

Wall temperature and pressure measurements were taken with thermocouples and pressure taps located
in wall plates at selected axial locations. Measurements were made at or near the lean flammability timit and
for selected cases near the maximum heat release. Test configurations included combinations of the HS
and LS nozzles, 0 in and 10 in chamber extensions, and 0%, 45%, and 62% exhaust orifice. Much of the
data were collected without any supplemental nitrogen being added to the combustion air s'ream There
were some sets where a low levels (ca. 10%) and high levels (ca. 20%) of N2 were added tfo the

4-15




107 -
0.8 |
b AN AP
I AR 71
o A L
z 0.4
> - Initial Delta
£ 0.2 //‘\ A B _<:£‘// beita 7,
é r M Noxzle inch E20
3 A ms 10.15
§ 0.0 1 \ * 1s 1.65
a r * 15 4.35
@ '0'2; o L B B 4.35
D > -
8§ a4 e ‘
0.6 R ]
[ [
08¢ )
-1.0 L - '

0 5 10 15 20 25 30 35
CO2 Flow Rate (sipm, 0C)

Figure 11 - Pressure Drop across Primary Swirler
with Simulated Fuel (CO2) Injection

06 T
[ Initial
. .Dolta P,
Nozzle in. H20
0.4 : .
T A 13 10.15
® 13 1.65
s ® 1S 4.35
02~ N &S 4.35

J
\
N

0.05_< .

Delta Pressure, in. H20

0.2 ]
0.4 \\

Z N
-0'6 Tt Ak bl PEY S B | T S Wt U T Y T T | T S 1

0 5 10 15 20 25 30 35

CO2 Flow Rate (sipm, 0C)

Figure 12 - Pressure Drop across Secondary Swirler
with Simulated Fuel (CO2) Injection

4-16

S G g g S B L - - _ L.




combustion air. In as much as time was limiting the latter test phases, A sparse test matrix was empioyed,
i.e. only three levels of air flow, and zero or a high level of nitrogen were added to the combustion air.

With the burner exit open to the atmosphere, it was expected that the gage pressure at the wail would be
indicative of the large-scale recirculation zone flow patterns. At points where the flow had a significant
radial velocity, the pressure would change according to the stagnation pressure. In other regions, the
pressure would be dominated by Bernoulli's equation--the higher the velocity, the lower the pressure.
The most obvious result of the information collected was the invariability of the flow structure. This
consistency can be see in Figure 13, which shows all the data points taken. There were three zones in
evidence. The first recirculation zone, occurring in the first 50 mm, was dominated by the dome jets. The
second zone, located between 50 and 200 mm, consisted ot a lower recirculation zone caused by the
flow in the primary combustion volume. The last zone was the combustion products flowing through the
chamber. Afew data sets also showed evidence of another recirculation zone near the exit, set up by the
orifice blockage plate. This structure remained invariant for a wide range of test conditions. The main
effect of the extension and orifice plate was to shift the curve up or down (Figure 13). The air flow
changed only the magnitudes of the pressures , but did not appreciably change the location of the zones.
The principle nozzle effect was on the strength of the first (dome) zone, with the high swirl nozzle creating
a stronger fiow due to the change in the flow splits.

Figure 14 contains an example plot of the Metal Temperature Factor (MTF) as a function of location. In
general, the MTF data show a peak value at about the 200 mm location. However, the variation in location
of the peak MTF does range from about 120 mm to about 250 mm dgpending on the flame structure
which is being affected by the hardware configuration, air flow rate, and nitrogen flow rate. The location of
the peak MTF probably represents a stagnation point associated with the major recirculation zone.

lil,_BECCMMENDATIONS:
Suggestions for Follow-on Research.

There have been considerable insights into the operational characterikstics gained form this summer's
faculty and graduate student research program. Thare is much that yet needs to be done before a full
understanding of the burner 1s achieved. There are several investigations that might be suggested to
further these insights. Additional work needs to be done on the flow partitioning in the low and high swirl
nozzles. The flow and pressure drop ranges need to be carried to higher values. Additional lean blow out
measurements also need to be done, particularily at higher flow ranges. Work needs to be done to
quantify the volume of a flame that is attached to the center of the oumer and the amount of air and fuel
that is actually entenng the flame zone. This data 1s necessary inorder to better determine the actual fuel
equivalence rauo in the “well mixed” flame zone. Laser sheet lighted images {either MIE scattering from a
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seeded flow, or LIF images of OH or NO) would be very useful to provide mappings of the flow fields. This
information is essential in order to better understand where the flame fronts are located, and the
characteristics of the eddies and other turbulent structures. Local gas temperature data and mixture
fraction measurements would be very useful information for comparison to model predictions and similiar
data from either the Task 100 or Task 200 Combustors. The temperature data could be obtained using a
CARS diagnostic system. Gas mixture fraction is @ more difficuit diagnostic, but there may be other
diagnostics that could be used to measure the concentration of a seed gas (e.g. CO2) such as
degenerate four wave mixing. This area needs further investigation. The air flow rates to the primary and
secondary swirlers were thought to have a major impact on the operation of the combustor. Much needed
data on this characteristic could be obtained if the facility were modified so that the air flow rates to the
various injector passages could be independently controlled.

for g Mini Inifigti

An application for a mini research grant will be prepared as a result of the summer fellow research program.
The proposed project would include the measurements on the Task 150 provided to BYU and installed
under a research initiation grant during this past year. This burner is identical to the one tested in this
summer at the Aero Propulsion and Power Laboratory, Wright Patterson AFB during this fellowship
yroject. The burmer incorporates the high swirl injector supplied by Pratt and Whitney Aircraft Co, East
Hartford, Connecticut. The proposed study will include: additional measurements of lean blow out,
additional flame characterization measurments using film photographs and video images, CARS gas
temperaturemeasurements, and sheet lighted film photographs from MIE scattering from a seeded flow.
The Aero Propulsion and Power Laboratory, Wright Patterson AFB has companion programs, the Task
100 burner program, and the Task 200 bumer program. The Task 100 bumer was the burner investigated
during the previous (1990) suminer program. The Task 200 burner incorporates four swirling bumersin a
linear array. The proposed project would bridge the Task 100 and Task 200 programs and would provide
much needed data that can not be obtained in any other burner. The proposed BYU project would fill a
need to investigate the swirling burner in a single bumer configuration. In addition, to basic combustion
measurements, a future program at BYU could begin to investigate the formation of NOx pellutants at the

higher fuel equivalence ratios associated with higher performance gas turbines.
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TWO DIMENSIONAL SIMULATION
OF RAILGUN PLASMA ARMATURES

by
Dr. Manuel A. Huerta, Professor of Physics and Mr. George C. Boynton

ABSTRACT

Our code uses the equations of two-dimensional resistive MHD with Ohmic
heating and radiation heat transport to simulate the internal dynamics of a railgun
plasma armature. All quantities are advanced in time using an explicit Flux
Corrected Transport scheme. We have done some theory to describe the initial
fuse explosion and have modified the simulation to have a more realistic initial
state. We now allow the driving current to be input from a data file. We also
have developed a version that computes only one half of the rail to rail distance
and forces mirror symmetry for the other half to save running time. We have done
the background work to use an electrical conductivity that accounts for nonideal
effects and to include turbulent viscous drag. We also studied the problem of the
lubrication and drag of the projectile against the rail walls and found that it could
be made to have little effect. A good deal time was spent doing a review of a new

scheme for pulse radiation.
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I. INTRODUCTION

I have spent the summer of 1991 working at WL/MNSH site A15, together
with my graduate student G. C. Boynton who was supported under the 1991 USAF
Graduate Student Research Program. We have been working on a two dimensional
simulation of armature plasmas. Our main objective this summer was to improve
our model by incorporating a better initial state, allowing for a time varying current
from a data file, including nonideal electrical conductivity, and field augmentation,

and examining the problem of viscosity.

We enjoyed abundant access to the VAX 8650 at site A15. The Cray time
that we were provided came a little late in the research period and was not fully
utilized. An impressive railgun facility has been built on Okaloosa Island at site A15
and there is quite a bit of experimental activity on diagnostics of the arc plasma
armature. We had very useful discussions with Mr. Kenneth Cobb and Dr. Eugene
Clothiaux about their experiments. They provided us with the data files needed
to include an experimental current profile in our simulation. We also profited from

discussions with Dr. Glen Rolader of SAIC regarding many aspects of the problem.

[I. WORK ACCOMPLISHED

In our previous simulations we took the total current to be a constant in time
and the initial state of the plasma was closely related to the equilibrium calculated
by Powell and Batteh!. The new simulation has an initial state in which the plasma
starts in a much more dense state that is related to the thin exploding foil that
produces the jnitial plasma. We did a good bit of theoretical modeling of the
different stages as the foil melts, vaporizes, and ionizes. This would be useful if we
decide to pursue the matter of foil initiation more fully. As it is the details are not
important right now because the simulation takes the initial plasma to occupy only
one computational cell. This is due to running time limitations and leads to large
gradients, as shown in the current profile of Fig. 1. FCT is good at handling this
sort of thing, however, and the code runs fine. Figs. 2 and 3 show how the plasma

expands nicely.

The time varying current profile that we have used is derived from the experi-

ments of Clothiaux and Cobb on their capacitor driven railgun. The profile is shown




in Fig. 4. The current drops as a capacitor module discharges and rises again as
another module cuts in. As expected the plasma grows toward the rear when the
current begins dips. The reason for this is that the current drop is felt mainly at
the rear of the plasma due to the finite time required for magnetic field diffusion.
The rear region begins to fall behind the main arc because a lower current means
a lower magnetic force on it, so its acceleration becomes less than that of the main

arc.

The rapid growth of the arc toward the rear has caused a problem in our
simulation; ! ' we can easily fix it. Our initial conducting arc is only one cell long
but our cou.putational region is much longer and mostly nonconducting initially.
We do this so we can monitor the growth of the conducting region of the arc. The
problem is that the way our code runs now the information of the true value of
the total current is lost if the entire computational region becomes conducting. In
effect we not only lose current out the rear of the computational region, but we lose
contact with the true value of the total current and of the rear magnetic field. A
good fix of this problem will be to change our boundary condition at the rear of
the computational region so the magnetic field there is made to always follow the
true magnetic field at the breech. This would tend to introduce a magnetic field
gradient (read current density) right at the rear of the computational region, but
it would diffuse rapidly because this region is not a good conductor. This kind of
trouble highlights the importance of any drop in the total current, as expected.

Due to the rear boundary condition problem the acceleration starts to drop off
as shown in Fig. 5. This drop off is not valid. One of our motivating factors in
introducing the time varying current was to see if we could reproduce the buffer

zone results of Cobb and Clothiaux, so far we have not been able to.

Our simulations so far have used the well known Spitzer? conductivity

_ 2 4meo, 2kBT 5, . . « _E
C ZJm. e A g JTose with aSP_InA

where v is of order unity and

ag

A

Z¢Z\ne €?

is the Coulomb logarithm. We have decided to use the nonideal conductivity where

o%p is replaced by o}y as discussed by Rolader and Batteh®. This can reduce the
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conductivity by half at low tcmperatures which could have a significant efizct on
the current distribution in the plasma.

The problem of viscous drag was given a goc | deal of attention. We only have
a small number (10-20) of cells in the rail to rail direction due to the need to reduce
the running time. It is hopeless to have enough resolution to truly do the viscous
problem and have the boundary layer come out correctly. It becomes necessary to
do some sort of matching of the boundary layer flow to the exterior flow. We use

the Spitzer® viscosity for the plasma

T5/2A:/2 gm

_— -15
p=221x 1078 ot ——,

where A; is the ion atomic weight. For a typical velocity of 1 km/sec and length of
10 cm the Reynolds number

R:’lU—lzZleOs
i3

stuch is a very large value. This puts us in the regime where there is a turbulent
boundary layer. For this reason we use the empirical equations for the shear stress

due to viscous drag in turbulent pipe flow taken from Schlichting!
1, UoZ,_ys
To = Eprc'f where c'f = 9.0592(7) /s,

We integrate this stress along the rails ar-’ =ubtract he total drag force from the

forward force that acts on the projectile.

We also ronsidered the problem of the viscous flow that lubricates the motion
of the projectile along thLe rail. This is a generalization of lubrication flow! because
here the pressure is different behind and in front of the projectile. The lubrication
proble.n is coupled to the projectile deformatica due to the stresses caused by
the force that gives the projectile its acceleration ap. Say we have rigid rails and a
projectile of square cross—section w?, length H and density pp. Let the gap between
the rail and the projectile have a width h; at the .-ont of the projectile and h, at
its rear. We simplify by letting the pressure in the lubrication flow have an average

value Pr. The quantities

vpppgH w

hy — h, ~ EPPIT 0
VT T E TG 2

and hy =~

|8

%, (1)hin2
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where E is the Young’s modulus, G the shear modulus and vp the Poisson ratio of
the projectile, are crucial in determining the flow in the gap. Let g be the viscosity
of the fluid in the gap and U be the speed of the projectile. The average pressure

in the gap 1s
6[I.U H h hz

¥ - k) ('“( 2h T h)
From this and Eq. (1) we are able to get h, and ks, which come out quite small,
of the order of micrometers. The drag force due to this flow turns out to be quite
small. The volume rate of fluid flow toward the rear of the projectile is

IDhlhz ( _ hl hz )
hy + ko pﬁﬂ.H

Q=

where Ap is the pressure difference between the back and the front of the projectile.
A negative Q would indicate a plasma blow by. Typical values of @ can be made
small enough to be unimportant.

Finally a good deal of time was spent preparing a review of a proposal for a

new type of electromagnetic pulse generator called an impulse gun.

IV. CONCLUSIONS

Our code has shown the potential to describe the main experimental facts and
is now approaching a stage where it can be compared with experiments. This should

give valuable ins.ghts into the workings of plasma armatures.
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SETUP OF MULTISPECTRAL RADIOMETER SYSTEM
Laurence Flath

ABSTRACT

Recent studies! have found that state-of-the-art
electronic video technology is superior to film-based high-
speed imaging of in-flight events (missile releases,
reconnaissance, etc.) in many respects, including greater
amounts of useful data and shorter time from capture to data
analysis. As a first step in constructing a high-resolution,
high-speed video system, quantities like the nominal scene
radiance of such events need to be found. A multispectral
radiometer was constructed over the past year for just this
purpose at the University of Arizona's Optical Sciences
Center, with funding by USAF WL/MNGI. With the basic
radiometer completed and returned to Eglin AFB, the setup of
data collection equipment and calibration of the system
remained and has thus constituted the main focus of this
summer project. In addition, analysis of current video-
camera technologies was also carried out as part of further
research on the high-speed video project.

INTRODUCTION

Present high-speed imaging of in-flight avents (missile
releases, reconnaissance, etc.) is a complex processz. Film
cameras operating at 400 fps (frames per second) are mounted
under the wing of a plane with up to 1000 ft. of 16 mm film.
Settings like the camera orientation, aperture stop, and
shutter speed are preset on the ground; the pilot is only
given control over the shutter release. Once initiated, the
camera mechanisms take several seconds to get up to speed,
after which the entire spool of film is exposed. At this
point, there is no way to know whether the exposure was
proper, i.e. if the camera saw the event, if there was too
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much or too little light, etc. Once on the ground, the film
is developed, a copy is made, and the copy is sent to a
digitizer that transfers the film images into a digital
format that computers can read and analyze. Although film
(by itself) can record more information (represented by the
MTF or Modulation Transfer Function) than current video
cameras, the combination of unknown exposure, duplication,
and digitization make state-of-the-art high-resolution video
cameras' better than the complete film-based system. 1In
addition, a high-speed, high-definition video camera system
has the advantage of real-time (or near real-time) display of
image data quality; the pilot and/or ground controllers can
see what the camera is looking at, quite unlike the film
system which can take anywhere from days to months for data
display. The advantage of reduced turn-around time with the
same or better data quality is alone enough to justify the
development of a high-speed, high-resolution video system.

In order to develop specifications for such a systen,
the properties of typical in-flight scenes need to be known.
Of special consideration are measuremer*s of radiance and
spectral content of such events. 1In the past year, WL/MNGI
(D. Snyder) contracted the Optical Detection Labs at the
Optical Sciences Center, University of Arizona (Dr. E.
Dereniak) to build a flight-ready multispectral radiometer
for just this purpose. The instrument was completed and
shipped to Eglin AFB, where the final calibration and
interfacing with a computer were to be carried out as this
summer project. Using an AT-class PC and software, data
collected by the radiometer are displayed and easily saved
for later analysis.

MULTISPECTRAL RADIOMETER

The multispectral radiometer is a self-contained unit
which is made to fit inside a standard instrument pod mounted
under the wing of an airplane. ~rigure 1 shows tae shape of
the aluminum unit, which is roughly 24" x 12" x 8" and weighs




approximately 80 lbs. Although named a radiometer, the device
really consists of four separate instruments, including two
radiometers and two CCD cameras.

The arrangement (shown in Figure 2) of a Sony CCD
camera, a 4° NFOV (Narrow Field Of Viev) spot radiometer, and
a 24° WFOV (Wide Field Uf View) radiometer is due to the setup
of the Xybion MSC-02 multispectral camera system. A filter
wheel that rotates in front of the CCD camera contains six
interference filters spectrally spaced at 400 nm, 450 nm, 500
nm, 600 nm, 700 nm, and 800 nm. The Xybion camera was
modified to include two photodiode radiometers so that what
the CCD camera saw through a particular filter (wavelength)
could be measured quantitatively; the WFOV radiometer
essentially measures the radiance of the camera's entire
field of view, whereas the NFOV radiometer measures only a
small portion of that field. This summer, a compact Pulnix
CCD camera was mounted on the NFOV's lens bracket so that the
scene could also be imaged without filters obstructing the
view.

Custom electronics were fabricated so that data from the
radiometers could be overlaid on the video signal generated
by the Xybion camera. A block diagram of the radiometer is
shown in Figure 3. Video and data cables link the unit to a
Datum Video Data Encoder (VDE), which overlays the digital
radiance data, as well as IRIG B time, onto the CCD video
signal. Figure 4 shows a typical output of the VDE. 1In
practice, the multispectral radiometer, the VDE, and a VCR to
record its output are all mounted in the aircraft. Video
tapes can hold hours of imagery and its corresponding
radiance data in a compact package, with the convenience of
random-access data retrieval and analysis.

INTERFACING THE MULTISPECTRAL RADIOMETER

With the majority of hardware completed, providing a
means for easy display and storage of data and statistics was
the next task. Special hardware could have been built for
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this purpose, but would lack the simplicity and flexibility
offered by an interfaced personal computer.

The means of data collection decided, an input/output
(I/0) card for the PC was acquired: Data Translation's
DT2817, a programmable 4-I/0 port interface card. Each 8-bit
port is programmable as either an input or an output. A
parallel cable including the eight data bits, sync and
handshaking lines was run from the Datum Video Data Decoder
to the I/0 card.

At first, the software used to control the data input
from the video data decoder was meant to be small and
utilitarian. As such, handshaking routines were written in
Microsoft's QuickBASIC. The anticipated problem with this
approach was that 6 bytes/line x 10 lines = 60 bytes of data
needed to be clocked out of the decoder every 16.7 ms (one
video field). It turned out that the compiled QB code was
just fast enough to accomplish this, with 3 ms to spare. Of
course, this left only 3 ms left to do real-time calculations
on the data and display it on the screen (not feasible).
Even so, this was not the reason for going to another
programming language; the real problem arose when a large
number oS frames' data needed to be stored real-time in the
computer's memery. QB did not have memory models that
supported data arrays with the large indices needed to
calculate the radiometer radiances quickly. Sophisticated
memory management like segment switching could have been
used, but the overhead required for such techniques would
have exceeded the minimal amount of time available to do
anything useful.

It was very fortuitous that a mini-course on C was
offered at Eglin, for C was just the language needed to
circumvent the problems with BASIC. The first stage was to
implement what had been done in QuickBASIC in Borland's
TurboC. The resulting code executed much faster, leaving
over 10 ms of free time per field to store and make
calculations on the incoming data. The huge memory model in
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TurboC allowed for 600 fields' worth of digital data,
timecodes, and radiance values; at 60 fields/sec, this
equates to 10 seconds of consecutive data being stored in the
computer's memory.

Once the feasibility of data acquisition was determined,
much time and effort was spent on creating an easy-to-use,
aesthetically pleasing interface. The reasoning behind this
was that unfriendly software tends not to used; my intention
was to make users want to gather data with the radiometer.
Color, menus, real-time bar-graphs of numerical data, and a
consistent interface were just a few of the methods used in
accomplishing this goal.

The core function of the program DATACOL.EXE, is the
collection of multispectral data from the Datum video data
decoder. Two methods of collection are available to the user;
real-time display of data and recorded data. The real-time
option allows for continuously changing values to be
displayed onscreen for all six filters' radiances. The
corresponding frame's IRIG B time, 16-bit digital radiometer
«ata and calculated radiance for both the NFOV & WFOV are
updated about twice per second onscreen. Conversely, the
recording mode samples and stores to memory up to ten
seconds' worth of consecutive data, and then allows the user
to scroll through the data using the cursor Xkeys. The
radiances are calculated from a sixth-order polynomial fit to
calibration data previously taken on the radiometer. The
coefficients for this polynomial are stored in a file that
can easily be modified if another calibration is done on the
unit.

Another reason for the software programming taking a
long ime to complete was the addition of many features not
originally slated for this "simple" program. Thanks to the
code being written in a fairly compartmentalized fashion,
making suchk additions was relatively simple. Some diagnostic
utilities such as viewing real-time and recorded raw data
(bytes) from the video data decoder were included , as well
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as a statistics screen showing the averages and standard
deviations of the recorded multispectral data. A module to
store all of the recorded tiimes, data, radiances, and
statistics on disk was also added.

Attached at the end of this report is a copy of the
software manual that remained with the multispectral
radiometer data collection system at Eglin AFB. It describes
the basic operation of DATACOL.EXE, and shows what typical
screens look like during execution of the program.

FLIGHTLINE TEST OF MULTISPECTRAL RADIOMETER

On August 7, 1991, Donald Snyder (WL/MNGI), Howard
McCormick (WL/MNGI), Jeff Rowe (Sverdrup), and I conducted a
test of the multispectral radiometer by bringing the complete
system out to the Eglin AFB flightline. The procedures
required to gain access to the flightline were quite involved
due to security, but thanks to an aircraft which was grounded
for routine maintenance, we were able to collect data on
surfaces similar to those intended in the radiometer's
initial design.

The radiometer and essential equipment was stacked in a
cart that was easily moved around the aircraft. Power and
video cables 100 feet long were brought to the cart from an
air-conditioned truck, which housed a generator and the
computer/video-decoder so that we could "see" the spectral
data using the software written.

The radiometer was pointed at different surfaces on the
plane over various lighting conditions (sun, shade, overcast,
etc.). Over one hour of video was recorded simultaneously on
two VCR's, one saving the data-encoded multispectral (Xybion)
output, while the other recorded a normal video scene using
the Pulnix camera. At sixty fields per second, this
represents a huge amount of data to be analyzed, thus the
results of this test will take time to compile. A full
description of the flightline test will be the subject of a
paper later this year.
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CURRENT VIDEO TECHNOLOGIES

As mentioned previousliy, the mulitispectral radiometer is
only a small part of the high-speed video develiopment project
of WL/MNGI. Research is currently being conducted in many
areas, including focal plane arrays (CCD), A/D conversion,
gigabyte memory caches, digital data compression, storage,
and display. As an introduction to the facilities and
equipment available to me, analysis of the Pulnix 745E CCD
camera was conducted with Dr. Eugene Chenette (University of
Florida, EE). Lcoking at the raw video coming out of the
Sony CCD head , we were amazed at the quality of the final
output signal. It turns ovi that a Sony image-processing
chip samples and amplifies the weak, noisy, and heavily dc-
biased output of the CCD in a truly admirable manner. With
only a crude block diagram of the chip from Sony, we were
able to determine that the chip uses a variation of double-
correllated sampling to remove noise and amplify the minute
changes in pixel-output that renresent orders .. magnitude
change ir incident photon-flux. If such a method (or even a
commercially available, domestic chip) could be adapted to
the focal plane arrays we are analyzing for the high-speed,
high-resolution camera system, the need for subsequent data
processing circuitry might be 21iminated. In general, image-
processing ou the analog video signal requires far less
hardware and is much faster than comparable digital signal
post-processing, but has the disadvantage of adding noise to
the signal.

Many other performance studies on high-speed CCDs, A/D
converters, and signal-processing methods were conducted
under the a.rection of Dr. Chenette. With this extra
experience and knowledge, more informed decisions as to the
form and cornstruction of a high-speed, high-resolution video
testoed can be made.
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CONCLUSION

The need for -igital high-speed, high-resolution video
systems lLas been proven, and is growing steadily as computers
beccme more involved in image processing. For working
systems to be constructed, a testbed for electronic camera
components is crucial. The first part of such a system is a
multispectral radiometer to measure spectral light levels,
from which the required CCD dynamic ranges can be determined.
A radiometer built at the University of Arizoma's Optical
Sciences Center was tested and performed very well in
combination with a PC and software interfaced to it. The
multispectral radiometer will be a useful instrument for many
years to come, as extensive data can be analyzed with a
simplicity and utility not previously available.
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FIGURES

Figure 1. MultiSpectral Radiometer

Pulnix CCD NFOV
Camera Radiometer

Xybion CCD WFOV
Camera Radiometer

Figure 2. Arrangement of radiometer instruments
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Manual for Multispectral Radiometer
Data Collection Software DATACOL . EXE

“ystem Requirements:

. Zenith Model Z100 286 computer, with 1/O card instalied at Base Address =
0228H (See card manual).

J Datura Model 9200 Video Data Reader.

. Video containing 10 lines of 48-bit data; either live from multispectral radiometer or
videotape of radiometer output.

. The following files in the \dc directory:
DATACOL.EXE Main data collection program.
RAD_COEF.DAT Coefficients of 6th-order polynomial

relating digital number to radiance
(See radiometer manual).

Running DATACOL . EXE:

From root directory, type: dc
OR
From \dc, type: DATACOL

Main Menu Screen:
0.  Exit program and return to DOS.
1. Enable data collection. both real-time

and recording; display of decoded R
data on-screen. Multispncerel Rodiom cor/Caners System

° Dots Collacte~ for Ostum V' doe Date fsscer **

2.  Analyze both real-time and recorded
daia in hexadecimal mode; also i ottty
dispiay of statistics on recorded data. MABL L the miverascy of Ar'iee

3. Save recorded data to disk.

0. fxit Pragrem 1. Got Bots 2. Melivie Usts ). Save Bats i settires |4

4.  Change number of fields sampled
when recording data.
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Data Collection Screen:

0.
1.

Return to main menu screen.

Keal-time display of data;
automatically selected upon entry to
data collection screen.

Record sequential fields of data (16.67
ms apart). After sampling, formatted
data is displayed and the following
cursor keys can be used to scroll
through the data.

t, PgUp, move up six fields (one
filter-wheel rotation) i.e.
backward 1/, sec in time.

Home, display first six fields.

{, PgDn, move down six fields
(one filter-wheel rotation);
i.e. forward ¥/,p sec in
time.

End, display last six fields.

Analyze Data Screen:

0.
1.

Return to main menu screen.

Hexadecimal display of real-time data;
display corresponds to bytes encoded
on live video.

Hexadecimal display of recorded data;
display corresponds to bytes encoded
on fields recorded to memory. The
following cursor keys can be used to
scroll through data:
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t, move up one field (Ve
sec, previous filter).
Pglp, move up six ficids (oo

filier-wheel rctation): 1.€.
backward 1/, sec in time.

Home, display first field.

I move down one field (Veo
sec, next filter).

PgDhn, move down six fields
(one filter-wheel rotation);
i.e. forward !/;g sec in
time.

£nd. display last field.

Display statis: ics on recorded data;
compuies average digital values and
diances, as well as standard
deviations for both the NFOV and
WFOV radiometers. In general, lcw
o's in the data are better. The data o's
represent thc useful number of bits in
the radiometers' outputs:
e.g.0=1523; log; 1523 =4;
therefore, the number of useful bits =
16 - 4 = 12 bits.

Save Data Screen:

0.
1

Return {© main menu screen.

Enter file name; mistakes can be
corrected via Backspace and Del.

Enter comment to be inserted into
data file, up to 80 characters long.

Saves file name, time, date, comment,

data statistics, and recorded data to file
soecified in part 1.
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*° Sent-tias Sote frem Video Doz deader **

BREREI RE3E
ERRERASKRIG
BRRRERARIY
I3
2822222832
Q888388832

0. Main Nerws 1. Reol-Tiae Suta 2. Recerded Bats 3. Stats en Dete

¢ Secorded Dete from Vides Oets Nesder **

12111111
[-3-5 1 2-1-3-3-P 31
FERRERE23II
£888883883x

Fleld maber: 1 Oout of 400 flelde

0. Nain Nerw 1. Reel-tiee Dsta 2. Recorded Dsts 3 State en Dets

o gtatistice on Recorded Dats **

#HOV dats KFOV Rad. VFOV Data WFOV Rad.
Filter Noan . Nean . Wean . Neen .

N 1 (400 m) 43109  $.72 2.6e+00 1.1¢-03 30217 15.85 & 1000 &.9e-03 '

2 (450 rm) :M—S‘_ 25.16 3.3e+00 S.1e-03 32017 84.25 4.3es00 2.50-02
3 (3500 rm) ;— 19.05 4.30+00 6.90-03 30900 123.65 4.Tes00 &.20-02
4 (600 rw) W 37.31 3.8e000 1.08-02 30607 1M 04 $.3e+00 5.7¢-Q2
$ (700 rm) —l;;— 22,70 2.10+00 5.90-03 22500 87.12 5.8e+00 3.be-02
6 (800 rm) m—ﬂ.ﬂ 3.60000 £.2¢-03 17530 35.% 6.20400 1.6e-02

Stote compiled ever 10 sets of recorded fields

: NOTES - Osta ore digital rumbers from radiometer; O s & eht, 65535 18 derk

- Rediances are in md/ow’/er

0. Rain Neryy 1. Resl-Time Dsta 2. Recorded Date 3. Stats en Data

** Sove Recorawd Dats **

File Name: test.dat

Comment : Blue Sky

WTES: -~ file name, time, dete, commert, and stete ere atored in file headsr

0. Mefn Marct 1 File bame 2. Comment 3 Save File




Settings Screen:

0. Return to main menu screen.

Use cursor keys to change the number
of fields to sample when recording

data:

1, reduce the number of
fields by one.

PgUp, reduce the number of
fields by ten.

i, increase the number of
fields by one.

PgDn, increase the number of
fields by ten.

Default setting is ten six-field records
(filter-wheel rotations), which equates
to sixty fields recorded (one sec.).
Maximum setting is 100 six-field
records (600 fields) or 10 sec. worth of
recorded data.

Formatting Notes:
Hex display of data corresponds to bytes encoded on video:

** Recorded Dats from Video Data Reader **

00 4 93 14 92 21
IRIG B Time Lo v FF FF FFFF A
A3 FF 63 E6 01 00
AS FF 63 E6 06 00
AS FF 6 E6 06 00
AS FF 6 E4 06 00 ™
A3 FF 63 E4 06 00
A3 FF 63 E4 06 00
A3 FF 63 E& 06 00 '
A3 FF 63 E4 06 &b
~ [y <
NFOV VOV fitter

Number
Field Nurber: 1 Out of 600 Fields




RAD_COEF . DAT format: ccefficients for 6th-order polynomlal (specified
in radiometer manual) are listed in a text file, one  per line exactly
12 characters long; one sign, seven mantissa, "e", one exponent
sign, two exponent. The first 6 lines of an example file:

+2.83987e+20
+7.34684¢-05
-1.22382¢-08
+4.81734e-13
-9.93230e-18
+1.02016e-22
-4.05779%e-28

400 nm, NFOV

This is followed by 450 nm, 500 nm, 600 nm, 700 nm, 800 nm
seven-line scts of coefficients for the NFOV radiometer, and then
a corresponding set of 42 lines of WFOV coefficients.

Data output file format is shown below in a typical file:

test.dat
Comment on scene.
Mritten st 0219:10:

29:
Filter Ndat_sv Ndat_o

143305747260001

2 40782 13.08 3.3e+00
3 39956 11.02 4.2e+00
4 39640 15.83 3.7¢+00
5 28121 20.12 2.0e+00
6 32958 19.50 3.3e+00
Filter Time NFOVdata
1 0219:10:29:08.748 &
2 0219:10:29:08.765 4

3 0219:10:29:08.781

4 0219:10:29:08.798

5 0219:10:29:08.315

6 0219:10:29:08.831

1 0219:10:29:08.848
2 0219:10:29:08.865

3 02'9:10:29:08.881

4 0219:10:29:08.898

5 0219:10:29:08.915

4 0219:10:29:08.931

1 0219:10:29:08.943 &
2 0219:10:29:08.965 4
3 0219:10:29:08.982 3
4 0219:10:29:08. 99

S 0219:10:29:09.0

6 0219:10:29:09.0

od_av Nrad_o a
-03 31100 9. 9
-03 33071 33.90 4
-03 31901 47.18 4.
»-03 31674 59.
-03 23552 23.27 5.
-03 18710 24.07 5.7e+00
rad WFQVdata WFOVrad
2.604e+00 31096 3.858¢+00
3.252e+00 33098 3.954e+00
39960 4.205e+00 31925 4.333e+00
39660 3.685¢+00 31729 3.959e+00
36142 2.013e+00 23567 5.346e+00
32996 3.326e+00 18714 5.682¢+00
43309 2.603e+00 31103 3.856e+00
40792 3.250e+00 33069 3.963e+00
39958 4.206e+00 31899 4.342e¢+00
39644 3.690e+00 31675 3,.976e+00
15 36139 2.014e+00 23550 5.353e+00
32969 3.333e+00 18721 5.679¢+00
3207 2.636e+00 31091 3.850e+00
0756 3.258e+00 33025 3.975e+00
0938 4.213e+00 31840 4.362¢+00
8 39625 3.695¢+00 31602 3.998e+00
.015 36135 2.015e+00 253521 5.365¢+00
. 2 32071 3.332e+00 18681 5.697e+00
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Wdat_av Wda
e+00
.Oe+

t_o Wrad_av Wrad_o
3. 2.8

00 9.
7.18 4.3e+00 1.
67 4.0e+00 1.
4e+00 9.
1.




LASER POLARIMETRY
Graduate Student Researcher

Randy Gove

Abstract

Research in the field of Mueller matrix polarimetry was furthered with
improvements 1 the data reduction and calibration technique, and construction of a
visible light polarimeter. The data reduction and calibration technique was improved by
implementing Mueller matrix equations which compensate for element orientational
errors and nonideal retardances. These equations :mproved the accuracy of
measurements made on the polarimeters. Infrared Muelier matrix measurements were
made on a sample of cadmium telluride (CdTe) as a function cf voltage applied across
the crystal. The linear retardance for CdTe was found to increase linearly with voltage
from 100 to 2400 volts. The electrooptic tensor coefficient was determined to to
6.10X10™"2, Measurements were made on a silicon wafer by rotating it between two
polarizers. The linear retardance was determined to be 3.5 degrees and the linear
diattenuation was determined to be less than 1%. A spectrum analyzer was used to find
the power output for each of the infrared Edinburgh lasers tunable wavelengths. A

Mueller matrix polarimeter operating at 632nm was constructed and calibrated.
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Introduction

This paper is a summary of polarimetry work performed at Eglin Air Force Base
(AFB) during the summer of 1991. Polarimetry is the branch of ellipsometry concemed
with measuring the polarization state of a light beam and deducing the polarization
properties of bulk materials. A polarimeter is an optical instrument used for the
determination of the polarization of the light beam. Given the knowledge of how the
polarimeter itself acts on the light, the polarization change produced by inserting a bulk
sample into the polarimeter may be determined. The polarization properties a material
has may be characterized with or without applied electric or magnetic fields.[1]

The Air Force Armament Laboratory at Eglin AFB has long been concerned with
the development of electrooptic materials for the infrared. Characterizing the action of
electrooptic materials on polarized light is an essential step in understanding how to use
the materials on devices which modulate radiation. The process of characterization may
also aid in choosing materials for specific applications and in designing new materials.
Results of this process may point the way toward doping known materials to increase
modulation efficiency or may indicate a particular crystal orientation or lattice spacing
which produces better modulation. Improvements in infrared electrooptic modulators
themselves will improve image processing systems, seckers, and other tactical devices.

Laser polarimetry has been a research project at Eglin AFB since the construction
of the infrared laser polarimeter during the summer of 1988. The laser polarimeter was
designed by Dr. Dennis Goldstein of the Advanced Guidance Division (MNG) at Eglin
AFB. Mr. David Chenault constructed the polarimeter while working as an Air Force
sponsored summer graduate researcher in 1988. A description of the operation of the

polarimeter is contained in Mr. Chenaults final report to Universal Energy Systems
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(UES).[2] Since its construction, calibration and data reduction work has been performed
auring the summers of 1989 and 1990 by Mr. Randall Hodgson and myself, respectively.
A summary of this work is contained in our final reports to UES.{{3].[4]]

Discussion of the Problem

The first goal of this research project was to include Mueller matrix equations into
the data reduction program that would allow for compensation of element orientational
errors and nonideal retardances. This improved the accuracy of measured sample
M eller matrices. Infrared polarimeter measurements were made on a sample of CdTe
* 7ith an applied electric field to determine its electrooptic tensor coefficient and
polarization properties. The electrooptic tensor coefficient will give an indication of the
effectiveness of a material as a modulator material. Measurements were also made on a
silicon sample, without an applied electric field to determine if it exhibited any natural
linear retardance.

Purchase of a new tunable Edinburgh infrared laser was made this past year. The
output power was determined for each of the tunable wavelengths between 9um and
11pm. This information will allow for polarimeter measuremenis to be made at other
known wavelengths. A visible polarimeter was constructed from ground up and
calibrated. The visible polarimeter is of the same general design as the infrared

polarimeter but uses a Helium Neon laser as the source.
Results Section

The first part of the results section will be devoted to the construction and

calibration cf the visible light Mueller matrix polarimeter. The same design used to
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cuastruct the infrared polarimeser was implemeuted for the visible light polarimeter.
Figure 1 shows a block diagram of the polarimeter.

Fagure 1: Block diagram for a Muelier matrix polanimeter

This design of polarimeter can be divided into five sections, the source, polarizing
optics, sample, analyzing optics, and detector. The source can be polarized, partially
polarized, or unpolarized. The polarizing optics consists of a fixed lincar polarizer
followed by a quarier wave retarder. The analyzing optics consists of a quarter wave
retarder followed by a fixed linear polarizer. The detector can be polarization insensitive
since the last element the light propagates through is the fixed linear polarizer. This
design of polarimeter is typical of automatic rotating compensator Mueller matrix
ellipsometers.

Figure 2 is a more detailed illustration of the polarimeter. The source is a Helium
Neon laser operated at 633nm. Light emitted from the laser first encounters a neutral
density filter angled at 45 degrees. Thir filter is necessary; without it the detector
following the analyzing opucs would saturate. Also light reflected off the front surface
of the filter is sent to a detector which monitors the lasers output before it is modulated.

This second detector is used to determine the lasers stability while measurements are
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being made. The neutral density filter chosen allows both detecters to operate in the
linear portion of their response curve.

Figure 2: Helium Neon [assr polarams er $et up.

D
M NEUTRAL DENSITY FLTER
PLP2 POLARIZERS
A1LR2 RETARDERS
s SAMPLE
ROTARY STAGE
CONTROLLER
N
LASER P1 A1 s R2 P2 D
D
VOLTAGE
METER
COMPUTER
VOLTAGE
METER

The por:ion of the beam which is transmitted through the neutral density filter next
encounters a Glan Thompson linear polarizer. The transmission axis of the polarizer is
aligned along the direction of polarization of the beam emitted from the laser, thus
making the beam very highly polarized. This polarizer would be unnecessary if the light
emitted from the laser had a sufficiently high degree of polarization.
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Afier the polarizer the beam is transmitted through a quarser wave plate, followed
by the sample, followed by another quarter wave plate, followed by another Glan
Thompson polarizer, then on te the detector. The two quarter wave plates and the final
polarizer are all mounted in computer controlled rotary stages. The stages are connected
t a2 prugrammable stage controller which is connected to the Hewlett Packard (HP)
computer. The output of the detectors are sent to programmable multimeters which can
be read by the HP computer.

The polarimeter is completely computer controlled with all data acquisition and
data reduction being programmed in Basic. The computer is programmed to rotate the
quarter wave plates and query the multimeters. The first wave plate is rotated through
five degrees and the second through twenty five degrees. The stages are stopped after
cach incremental rotation and the data is collected from the multimeters. The first wave
plate is rotated through a total of 360 degrees. The resulting data is a modulated intensity
waveform which is processed according to an algorithm developed by Azzam.[5] The
intensity waveform can be expressed as a Fourier series where the Fourier coefficients
are functions of the sample Mueller matrix. These expressions can be inverted to give the
Mueller matrix elements as functions of the Fourier coefficients. The Mueller matrix
contains the polarization properties of the sample.

Several issues must be addressed in aligning and calibrating the polarimeter. Itis
important the fast axes of the retarders and the transmission axes of the second polarizer
are aligned with the transmission axis of the first polarizer. Therefore, we define error
terms for each of these orientations. Two other error terms are defined for the retarders

being nonideal quarter wave plates. Figure 3 illustrates these error terms.
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81=90"+¢4

32=90"+¢5

Figure 3: Error terms used for calibration and compensation.

The transmission axis of the first polarizer is defined as zero degrees of rotation. Itis
necessary to align the fast axes of the two retarders and the transmission axis of the final
polarizer at zero degrees. A rough estimate of the orientation can be made from markings
on the elements by the manufacturer, however, computer simulations have shown
polarimeter measurements to be sensitive to these alignments, therefore 2 more accurate
method of alignment is required.

By including the error terms €1, €2,23,81, and 42 in the data reduction, the
modulated intensity seen at the detector becomes a function of the Fourier coefficients,
the sample Mueller matrix elements, and the error terms. This expression can be inverted
to give the error terms as a function of the Fourier coefficients and the sample Mueller

matrix elements,

If measurements are made with no sampic (light propagasing through air) the

8.7




optical propertics of the beam will not be altered as it passes through the sampic:
compartment. Therefore, the Mueller matrix for no sample is ideally the identity matrix.
By substituting the identity matrix for the sample Mueller matrix the error term equations
€l,€2,€3,d1and 82 can be written solely in terms of the Fourier coefficients.

By running the measurement program with no sampie in the sample compartment
the Fourier coefficients can be generated from the modulated intensity waveform; from
these the error terms can be calculated. The rotation stages, which are accurate tc .001
degrees, can then be rotated the desired amount to comrect the orientation errors. This
process is repeated until the orientational error terms are driven as close to zero as
possible. Generally, €1,€2 and €3 can be made smaller than .030 degrees after several
nuns with a stable laser.

Although the retardances of the quarter wave plates 81 and 82 can be determined in
the calibration run, their retardances can not be changed since this is an inherent property
of the quarter wave plates. However, the retardances along with the orientational error
terms can be used to error compensate the sample Mueller matrix. This is done by
solving the modulated intensity waveform for the Mueller matrix elements in terms of the
Fourier coefficients and the error terms. A calibration run is made (one with no sample)
before measuring a sample and the five error terms are calculated and recorded. Intensity
measurements are then made with the sample in the sample compartment and the Fourier
coefficients are determined from these. The error terms, generated from the calibration
run, are entered into the program from the keyboard. The error compensated Mueller
matrix is then calculated and displayed.

The following are Mueller matrices calculated with and without error
compensation. Ideally these matrices would be the identity matrix. A comparison of the

compensated and uncompensated matrices with the identity matrix shows the

8-8




considerable accuracy gained by using the error compensated equations. Although the
compensated matrix is a vast improvement, there are still errors present. These errors
may be caused by laser instabilities, detecty.. fluctuations, and other error sources.

1 0 0290 891 -042 -011 0.000 974 -004 004 -—.001
0100 -058 999 -.132 -.001 —-004 999 -—-008 -.001
0 010 -061 .132 1.000 007 L 000 008 1.000 007
0000 005 -012 3891
000 1 -00i 006 -011 973
Identity matrix Uncompensated matrix Compensated matrix

The following results are for work on the infrared polarimeter. A new Edinburgh
infrared laser was purchased during the past year. This laser can be tuned from 9um to
11pm. The power output of the laser depends on the wavelength to wkich the cavity is
tuned. Therefore, it is desirable to know the power output for each of the lasers tunable
wavelengths. A spectrum analyzer and an infrared detector were used to determine the
power output for each of the discrete wavelengths from 9um to 11wm. Table 1
summarizes these measurements.

The first column is the micrometer drive setting on the laser, the second column is
the wavelength, and the third column is the power output of the laser. Measurements
could be made at nearly all of these wavelengths since the problem has generally been
too much power on the detectors, not too little. Currently a beam splitter is used to dump
95% of the lasers output power to a graphite plate, this keeps the detectors from
saturating. Polarimeter measurements could be made at w- selengths with lower power
output by changing to a beamsplitter with a lower reflectivity. Currently measurements

are made at 10.586pm since the retarders are designed to be quarter wave at 10.6ym.
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However, mesasurements made at a different wavelength would not require new retarders
since the actal retardance is determined during calibration anc the sample Mueller
matrix is compensated with these values.

It was desirable to measure the polarization properties of a sample of CdTe as a
function of electric field and determine its electrooptic coefficient. The application of an
electric field can produce an alteration in a crystal index ellipsoid. This ziteration can
make the crystal anisotropic since its index of refraction may depend on direction. The
phase retardation accumulated by polarized light in transversing a medium with
anisotropic properties is given by

8=2n(n,—n,)L/A

where L is the medium thickness in the direction of propagation, A is the wavelength of

light, and n_, n, are the indices experienced in the two orthogonal directions
perpendicular to the direction of propagation. If the light polarization and crystal are
aligned so that the polarization is 45 degrees from either principal axis , the phase

retardation will be
8=2n(n,—n)L/A
where n,, n, are the new principal indices with the applied field. For a cubic crystal with

43m symmetry (such as CdTe) the principal indices are given by

”;="o+';'"3r41E

' 1
",="0"'2'"3"41E
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where n, is the ordinary index of refraction, r, is the electrooptic cocfficient, and E is the

electric field. If the electric field is expressed in terms of the electric potential and cnarge

separation, then the phase retardation is
8=2nnyr,L\d
where d is the charge separation.

The Mueller matrix representation of a retarder with fast axes at arbitrary

orientation angle 0 is

1 0 0 0
0 cos’20+sin*26cosd (1 -cosd)sin20cos20 ~sin20sind

0 (1-cosd)sin20cos20 sin®20+cos’20cosd  cos20sind
0 sin20sin & —~c0s20sind cosd

where d is the retardance. If we assume the CdTe sample has negligible diattenuation

and negligible circular retardance (an assumption that later will be shown to be valid for
CdTe) then the Mueller matrices determined experimentally can also be represented by
the linear reiarder matrix. The linear retardance 8 can be determined from several
elements of the experimental Mueller matrix even if the fast axes orientation is unknown.
The (4,4) element is independent of fast axes orientation, and the fast axes orientation can
be eliminated elsewhere by adding the (2,2) and (3,3) matrix elements or squaring and
adding elements in the fourth row and column. Therefore, given a measured Mueller
matrix, a known applied voltage, and a known refractive index the, electrooptic
coefficient r,; can be determined.[6]

Infrared Mueller matrix polarimeter measurements were made on a sample of
CdTe. Mueller matrices for CdTe were determined as a function of an applied voltage

across the crystal, from 0 to 3000 volts. The sample is a cubic crystal with dimensions of
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49.6mm by 4.96mm by 4.96mm. The laser beam propagated through th:: 49.6mm leagth
of the crystal which was oriented in the <110> plane. 1ne sample was placed between
two strips of indium which were used as conducting surfaces, this arrangement is situated
between two metal plates. The metal plates were connected to a high voltage power
supply and a 1000 to 1 attenuation probe was used to read the voltage from a digital
multimeter.

A linear regression was done for six data sets consisting of inverse trigometric
functions of experimental Mueller matrix elements versus expressions for the retardance
as a function of voltage. The resultant slopes e then the values of nr,,. The data sets

consist of the inverse cosines of element (4,4) and the sum of element (2,2) and (3,3), and

the inverse sines of the element combinations V(4,2)*+ (4, 3)%, V(4,2)?+ (3,4)%,

V(2,4)*+(4,3), and V(2,4)*+(3,4)*. The results of the regression analysis are giver in
Table 2.

The average value of ngr,, is 1.072X 107 which corresponds to a value of

ry = 6.10X 107" for the electrooptic coefficient, using an index of refraction of 2.6 for
CdTe at 10.6pm.

A method for obtaining the electrooptic coefficient from the measured Mueller
matrices has been shown. Although this is an important result for the study of
electrooptic modulator materials, there may be other properties of the material which can
be extracted from the Mueller matrix. A method has been established by Cloude which
determines linear retardance and linear diattenuation along the x and y coordinate axes,
linear retardance and linear diattenuation along plus and minus 45 degrees, circular
retardance and circuiar diattenuation.

Cloude’s method originates from group theory, where the Mueller matrix is written
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in terms of a 4 X 4 coherency matrix. The eigenvalues and eigenvectors are determined

for this matrix, the dominant eigenvalue and eigenvector describes the dominant

polarizing effect the material exhibits. Cloude’s method was applied to the measured

CdTe Mueller matrices. Plots of the diattenuation and retardance appear in Figures 4 and

Figure 5.

Figure 4 Plot of diattenuation vs. Voltage
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All three diattenuation terms were determined to be less than 1.5% and the circular

retardance term was determined to be less than 2 degrees, for the voltage range of 100 to

2400 volts. Neither the diattenuation or the circular retardance was found to depend on

voitage. The linear retardance terms were found to increase linearly with voltage from

100 to 2400 volts. These results show CdTe behaves as a linear retarder, with its
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Figure 5 Retardance vs. Voltage
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retardance being determined by the voltage applied across the crystal. Neglecting
diattenuation and circular retardance terms (as was done earlier) will not effect

calculation of the electrooptic coefficient significantly.

Conclusions and Recommendations
The method established for compensating the Mueller matrices for element
orientation errors and nonideal retardance errors has been shown to improve accuracy in
measurements made on both the infrared and visible light polarimeters. This method and
the addition of the new Edinburgh infrared laser has allowed for accurate measurements
to be made on a sample of CdTe. These results will be submitted to Applied Optics.
Construction of the Helium Neon polarimeter will allow for Mueller matrix

measurements to be made at visible wavelengths. The Helium Neon polarimeter is
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currently accurate to about 3%; with further alignment and calibration work the
polarimeter could be made accurate to 1%.

I would like to offer some recommendations for improving both the visible and
infrared polarimeters. The visible polarimeter is now operational; however, more
calibration work is needed to improve its accuracy to a satisfactory level. Currently the
two quarter wave retarders are mounted in holders which allows the retarders to be
rotated so the face of the retarders are perpendicular to the incident beam. These holders
are not as stable as desirable, making them subject to vibrations. Without these holders
the incident beam would strike the retarders at a small angle from normal and beam
wander may result as the retarders are rotated during the measurement process. This
would be a problem if the beam wandered off the face of the detector, however this
problem could be solved with the use of an integrating sphere in front of the detector.
Other alignment work may be necessary to improve the visible polarimeter performance.

An idea that may improve the results of both the visible and infrared polarimeters,
is to compensate the data for power fluctuations from the laser. Both polarimeters use a
detector for taking data and one for monitoring the lasers power output. Therefore, a
laser power output measurement iz made at the same time each of the discrete elements
of data are taken. This information should allow the sample data to be compensated for
power fluctuations from the laser.

Whether the previously mentioned plan is implemented or not, it would be a good
idea to install an integrating sphere in front of the infrared laser power monitoring
detector. The integrating sphere will attenuate the beam allowing the detector to operate
without being saturated. Currently several beam splitters are used to divert portions of
the beam, however, the detector is still nearly saturated. The integrating sphere will also

aid in aligning the beam onto the detecting surface since the port on the integrating
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sphere is much larger than the surface of the detector.

The construction of a solenoid, for placing samples in a uniform magnetic field, will
allow for Faraday rotation measurements to be made as a function of magnetic field.

This would mainiy be used in the infrared polarimeter for characterizing potential
magnetooptic modulator materials.

It may be of interest in the future to measure the polarization characteristics of
optical waveguides and fiber optic cables. This would require additional elements in the
polarimeter for focusing the beam into the waveguides and cables. The polarimeter
would have to be recalibrated with these elements in place. Whether it would be difficult
to calibrate the polarimeter with these elements or whether it is possible to keep the beam
focused on the waveguide or cable while the retarders are rotating are areas for study.

Further work in this area may point to a new class of samples which could be measured.
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Drive Wavelength
Reading Microns Power Watts

235.8
2385
2402
241.1
2432
2448
2473
250.6

9.190
9210
9218
9.220
9.230
9237
9.245
9.255
9.278
9.290
9.304
9.313
9.323
9.340

9.458
9.470
9.490
9.503
9.520
9.537
9.550
9.568
9.584
9.602
9.620
9.639
9.658
9.678
9.693
9.715
9.735

Output

Table 1
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Drive Wavelength
Reading

456.7
4582
4632
465.8
469.2
4715
472.0
4784
479.7
482.8
486.5
488.6
490.9
495.1

529.2
533.0
5383
5434
547.5
5510
555.9
560.4
566.2
5710
576.0
5784
585.0
590.3
5945

10.153
10.163
10.178
10.190
10202
10219

10242
10.256

10.283
10.300
10.308
10.312

10.490
10.510
10.523
10.543
10.565
10.582
10.586

10.623
10.643
10.690
10.712
10.738
10.760
10.783




Muoeller matrix elements

44

22).33)
4.2).4.3)
24,349
4.2).G34)
(24),43)

Average

Table 2

Slope = ngry;

1.095x107°

1L077X107°
1.056x107°
1.060x107"°
1.096X107"°
1.065X 107"
LO72X107°
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Standard deviation

0113

0162
0105

22X 107"
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MATERIAL CHARACTERIZATION AND EVALUATION FOR
PERETRATOR APPLICATIONS

Graduate Student Steve Hatfield

As a participant in the Air Force Office of Scientific
Research (AFOSR) Summer Research Program for graduate
studerts, 1 learned the importance of material
selection for dynamic penetration mechanics. The
selection process to determine the optimum material
involved the operation and interpretation of several
precise tests. These tests consist of the Hydraulic
Tension Test, the Hopkinson Bar Test and the Rod
Impact Test, most commonly known as the Classic Taylor
Test. In addition to operating these test the lab was
also evaluating material properties for other
clientele. I was also involved in upgrading the
computer program that the Hydraulic Tension Test used
to achieve useable data and produce stress-strain
plots. I am hoping to continue the research this

summer at the University of Kentucky.

9-1




The main focus of the summer research was the material
characterization and evaluation for pernetrator
applications. The question to be answered was if the
material proparties used in the WL/MNV lab
experimentation were equivalent to the material
properties used by Los Alamos Natiomal Laboratory,
(LANL); in their NMTS computer codes. The material
tested was oxygen free electron copper (OFE Cu). The
lab was checking through experimentation the results
of the MTS model compared to actual test results. The
MTS codes are used to more effectively determine how a
material will react upon impact. These codes are a
valuable tool in dynamic penetretion mechanics. The
codes can save hundreds of research hours involved

with the fabrication of warheads.

The approach taken to solve this problem was an
evaluation of the material characteristics involving
comparison, testing and results. This was followed by
controlled testing which paralleled the MTS codes.

And finally post impact analysis which gave us the
finally results. The post impact analysis was

produced by Jessica Mayes, a fellow graduate student.

The initial material characteristics were controlled

through the series of tests discussed earlier.
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The comparison of LANL and model shop OFE C-: was
needed because the MIS model used OFE Cu annezizd at
600 C for 1 hour. This ccmparison of material
properties was established by the engineering temnsion
test. The comparison consisted o LANL sending some
material samples that were annealed iu the model shop
furnace. This material was tested, then the model
shop took in house material which was the same and
annealed it under the same conditions. The data was
then collected and evaluated. Before the samples were
annealed they was machined into ASTM standard tensile

test specimen (see figure 1).

The material properties that we were most interested
in were the yield strength of the material, the
ultimate tensile strength of the material and the
ductility or the total elongation of the material.
These properties of all the materials were checked
against each other to look for similarity. A table of

the material tested is given in table 1.

The properties were evaluated by examining the model
shop OFE copper as received and annealed for 1 hour at
600 C, then examining the LANL OFE copper as received,
600 F and 600 C. The results were then compared

against one another to determine if the two coppers
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exhibit the same history. The model shop OFE copper’s

history changed very iittle with annealing. The yield
strength of the as received was 12.0 ksi while the
yield strength of the annealed was 4.2 ksi. This
difference is attributed to stress relaxation taking
place due to the annealing at 600 C for 1 hour.
Looking at the ultimate tensile strengths they were
about the same 30.0 ksi for the as received arnd 31.90
ksi for the annealed. The tot»l elongation was 82.3 %
for the as received and 69.3 % for the annealed. All
data is documented in table 2 and table 3. The
stress-strain plot of the model shop OFE copper, as
received, is given in figure 2 while the stress-strain
plot for the annealed model shop OFE copper ie figure

3.

The same procedure was done for the LANL OFE copper
except the model shop made an error and annealed the
first sample at 600 F instead of 600 C. This error
was revealed through the evaluation of the collected
data. As can be seen looking at figures 4,5 and 6 ke
stresa-strain curves are significantly different at
each stage. The differences in the as received
material is obvious. Comparing figure 2 and 4 we see
a drastic change from one material to the other. This

change is because the LANL OFE copper, as received, is

94




balf hard. This means that the LANL copper has been
cold worked by extrasion into rod form. This cold
working caused the change in material propertiee of
the two as received coppers. The cold working is what
alsc causes thkhe changz in material properties through
stress relaxation in the LANL as received, 600 F and
600 C. A= can be seen in figures 4,5 and 6 the higher
the temperature c{ annealling, or increzse in time,
the wmore effect that stress relaxation has on a
material. A comparison of the yield strengths,
ultimate tensile strengths and the total elongations

of LANL copper can be made by comparing table 2 and 3.

The reason for all the testing was to determine if the
material used in the MTS computer codes and the actual
material used for penetration mechanics exhibited the
same mechanical properties. The testing was done to
determine if the model shop could attain the same
mechanical properties of annealling that were attained
by LANL. The testing showed that the material
properties in the LANL MTS model matched the
properties of the material that the model shop had in
stock and that penetrators were being fabricated

from. The test also showed that the model shop could
achieve the same properties through annealling that

were attained by LANL. Although this report is short
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in length, it does not reflect the numerous weeks
spent learning the operation of the testing equipment

that made this report possible.
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Materials Evaluated:

OFE Cu LANL (As Received)
OFE Cu Model Shop (As Received)

OFE Cu LANL (600F, 1hr.)
OFE Cu LANL (600C, 1hr.)
OFE Cu Model Shop (600C, 1hr.)

NOTE: LANL Represents Los Alamos National Laboratory

P

Table 1

Comparison of Stress-Strain Data
Between LANL and Model Shop OFE Cu

Yield Ultimate Total
Sample Strength Tensile Str Elongation
LANL As 10.2 ksi 50.0 ksi 159 %
Received
LANL As 14.4 ksi 49.8 ksi 14.4 %
Received
Model © 12.0 ksi 31.0 ksi 69.3 %
(Axial) As
Received
Model Shop 9.5 ksi 29.5 ksi 78.2 %
(Transverse)

As Received

NOTE: Engineering Strengths Listed

Table 2
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Comparison of Stress-Strain Data
Between LANL and Model Shop OFE Cu

Yield Ultimate Total
Sample Strength Tensile Str  Elongation
¢ LANL 14.0 ksi 43.5 ksi 25.7%
(600F, 1 hr.)
e LANL 3.6ksi 31.8 ksi 81.8 %
(6060C, 1 hr.)
® Model Shop 4.2 ksi 30.0 ksi 82.3 %
(Axial)
(600C, 1 hr.)
¢ Model Shop 4.2 ksi 29.4 ksi 79.5 %
(Transverse)
(600C, 1hr.)

NOTE: Engineering S_gr_engthg;_Listed
Table 3

ASTM Standard Test Specimen For Tensile Test

- - N Force
1.0in.
30in. —"0505[ 2.0 in. gage length
in.
1.0in.
¢ Force

Figure 1: ASTM Tensile specimen
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ENGINEERING STRESS-STRAIN CURVE .
TEST NUMBER: INSTRON #2993
DATE : 18 JUNE 91
OFE CU RCVD L

Stress (ksi)

atasasaalessaig FEVUTTETTE SENCTTVERY FUVETRRUTS FRUYTUTTTE FUVTRUTUTS FUTTRUTETY FUTUR U
e.:8 e.189 8.279 9.3:8 0.458 [ B-17 ] 9.5 a.728 e.018 [

Strain (tn/1n)

Figure 2: Model Shop OFE copper (As Received)

) ENGINEERING STRESS-STRAIN CURVE ”
= TEST NUMBER: INSTRON #2387
DATE: 17 JUNE 91
RNNERLED OFE CU AX

- . - - v e s —— b e e e e e e e ]

Stress (ksi)

s e e mem snt f e et v =« wfe v n—] . ——— —

D LY [rummey e et

M TP MLMJ‘..“... FEVTRUNTS INUVUTTUVE FEUUTRUNTS POV rasy
.100 8.278 8.368 8. 45! 8.540 9.539 9.728 8.818 9.0

Strq:n (fnstn)

¥odel Shop OFE copper (annealed 600 C, 1 hour)

Figure 3:
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ENGINEERING STRESS-STRAIN CURVE .
TEST NUMPER: INSTRON #2396
DATE: 13 JUNE 91
OFE CU LANL

Stross (kat)

1383340408 FYS ISR ENUVESHYVI SENTNSUS I RUNRSUTROY

FRUTPRRITS FYTUVOTITE FPPITUITI
0.898 a.188 8.279 0.360 0.450 0.548 4.639 8.728 a.918 ¢.908

Strain (in/in)

Figure 4: LAFL OFE copper (As Received)

ENGINEERING STRESS-STRAIN CURVE .
TEST NUMBER:38!
DATE: 1 JuLy 91
OFE CU LRNL G@eF

NSRRI PR, — i e ]

—_ — —— e - —ef —

Stress (ksi)

| e o e - - e —— [ —

R (" R . S T < I I X I X1y 2

¢ Stratn (in7sin)
9) .

Figure 5: LAFL OFE copper (annealed 600 F, 1 hour)
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TWO-DIMENSIONAL WAVEGUIDE SIMULATION
Christopher P. Hussell
ABSTRAC ~
A program was developed to implement the spectral index technique for calculating
the mode irdices and field profiles cf rib waveguide structures and the results were cony, ired
to those previously published. The method was extended for the case of dual rib waveguiding
structures and a new program written. Since accurate data on structures of thistype are scarce.
an attempt was made to develop a finite element solution to the waveguide structure using
a full vector field. This would be used to verify the accuracy of the extensions made to the

spectral index technique. This remains to be completed.
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I. INTRODUCTION

Rib waveguiding structures have become an important technology as a result of
recent advances in the growth of ITII-V semiconductor epitaxial layers. These structures may
be incorporated onto the same substrate as other optical and electrical components perform-
ing such functions as connecting waveguides, bends, tapers, power dividers, switches,
modulators, filters, and multiplexers/demultiplexers. Such a broad spectrum of applications
for the rib waveguide justifies the search for the accurate knowledge of their propagation
constants and the field profiles which are essential for the design of new devices.

Several factors contribute to making this a difficultendeavor. First, exact analytical
solutions to rectangular waveguides bounded by dielectric materials are not available. This
stems from the fact that the solution to the scalar wave equation in a rectangular medium with
the boundary conditions imposed by a dielectric—dielectric interface cannot be expressed in
terms of known analytic functions. Second, numerical solutions of the scalar wave equation
are insufficient across the boundaries of most waveguide structures in semiconductor
materials because they are only accurate when the gradient of the refractive index profile is
small. Furthermore, the true modes of rib waveguides have electric and magnetic field
components in both the transverse and longitudinal directions and the modes may only be
quasi-TE or quasi-TM. Therefore, the exact treatment requires the consideration of all field
components of the vector-wave equation. Rahman and Davies {1,2,3] formulated such a
vector solution for arbitrary refractive index profiles using a finite element technique. Their
results have been used recently as a benchmerk for accuracy [4]. This formulation, however,
is very numerically intensive and may not be efficiently incorporated into a mode propagation
program such as that of Burns and Milton [5,6] to analyze rib waveguide devices. Therefore

it is oiten necessary to resort to approximate methods that yield accurate field profiles and

propagation constants.
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The spectral index method, developed by McIlroy et al. [4], was shown to give
accurate propagation constants as well as field profiles for a single rib waveguide. This
method is attractive since it requires only the solution of a simple dispersion relatior. for the
propagation constant and a one-dimensional Fourier transform for the field profile. How-
ever, the method is applicable to only specific cases, namely a single rib waveguicie structure
with high index difference between the film and the cladding. Since this is a very importarit
structure in semiconductor devices, its study is justified.

The first portion of this report presents an extension to the spectral index method to
obtain field profiles and propagation constants of the normal modes of multiple waveguide
structures. This information allows us to immediately calculate the characteristics of
symmetric and asymmetric directional couplers [7] and, using a local normal mode propa-
gation technique such as thatused by Hussell et al. [6], many multiple waveguide devices may
be accurately and efficiently simulated. Several characteristics of the spectral index method
make it a favorable method for these purposes: 1) it yields accurate field profiles as well as
propagation constants, 2) the propagation constants are found via a simple dispersion relation
thus not requiring a solution of the eigenvalues of a large matrix, 3) the dispersion relation
may be differentiated with respect to the propagation constant allowing the use of fast
iterationtechniques such as Newton’s method, and 4) only a one-dimensional inverse Fourier
transform is required to obtain the field profiles from their respective propagation constants.

Since thereislittle data available to compare the solution we obtain from the modified
spectral index method, a program must be developed to solve the same waveguide structure
by a proven method to verify its accuracy. The second part of this report briefly explains the
finite element method which will be used to make such a comparison. The finite element
method will serve very well as a benchmark for accuracy since only a few comparisons need
to be made. However, since it requires the solution of the eigenvalues of a very large matrix,

it would be impractical to incorporate it in a device simulation program.
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II. SPECTRAL INDEX METHOD

Figure 1 shows the dual waveguide structure of interest. The ribs are separated by 25,
rib widths of W1 and W», heights of Hy and H», and a guiding film thickness of D. The
refractive index of each region is also shown in the figure. Region 1 is the cladding (usually
air), region 2 is the guiding layer, region 3 is the substrate, and regions 4 and § are strips of
different indices. The principle of the spectral-index technique is to express the solution in
the regions below the rib in terms of a Fourier transform in the x direction and approximate
the solution in the rib in terms of sines and cosines with a field of zero in the cladding. These

two solutions are linked by requiring continuity and using Parseval’s formula to obtain a

Figure 1. Dual rib waveguide structure.

simple dispersion relation. The method is outlined as follows.

The solution of the field in each region is a solution of the scalar wave equation,

2 2
a—E-+§-£+(k2 - ﬁZ)E= 0
ox?2 ayZ

with proper boundary conditions imposed. If the refractive index of the cladding is much

smaller than the other regions (the case when air or an oxide is used), the field may be
approximated to be zero on the interface if the boundary is moved using the Goos-Hénchen
shift. These new boundaries are shown by the dotted line in Figure 1 and the new dimensions

are given by
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and

H’l’z :Hl’z +—-2‘_-.g__
[
where for TE modes p = ¢ = 1 and for TM modes p = klzlkis and q = k3/k3.

Using a Fourier transform with respect to x on the wave equation, we have
=+ (k2p)-52- pHE=0

where E(s,y) is the Fourier transform of E(x,y). The solution is similar to that of a slab
waveguide with a spectral index ny = ¥ n2 - s2/k3.
The solution in the rib regions may be expressed as E(x,y) = F(x)G(y) where

FO)=\  $A;c08(5,0-C1))  Cp-W,/2 <x < Cp#W,/2

’ Ay cos (5;(x4C)  -Cp-W 2 <x <-Cy+W [2
\ 0 elsewhere

’ sin {71(-y+H1)}/sin 7 H;) -Cl-W;/Z <X < -C1+W;/2
GO = \ sin (yz(-ym;).)/sin (2Hy)  Cop-Wo/2 <x < Co+W, /2

0 elsewhere
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Ci=S+W1i/2,Co=8 + W2, 51 =W, 5= HW,,
Y1=Vki-st- B ra=Vk-s}- B2,

where k are the propagation constants of the respective regions, fis the propagation constant
of the mode and the + represents the fundamental mode while the - represents the first higher-
order mode.

Using Parseval’s formula it may be shown that the spectral solution below the rib and

the real-space solution within the rib may be linked by [4]

" _OE" 1 "o
/,EW‘”‘"Z?/__EF“‘

This represents a dispersion relation of which there are three unknowns, A1, A, and . One
of the field amplitudes is arbitrary while the other may be used to determine the correct field
profile. Since Bdepends on the field profile variationally, an extremum in S will be observed
when the correct value for A1/A2 is used. Thus, the dispersion relation above must be used
in conjunction with an optimization routine to solve multiple waveguide structures.

A computer pr‘ogram was developed to implement the procedure outlined above. The
program was written in standard FORTRAN and run on a Macintosh SE/30 computer. The
typical run time required to determine the propagation constants of a dual waveguide
structure was less than four minutes. The program was tested using typical values for a rib
waveguide structure in a GaAs/AlGaAs system. For the results given in this report, the
following parameters were used for the TE mode: Wy =3um, Wy =3um, D =0.5um, H; =

0.5um, Hy = 0.55um, § = 2.0um, n) = 1, ng = 3.44, n3 = 3.4, n4 = 3.445, ns = n2, and the
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Figure 2. Surface and contour plots of the fundamental field protile of the dual rib
waveguide structure. The parameters are given in the text.

wavelength A4 = 1.15um. The surface and coutour plots of the fundamental and first order
modes are shown in Figures 2 and 3 respectively. Their corresponding normalized
propagation constants were found to be 0.35889 and 0.35044 respectively. By isolating each
waveguide and calculating their propagation cor:stznts using the method of Mcllroy et al. {4],

the normalized propagation constanis of their fundamental modes were found to be 0.35056
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Figure 3. Surface and contour plots of the first higher-order field profile of the dual rib
waveguide structure. The parameters are given in the text.

for waveguide 1 and 0.35876 for waveguide 2. By observing the behavior of the field profiles
and propagation constants and comparing their characteristics to those of similar yet well-
known planar waveguide structures, it may be said that the results are very reasonable.
However, it is desirable to compare these results with asother method to verify absolute
accuracy. The nextsection will briefly describe the finite element method which, in the future

may be used to verify the accuracy of the modified spectral index method.
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1. FINITE ELEMENT METHOD
The finite element method (FEM), originating from solid mechanics, is a computer-
aided mathematical technique for obtaining approximate numerical solutions to the abstract
equations that predict the response of physical systems subjected to external influences [8].
Although the applications of the FEM are quite broad, its implementation may be summa-
rized by six steps:
1. Discretization of the continuum. The continuum over which the field is to
be determined is broken up into an equivalent system of finite elements. If thisis a
two-dimensional continuum, it is broken up into a set of logically placed polygons.
All polygons must be of the same order, but may be of different size and shape.
2. Selection of the field variable models. The field variable over each element
is assumed in terms of analytic functions. Usually, acomplete set of polynomials are
used in which the coefficients are determined by a set of field amplitudes given atthe
chosen setof nodeson the parameter and/or within the element. The positions of these
nodes are determined by the types of approximating functions used.
3. Derivation of the finite element equations. Equations are derived for an
elementrelating the nodal field values to the geometric and material properties as well
as the nodal values of any applied fields. These equations are expressed as a set of
simultaneous linear algebraic equations and thus are expressible in matrix form. A
variational method may be used for these relationships.
4, Assembly of the algebraic equations for the overall discretized continuum.
An overall globa: matrix equation is constructed from the matrix equations of the
individual elements. This construction considers that the nodal points shared by
multiple elements have the same value from each element containing that node.
Furthermore, all boundary conditions are considered between the elements and the

boundaries of the overall structure.
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5. Solution for the nodal field variable vector. A set of nodal field vectors is
given in terms of the eigenvectors of the global matrix equation. Generally, this may
be composed of a set of physical solutions as well as a, generally larger, set of non-
physical solutions. These are differentiated by use of other field equations not
considered in the variational method. The eigenvalues are the mode constants. Each
nodal field vector consists of a complete set nodal field values for a given mode. The
nodal values may be used along with the approximating functions to determine the
approximate field solution over the continuum.

6. Computation of the element resultants form the nodal field variable
amplitudes. Other types of fields which are related to the one calculated in steps 1
through 5 may he calculated from any equations relating them.

These six stens 'ill b= uriefly elaborated on as they are applied to the two-dimensional

waveguide problem.

STEP 1

Figure 4 shows how a channel waveguide inay be broken down into a set of triangular
elements. Although only right triangles were nsed here, there is no restriction placed on the
shape or size of a triangle. They must, hov.ever share vertexes with ncighbbn'ng triangles.
In Figure 4, a higher density of triangles i« used in the region where the solution is expected
to be mostimportant. They are arranged s¢. nat the geometrical boundaries of the waveguide
coincide with edges of some of the triangularelements. Thisis important because the material
properties are assumed to be constant over «:ach element. In a symmetric problem such as the
one illustrated, the problem may be reduce.d in half by imposing boundary conditions along

a symmetric wall.
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Figure 4. Demonstration of how a channel waveguide may be broken down into a set of
triangular elements.

STEP 2

The principle of the finite element method is to approximate the field solution with
analytic functions over each element. The problem is then found to be equivalent to finding
the extremuin of a functional along with the boundary conditions. Any solution may be
approximated by relatively low-order polynomials making them a logical choice for this
purpose. The polynomial approximations to the field variables of an individual element will
now be described.

The field is expressed in terms of a complete polynomial in the transverse plane x and
y. As discussed by Dunne [9], in Cartesian polynomial fields, the absence of a preferred
direction requires that the polynomial be complete. This property allows the solution to be
equal not just at the nodes but also along the entire boundary between two adjacent triangles
when one has a different rotation or shape than the other. A complete polynomial of degree
N in two dimensions requires n = }N + 1)(N + 2) terms and thus require n parameters for
each element. These parameters are given in terms of the field values at n nodes on the
boundaries and within the element. Figure 5 shows a placement of n nodes for a 4t order

polynomial. If there are no boundary conditions imposed along a triangle edge, the field must
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Figure 5. A placement of 15 nodes for a 4th order polynomial. In practice, the nodes
could be anywhere within the element, but this arrangement proves to be most
convenient.

be continuous across the edge. This requirement is met if the field is specified at the triangle
vertices and at N - 1 intermediate points along the boundary. Any remaining field values are
incorporated within the element with equal spacing by means of triangle area coordinates as

was done by Silvester [10].

STEP3

The next step in the finite element method is to derive the expressions for the
coefficients of the polynomials (the nodal values of the field) for each element by utilizing
a variational expression. Burk showed [11] that for a general vector H-field case with H
components in any direction, the problem can be reduced to the determination of the

extremum of the functional

L | (VB (VxH) a0
o= [ B*fH4Q

provided the boundary conditions are met. Rahman and Davies showed [2] that by adding
a penalty function in the numerator of the functional, spurious solutions may be avoided, and

the solution is more well-behaved and accurate. This functional is given by
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. ] (VxH)* & YVxH) dQ + (o/e0) ] (VeH)* (VoH) dQ
we =
[ H*fH4Q

In many finite element applications, the functional are not ratios of functions of the field.
Therefore, the problem is reduced to finding the extremum of the functional over each
element individually. This leads to the need to solve the eigensystem Ax = Ax. This

functional, however, requires the solution of the eigensystem Ax = ABx.

STEP 4

The matrix equations obtained in step 3 are solutions over each individual element.
To obtain the solution of the whole structure, it is necessary to find the solution of all of the
elements simultaneously while maintaining that the field values at nodes shared between
elements are equivalent. This is done easily by constructing a large diagonal matrix equation
from the individual matrix equations and multiplying by a connecting matrix. The result is

a sparse matrix.

STEP 5

The eigenvalues and eigenvectors of the matrix equation from step 4 are then found
using one of many available computer subroutines. The eigenvectors give the field values
at the nodes and the eigenvalues give the propagation constants. Since the number of
solutionsis equal to the order of the matrix equation and the number of physical solutions may
be quite small, the remaining solutions are nonphysical. The problem remains of how to
differentiate them. The functional used by Rahman and Davies [2] causes most of the
physical solutions to be given in the first solutions, but higher-order solutions may be

separated by nonphysical solutions. One way to assure a physical solution is to return to
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Maxweil’s equations and use V-B = 0. The physical solutions will satisfy this equaticn more

accurately.

STEP 6
The metirod used by Rahmar and Davies {1,2,3] detezmines each of the comperents
of the magnetic field. These may be used to determining the electric field values as well by

using Maxwell’s equations.

IV. CONCLUSIONS AND FUTURE WORK

The theory as well as a computer program were developed for the determination of
the propagation constants and field profiles of multiple waveguide structures using the
spectral index method. The results were shown to be very reasonable yielding field profiles
suitable for a field propagation program. The finite element method may be used to obtain
inore accurate solutions ata coét of much greater computer time. However, the accuracy of
the spectral index method is believed to be good enough for most purposes. Error due to
fabrication is expected to play a greaterrole. The comparison between the spectral index and
tae finite element methods has yet to be done to verify this claim.

Results from this work may be incorporated in the design of a broad range of new
integrated optical devices such as power dividers, switches, modulators, filters, and multi-
plexers/demultiplexers. This broad range of applications of multiple rib waveguide struc-

tures makes the spectral index method an important tool for the development of new devices.
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MATERIALS FOR INFRARED MODULATOR TECHNOLOGY

Annette M. Marsh

Graduate Student

Abstract

Modulators play a very powerful role in many military applications. A list of
possible electrooptic modulator materials was compiled from a literature search. A good
modulator material has the characteristic quality of a large electro-optic coefficient or a
large Verdet constant. One method of detenmining the new indices of refraction after an
electric field is applied, and the indices are rotated, is by using laser polarimetry. Laser
poiarimetry at Eglin Air Force Base uses the polarimeter data to form 2 Mueller matrix.
By knowing the crystai smicture of the sainple and the crystal plane the electric field is
applied across, the electrooptic coefficient can easily be calculated. This was
demonstrated by measuring the electroeptic coefficient found to be 5.8 x 10" m/V, for a
cadmium telluride sample. It was determined from a suervey of material properties that

lithium tanzalate show great promise for a modulator operating in the infrared wavelength

region.
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Introduction

Infrared and optical materials play a large role in the research at Eglin Air Force
Base because of their importance in many tactical missile applications. Laser polarimetry
got its start with Dr. Dennis Goldstein’s research into modulators and modulator
materials. Dr. Goldstein laid the groundwork with a thorough investigation of infrared
spatial light modulator technology for his dissertation. Infrared laser polarimetry was
started in 1988 by Dr. Dennis Goldstein and Mr. David Chenault with extensive research
in Mueller matrix polarimetry. Infrared laser polarimetry at Wright Laboratory has made
significant advances since its initiation. The work in the early stages by summer
graduate students focused on reducing measurement and matrix errors. Progress at that
stage was significantly hampered by laser instability, beam wander and inadequate
polarizers. Since its initiation, the project advancemer.t has been enhanced by the
purchase of a new CO, laser and continued computer program improvements. More
recently, work has concentrated on retarder error measurements and fast axis alignment,
beam wander, detector accuracy, and power output corresponding to particular laser
wavelengths.

Infrared laser polarimetry is a process to obtain polarization properties of a material
which is ransparent to infrared radiation.[1] A polarimeter determines the polarization
state of light after it passes through a medium of air or a sample. A polarimeter is
designed to operate over different wavelengths depending on the source used.
Polarimetry experiments are necessary to document properties of crystals in order to
determine if they would be applicable as a suitable ¢lectrooptic modulator material.

Electrooptic modulators have a wide range of applications including target
simulation, real time radar image processing and optical signal processing systems.

Infrared target simulation is an important application for modulators. It is beneficial 1o




be able to test infrared systems in the laboratory and to do so requires some method of
presenting real or synthetic infrared imagery to the systems. Modulators which can serve
as extended infrared scene generators are required for this application.[2] In laser radar
systems, modulators are used as programmable filters for systems that process range and
Doppler information. Optical computing is an area of technology that requires
modulators as processing and interconnect elements. Although it is a relatively
undeveloped area with many theoretical parameters and practical considerations, the
optical transmission, contrast ratio and frame rate capabilities have made noteworthy
advances recently. The primary advantages of optical computing are speed and
simplicity it offers. This progress has been made in part by improved materials selection,
characterization, and film to substrate deposition techniques.

A simple modulator operates by imposing a magnetic or electric field and utilizes
basic polarization properties of a crystal. A sample set-up is illustrated in Figure 1. In
the modulator, unpolarized light is furnished by an outside source. The light is then
polarized by a polanzing film before it reaches the crystal. When the modulator is
magnetically controlled, polarized light entering the film will be rotated clockwise or
counterclockwise, and the amount of rotation termed the Faraday rotation angle. The
direction of rotation is determined by the direction of magnetization. After passing
through the film the light enters an analyzer where it will either be blocked or transmitted
depending on the direction of polarization. It is through this method that control of pixels
1o be light, dark or gray is achieved.

The structure of a magnetooptic modulator starts with a nonmagnetic substrate. A
film is epitaxially deposited in the form of mesas or pixels. These pixels are separated
frem each other in order that no magnetic field interaction occurs, and they have a

thickness of approximately 5-25 microns. The mesas are formed through a series of
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photolithographic and etching steps. The magnetization direction of each pixel is
individually controlled. The structural path light travels through begins with a polarizer,
the pixel (consisting of the substrate and film), and then an analyzer.

The switching of a pixel by electronic or magnetic methods is depicted in Figure
2.[3] There is a pattemed two level conductor with a transparent dielectric deposited in
between the two conductors. The conductors act as current drivelines and are formed by
sputtered gold. The switching process is initiated in the pixel comer, at the intersection
of the two conductors. A magnetic field is generated at this point which is large enough
to overcome the switching threshold, but is unable to change the state of the mesa. The
switching begins by flux reversal at the magnetic domain point. From this point a
vertical magnetic domain wall is produced and driven across the pixel. The wall moves
across the pixel at a rate of 100 meters per second. The formation of the vertical domain
wall requires a few nanoseconds. The entire process takes approximately a few tens of
nanoseconds. If the magnetic field is removed before the domain wall has been driven
through the film thickness, the mesa will become demagnetized. A saturation field, H,, is
required for complete switching to occur.
Objectives

There is a vast world of available materials that have undocumented properties.
This is particularly true for optical materials. It is not uncommon to hear members of the
scientific community being quoted expressing their frustration at this deficiency for optic,
electrooptic and magneto-optic materials. Materials selection plays a key role in almost
every electronic component production and cannot be overlooked. The goal for
magneto-optical modulators is a balance of many different parameters. It is generally
desired to achieve a maximum Faraday rotation angle with a minimum attenuation, along

with temperature independence. One approach to measuring optical properties of
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materials is by utilizing laser polarimetry. Laser polarimetry yields information about a
material by employing a mathematical construct called a Mueller matrix for crystalline
samples. These samples can be in a single crystal or liquid crystal form. The Mueller
matrix is a major part of a complete optical description of a medium, and is a sixteen
element matrix. From the matrix we are able to determine polarization properties. In
addition, the electrooptic coefficients can be found.

My objectives for summer research at Eglin have been taken from a materials
science point of view. The overall goal has been to find a good magneto-optical
modulator material. Specifically, a material that yields a high Faraday rotation angle, low
attenuation and operates in the infrared region of the spectrum. There are considerable
advances to be made in the materials area for modulator technology to advance. Not only
are there many different possible materials but also film thickness and deposition
techniques should not be neglected. The second goal concerns the equations of the
indices of refraction. A set of equations for tetragonal crystal structure along individual
lattice planes was determined mathematicaily. In addition, an experiment was performed
using the laser polarimeter, testing a cadmium telluride sample. From this it was shown
how the electrooptic coefficient could be determined at a wavelength of 10.6 microns.

I have just completed my first semester as a graduate student at the University of
Florida in the Materials Science and Engincering department, where I am specializing in
electronic materials. My background in electronic materials has dealt with basic
materials selection and thin film deposition processing techniques. I am currently
persuing a Masters of Science, specializing in the area of electrooptic materials.

Results
For each crystal sample there exists an index ellipsoid equation. A mathematical

method to determine good modulator material starts with an index of refraction equation
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which can be derived from the index ellipsoid. When an electric or magnetic field is
applied across a crystal, an index change occurs. The new indices of refraction can be
found by solving an eigenvalue problem. From these new index equations, it can be seen
in each that the primary variable in cach is a n,’r term. Therefore to find a material that
gives a maximum Faraday rotation, the n,’r terms for materials transmitting at the
infrared wavelength are compared. The index equations are sensitive to the
crystallographic plane which the electric field is applied across. One problem with this
simple comparison is that it neglects the voltage that is required to initiate the switching
for each material. It is often the case that it is quite large.

The crystal structure of materials is a influential parameter when considering optical
materials. Every material can be classified under one of seven crystal systems. Each
crystal system represents a unit cell geometry that is the basic unit or building block that
forms a material. The term crystalline material simply means that the unit cell is regular
and repeating by stacking these units together. The unit cell describes the axial lengths
and angles (see Figure 3). Materials also have a limited number of atom arrangements
within a unit cell. The atoms are considered to be points and there are fourteen different
arrangements called the Bravais Lattices (refer to Figure 4).

As previously stated, the method of the index of ellipsoid is most commonly used to
find the indices of refraction, as in the following case. The energy density of the stored

electric field is the anisotropic medium is defined as:
U -lED
‘T2

From this equation we can write the energy density in terms of D space yielding:

D?* D? p?
424 —==2U,
& &
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In this equation, €,,€,,&,, are the principal dielectric constants. The next step is to replace

— &
the D/NU, term by r and define the principal indices of refraction n,,n,,n,, by nl= .

(i=x,y,2). We now have, with these changes, an equation of a general ellipsoid with
major axes parallel to the x, y, and z directions, with respective lengths, 2n,,2n,,2n,;
written below:

2 2 2
X Y4
n; ny n

This is the index ellipsoid reduced to the simplest form in the principal coordinate
system. The index ellipsoid is used to find the two indices of refraction along with the
two associated directions of D relating to the two independent plane waves that propagate
along an arbitrary direction S in a crystal.[4] The :‘;, % and ;‘; terms are the principal
values of the impermeability tensor o ' Ny =€, E™);
where €7V is the inverse of the dielectric tensor. The relation between the field vectors E

and D can be written:
1
E=—nD
(N

According to quantum theory, the optical dielectric impermeability tensor is dependent
on the charge distribution in the crystal. When an electric field is applied, a redistribution
of the bond charges and possibly a deformation of the ion lattice will occur. This results
in a change in the optical impermeability tensor. This is the electrooptic effect.
Electrooptic coefficients are defined in terms of the impermeability tensor and the electric

field. Now the index ellipsoid of a crystal with an electric field applied is defined as:

N (Edx; =1




If the electric field is removed the index ellipsoid reduces back to its simplest form.
Because the dielectric tensor and the impermeability tensor are symmetric, the
electrooptic coefficients can be written in a contracted notation. This is usually in matrix

form for specific crystal symmetry classes, such as tetragonal for a 42m point group:

(0 0 0)
0 0 O
0 0 0
WElr, 000
0 r, O
LO 0 Tes)

In this form, it is clearly illustrated that r,,, r,, and r,; are the only non-zero elements.
The other elements vanish due to symmetry in the crystal. Now the index ellipsoid

equation with the presence of an electric field can be written in general form using the

contracted indices:
1 e , (1 :
;‘—2.+rlkEk + ;'2'+ruEk + ?'*'r;kEg +—2yzr4,Ek+2zxrs,‘Ek+2xyr&E,, =1
x y ]
where E, (k=1, 2, 3) is a component of the electric field and summation of repeated

indices k is assumed. For the tetraganal 427 material, the index ellipsoid equation now

becomes:
x2 2 2
St St E yz +2rxz + 2rpExy = 1
n, n; n;

The index ellipsoid for an electric field applied along different crystal planes can now be

determined. The eigenvalue problem is then formulated as follows:
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The secular equation is determined by subtracting the :1-, term from the diagonal

¢lements:
1 1 E )
=== 0 "
n? n \2
1 1 E
I
L E L E 1 1
\ 41\{5 41\/5 ntz n/),)

The roots of this matrix are the new principal indices after an electric field has been
applied. These results for tetragonal crystal systems were calculated and are presented in
Table 1.

The next task was to research and compile information on known electrooptic
materials. An extensive literature search was performed to gather this information
consisting of basic material properties. The results were assembled in tabular form and
are listed in Table 2[5] and Table 3[6]. It should be stressed that this is a list of
commonly termed "electrooptic” materials, there still remain other materials that are not
listed.

There is a significant lack of electrooptic coefficients values available, as
illustrated. The electrooptic coefficient can be determined experimentally using laser

polarimetry and the Mueller matrix. This information would be extremely beneficial in
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determining the success of possible modulator materials. The determination of the
electrooptic coefficient was performed using laser polarimetry for a cadmium telluride
sample. The electric field was applied across the (110) crystal plane. Voltage readings
on the sample were taken ranging from 100 to 3000 Volts. From this data, a Mueller
matrix was derived. The fast axis was set at zero degrees and the laser wavelength at
10.6 microns. The m,, element of the matrix was used in calculating the electrooptic

coefficient. The graph was plotted using the following equation:

n L
M, =cos=—n’r,v=

A d

Because we know the electrooptic coefficient is equal to n’ry,, plotting the inverse cosine

of the M, term versus the 2£v§ yields a slope equal to the n’r value from which the EO
coefficient can easily be calculated (see Figure 5). In Figure 5, the theoretical values are
plotted as the straight line and the experimental values as the curved line. This graph
illustrates the accuracy of the laser polarimetry method of determining EO coefficients.
The experimental electrooptic coefficient value for CdTe is 5.8 x 10> m/V, and the
theoretical value calculated from the half wave voltage data is 5.7 x 10™2. This illustrates
that by knowing the crystal symmetry of a material and the crystal plane the electric field
is being applied across, laser polarimetry can be used to obtain optical properties such as

the electrooptic coefficient, making it a very effective tool.

Conclusions

In conclusion, infrared laser polarimetry is a very powerful tool that can be used to
document desperately needed optical material properties. This technology is essential for

growth in the field of electrooptic and magneto-optic modulators. According to available
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data, two promising materials for modulator applications appear to be lithium nicl)bate and
lithium tantalate for a wavelength of 3.39 microns. Further investigation and
experimentation is needed on many different materials in order to document tasic
properties such as th- electrooptic coefficient, in order for future advancement. In
addition, determining the index ellipsoid equations for other crystal structures over a
wide range of crystal planes would also be greatly beneficial in finding other modulator
materials that would yield a maximum Faraday rotation angle. These ellipsoid equations
would allow the new indices of refraction to be determined. The future of optical
processing systems and radar imaging systems is promising but will require some basic
characterization of materials in order to make significant advances.
Acknowledgments

I would like to thank Research and Development Laboratories for sponsoring this
program and for the time and interest they took in the participants of the program. I
would also like to thank the members of the special projects laboratory, Howard
McCormick, Michael VanTassel, Voncile Houston, David Onuffer, and Linda Lau for all
their assistance. My deepest appreciation goes to my focal point, Dr. Dennis Goldstein,
for the opportunity to work in opto-electronics and for all the knowledge and assistance
throughout the summer. Finally, a special thanks to all my fellow students for their help
and a great summer at Eglin, Lisa Collins, Chad Houghton, Danielle Walker, and
especially Randy Gove for his additional guidance with the laser.

11-11




Table 1: Elecrrooptical Properties of Tetragonai 42m Crystals
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TABLE'2: iNFRARED. TRANSMITTING MATERIALS

ctane=
. f MISSI0N.

- 1360
=343
#2330
n*3:30

inuex of refraction
. 2t.waveiength of ..

Z0-coefr
- A%10=22msVY

ne=2:200

As2266

no=2.175
ne=2 180

» S
TLZi £ 3200

iS) rz2=34
iS) 33308
iS) rs1s28.0

e Y PR X
(S) r13=7.0

(S) r32=303

(S) rIT=27.0
S) ri¥= 45

S ra2= 14
iS) rs1=200

iZ) 22203
iS)r51=1S.0

InS 633 no=2.347 [S) r13=0.9
nes2 160 [S) r33=18
05 n=2.66 (T) ra122,0
2nSe 0.533 n=2.60 [S) ra1=2.0
10.6 n=2.19 (T) rai=22 - -
0.539 n=3.06 (T) ra1245]
inTe 0E15 n=3.01 T) rais427
0.2:3 n=2,99 7} ra1=4.04 iS) rai=43
0.690 a=2,03 (1) r112397
kY n=2.70 T) ra1=420
10,5 n=2.70 (T) ra1=3.90
cds 0.589 ho=2.501 nes2519 [T) r51=3.7
0.632 10=2.460 nes2.477 T) rs1=16
1.:2 022.276 ne=2292  KT) r31=3.10 rII=320 rS'=29
12z N0=2.225 nes2 230 [T) ri3=3SQ rI3=260 rS!=20
10.6 1022336  nes2.336  kT) r13s2.45 r23=275 rsi=i7
CdSe .39 tno’-2.452 nes2.471 (S) r13=1.8
(T) r33=43
CdTe : 0 n=2.84 [T) rai=45S
3.39 T) ra1=6.8
,.0'6 n=2.60 [T) ra1=5.8
-2.35 n=2.58 [T) ra1s5.47
27.95 n=2532 ITY ra1a8 N4
ARy

11-13




- v
L e, m A, e TS

TABLE 3: MATERIALS LIST
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FIGURE 1: Operanon of modulator pixeis
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FIGURE 3: The seven crystai systems
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FIGURE 4: The fourteen Bravas Latnces
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FIGURE §: Graph of Cadmium Telluride sampie -
with electric field across (110) plane
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MATERIAL CHARACTERIZATION AND EVALUATION FOR
PENETRATOR APPLICATIONS

Graduate Student Jessica L. Mayes

As an AFOSR summer research graduate student, 1 was
involved in several aspects of engineering research.
In addition to assisting with various projects in the
lab, my main focus was dynamic penetration mechanics
relating to the advancement of weapons, specifically
warheads. With the aid of good technical equipment
and proficient research engineers, significant
advancements were made that can be continued upon
return to the University of Kentucky’s research

environment.
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In order to make rapid advancements in the reim of
warheads, there is a distinct need for development of
a three dimensional model to determine the
characteristics of materials deformed under high
strain rate conditions. Being able to accurately
predict the final state of a material eliminates much

of the wasted time and funding involved with trial and

error.

In researching this problem, it is extremelv important
to obtain accurate physical data to correlate with
dependable hydrocodes. Precisely controlled initial
material characteristics are important in order to
eliminate comparison errors. This was studied by my
co-researcher and fellow graduate student, Steve
Hatfield. Equally important is carefully controlled
and documented testing conditions to eliminate any
unnecessary variables. Once this is accomplished, the
sanmples are returned to the laboratory for post-impact
analysis where my concentration for summer research
became documenting the microstructure of Rod on Rod

Impact specimens and evaluating the findings.

First in post-impact analysis, testing conditions must
be considered. The tests involved in this evaluation
were the Classic Taylor Test and the Symmetric Rod

Impact Test (See figure 1). The Classic Taylor Test
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involves a specimen being impacted against a rigid
wall. The Symmetric Rod Test involves a one inch
impactor being impelled into a six inch receptor of
the same material and cross-sectional area. Taylor's
one dimensiocnal analysis utilized post-impact geometry
to estimate the dynamic strength. A two dimensional
analysis using continuum codes was developed to allow
comparison of experimental and predicted results.

Both methods continue in research today.

The Rod on Rod Impact tust brings several advantages.
Most importantly, it eliminates a mismatch impedance
between the impactor and the anvil, allowing the
computer codes to cont-auve with the same material
characteristics througrout impact. The symmetric
specimens allow a smoo' a momentum transfer and
symnetric deformation ¢t the rods. With this test,
anvil compliance problexs are overcome, preventing
errors due to the plastic deformation of the anvil.
Although they have been shown nominal, any frictional

effects are also eliminated in Rod on Rod testing.

I approached this problem desiring microanalysis
because of its versatile benefit possibilities. By
looking at grain trends in the material, one can be
furnished a suggestion of the thermomechanical history

of the material. Temperature and pressuregradients
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across the surface may also become apparent.
Microanalysis can also offer suggestions for wave
propagation effects as well as emphasize any physical

abnormalities or points of interest.

In order to isolate and study the areas of interest, I
sectioned the specimens as shown in figure 2. ROR 2
was cut in half along the axis so that the center
plane from impactor through receptor would be

exposed. ROR 6 arrived in four separate sections due
to the placement of Manganan gages in the receptor to
monitor the pressure trends. Thece gages were placed
at 2mm, 7mm, and 3in (one half the length of the
receptor). In both specimens, the bottom half was
mounted, polished and etched for examination. The top
halves were polished using a different method in order
to verify that any unique characteristics observed

were not caused by the preparation process.

The results from the Manganan gages in ROR 6 can be
observed in figure 3. These devices are unfortunately
subject to the physical restrictions of the nature of
the apparatus. Manganan gages are designed for
compression testing only and do not record the
significant tensile wave created immediately following
impact. Also, these gages typically fail sbhortly into

the test due to the extreme forces of impact. Figure 4
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represents the reasv.its predicted by the hydrocode
calculations. These compression forces are an
accurate prediction of the observed values, as
represented by points on the graph. In addition to
the extension of available data points in computer
calculations (beyond where the actual gages fail), the
codes produce expected tensile force data. This is
extremely important to consider in analyziag the

microstructure.

To document and more closely study the microstructure
of the deformed rod, ! constructed a montage cf both
ROR 2 and ROR 6 at 50X magnification. This project
was well received by my focal point (Joel House) and
retained for the laboratory’'s use and an important
integral part of my presentation. For purposes of

this report, a written description will suffice.

In ROR 6, the 2mm section of the receptor welded to
the impactor. Complete welding was observed on one
side with a crack continuing through the remainder of
the impact face. This welding provided for some
energy absorption. The additional free surfaces
created to accommodate the Manganan gages provided a
quite appropriate method of internal stress relief.
These discrepancies may account for the reduced amount

of observed damage (fewer voids and severely deformed
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grains) along the axis in ROR 6 versus that seen in

ROR 2.

Moving to ROR 2, a simplified overview of the
microstructure can be seen in figure 5. The
disc~shaped grains parallel to the impact face (three
dimensionally, these are pancake-shaped, compressed
grai result from the high compressive axial loads
created at impact. The force in this area allowed the
grains to compensate in only the horizontal plane,
creating the plastic region. Moving back from the
impact edge, lower levels of deformation remain
primarily because the pressure wave has been

sufficiently damped by the time it reaches this area.

Of primary microanalytical interest was the
concentration of voids in the central axis region.
The high compressive load upon impact is immediately
reflected as a strong tensile wave causing void
nucleation. This phenomena is observed primarily at
the weakest points in the material (usually the grain
boundaries). If the amplitude of the tensile wave is
sufficient, nucleated voids may link together and

become fracture surfaces.

For explanations, spallation fracture was first

considered as the primary source of these voids.
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However, after careful review of technical literature,
it was revealed that as a result of excessive
velocity, tensile voids could be created early due to
the focusing of radial release waves. Voids created
by each of these methods look virtually identical.
Also, for comparison, another montage was observed
(also at 50X magnification). This showed voids formed
in a Classic Taylor-4nvil Test shot at 190m/s. The
research group is still in the process of analyziug
these voids, as well as the overall microstructure, in
both the Svmmetric Rod Impact Test and the Classic
Taylor Test in hopes of obtaining more definite
answers and producing more reliable multi-dimensional

medels.
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Figure 1 : The Classic Taylor-Anvil Test and The
Symmetric Rod on Rod Impact Test

Figure 2 : Isolation and Magnification of Areas
of Interest
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FULL REYNOLDS-AVERAGED NAVIER-STOKES SIMULATION
OF TURBULENT TRANSONIC FLOW PAST
A WRAP-AROUND FIN PROJECTILE

Juan B. Ordonez
RDL Research Associate
University of Florida

ABSTRACT

An algebraic grid network has been generated for the numerical solution of
the turbulent tramsonic flow past a wrap-around fin projectile. This
network is comprised of four 103x31x55 blocks, with the proper clustering
needed to resolve viscous effects at all solid surfaces. The blocks are
being solved using a full Reynolds-averaged Navier-Stokes code with the
Baldwin and Lemex turbulence model, at a Mach number of 0.95 and an angle
of attack of zero degrees. This investigation has not been completed due
to errors eucountered during preliminary runs. However, intermediate
results suggest that the code is robust enough to model the flow in the

high curvature regions near the fins.

INTRODUCTION

"Thin-layer" Navier-Stokes codes with the Baldwin-Lomax turbulence medel
have been proven very effective in the numerical simulation of high speed
turbulent flows. These codes, however, are limited by the fact that they

can use only one surface in computational space to compute the reguired

(]
1
--h




value of the eddy viscosity. This means that the boundary-fitted
curvilinear coordinate system to be used in transforming the physical
domain must be defined in such a way that all solid surfaces are mapped
into a single computaticnal plane. For relatively simple three-
dimensional configurations, this is usually accomplished by dividing the
entire flow domain into several subdomains, or blocks, so that each block
isolates a portion of a solid surface in the configuration of interest.
The converged solution to the entire flow field is then obtained by
solving these blocks independently while periodically updating the
boundary conditions at the corresponding block interfaces. For complex
configurations such as a finned missile, however, the restriction to one
no-slip computationai plane per block is sometimes impossible to
implement. At best, this restriction cften results in a deterioration of
the quality of the grid network in key areas of the flow regime.

Because of the difficulties and limitations associated with "thin-layer"
numerical solutions of complex turbulent flows, it is often necessary to
use a Navier-Stokes code having the full set of viscous terms. Ful.
Navier-Stokes codes invariable require more CPU time than the simpler
"thin-layer” approximations. However, the inclusion of the extra viscous
terms in the governing equations gives the code the distinct ability to
accomodate no-slip surfac:s in any of the six bounding computational
planes of a block. This not only results in a significant simplification
of the required block transformations, but it also ensures that the
contributions from relevant surxfaces affecting the eddy viscosity at any
giver. grid location are all taken into account.

In the present study, the full Reynold. -averaged Navier-Stokes (FRANS)
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code recently developed at the computational fluid dynamics (CFD) section
of the Air Force Armament Laboratory is being used to compute the
turbulent transonic flow past a "wrap-around"” fin configuration. This
code is an extension of the implicit Euler solver of program EAGLE!, with
the full set of viscous terms added explicitly. In addition to having all
of the powerful multi-block features of the EAGLE solver, the FRANS code
also has the ability to implement the Baldwin-Lomax turbulence model
separately in each of the curvilinear directions. The purpose of the
current investigation is two-fold: (1) to further test the accuracy,
efficiency, and robustness of the FRANS code, and (2) also to study the
aerodynamic characteristics of a projectile with curved fins. The wrap-
around fin configuration was designed so that each fin wr:vs around one
quarter of the circumference of the projectile. This feature
significantly reduces the storage space requirements for the projectile,
and also allows for the launching of the projectile directly from a tube.
These practical advantages must be weighed against the aerodynamic
performance of the projectile. Specifically, an effort is being made to
investigate the considerable rolling moment induced by the fin curvature,
and the associated roll reversal versus Mach number effect observed during

vind tunnel and firing range tests?:3.

GRID TOPOLOGY
As shown in Figure 1, the geometrical configuration considered in this

study is a ten-caliber wrap-around fin (WAF) projectile with a 2.5 caliber

nose section, where one caliber is defined equal to the diameter of the
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Figure 1. Wrap-around Fin Projectile
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projectile body. The support sting, which is not shown in the figure, is
twenty calibers long and it is modeled as an extension of the projectile
body. As mentioned before, each fin represents one quarter of the
circumference of the body. When fully extended, each fin is positioned so
that a plane passing through both the fin tip and the fin root is
perpendicular to the projectile body at the fin root.

Experience has shown that one of the most important factors contributing
to the success of the numerical solution of turbulent flows is the quality
of the grid network generated for the problem of interest. A grid network
is generally expected to exhibit the following characteristics: (1) a
smooth variation of cell volumes and grid line slope; (2) a nearly
orthogonal intersection of the grid lines from different curvilinear
directions; and (3) an appropriate distribution of points that adapts to
steep solution gradients. For a complex three-dimensional configuration,
a suitable single grid netwcrk which has all of the properties listed
above is very difficult to generate. A better approach is to subdivide
the flow field into several blocks so that each is generated according to
the requirements of its particular subregion. This multi-block approach
not only improves the quality of the grid mesh in each region of the flow
field, but it also reduces storage and CPU time requirements since only
one block is solved at a time.

In the present study, the entire physical domain is divided into four
blocks, each spanning the region included between two consecutive fins.
This is illustrated in Figure 2. Note that because of the nature of the
configuration, blocks 2, 3, and 4 are identical to block 1 except, of

course, for their corresponding orientations. Figure 3 shows the physical
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Figure 2. Cross-sectional View at the Middle of the Fins
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and computational domains for block 1. A careful look at this figure
reveals that the transformation used is very straight forward. This is a
direct result of the ability of the FRANS code to model more than one no-
slip computational surface,

A cut-away view of the three-dimensional grid network developed for the
wrap-around fin projectile is shown in Figure 4. This network was
generated using the grid generation codes of program EAGLE. An effort was
made to pack the grid lines close enough to the missile and fin surfaces
in order to resolve the viscous effects in the normal and crosswise
directions (see Figure 5). Also, the grid lines in the streamwise
direction were clustered at the nose-cylinder junction and at the leading
and trailing edges of the fins, in an effort to resolve any shock or
expansion phenomena that might appear. Finally, it should be mentioned
that the curvature of the grid lines away from the fins was deliberately

minimized in order to improve the orthogonal properties of the grid.

GOVERNING EQUATIONS

The unsteady, compressible Navier-Stokes equations without body forces or
external heat addition constitute the governing equations for turbulent
flow. Unfortunately, these equations are very difficult to solve in their
complete and original form, since generally a very large amount of
computer time and storage is needed to obtain a solution. Because of
this, these equations are generally solved in a time-averaged form known
as the Reynolds-averaged Navier-Stokes equations. The Reynolds equations

are derived by decomposing the dependent variables in the conservation
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Figure 5. Detail Between Wrap-around Fins
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equations into mass-weighted time mean and fluctuatring components, and
then time averaging the entire equations. This cime-averaging yields a
series of new terms associated with turbulent motion, which have been
interprezed as “"apparent® stress gradients and heat-flux quantities.
These new quantities constitute new unknowns which must be related to the
mean flow variables through turbulence modeling in order to have proper
“closure.”

Algebraic eddy viscosity models still represent the most popular choice
for compressible Navi -xr-Stokes codes, primarily because they are easy to
implement and because they require » wminimum of computer time and storage.
One that is particularly simple is the Baldwin and Lomax model!, since it
does not reguire the determinacion of the boundary-layer thickness or the
edge velocity. The turbulent eddy viscosity is computed in two layers
using different inmer and outer formulations. This model has generally
performed well for relatively simple viscous flows, but must be modified

in order to handle compliicating features.

RESULTS AND DISCUSSICN

In order to compute the required value of the eddy viscesity at a
particular grid point, the Baldwin ind Lomax turbulence model not only
requires the perpencicular distarce from the point to the solid surface
being considered, but it also assumes that certain functional values
required in the eddy viscosity formulation are computed on a grid line
normal to the -urface. Because of this, it was expected that the FRANS

code might have difficulty in modeling properly the high grid curvature
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regions near the wrap-around ZIins (recall Figure 5). dowevar,
intermediate results of a Mach 0.95 case at an angle of attack of zero
degrees suggest that the code is indeed robust enough to handle this
complication. Velocity profiles plotted at different planes on the
projectile surface as weil as on the fin surfaces show that the
intermediate solution has the correct qualitative behavior at the solid
boundaries. Unfcrtunately, this particular run eventually resulted in the
crash of the program, due to the appearance of a negative value in a
sauare root operation. The error occurred at a point on the stagnation
line, very near the nose of the projectile. This suggests that the error
may be due to the character of the grid network near the nose.

Under the curvilinear transformation used for this problem, the stagnation
line gets mapped onto a singular plane in computational space (recall
Figure 3). In theory, the value of the computed solution for amy point on
a zeta = constant line on this singular plane should be the same as that
for any other point on that line. However, the value of the Jacobian at
each .f these points varies trem:ndously because of the point distribution
in the crosswise direction (recall Figure 4). This variation can result
in multi-valued "singular® lines, which may eventually lead to the type of
error observed. If this is the case, then a simple relaxaction of the
point clustering near the nose may help to remedy the situation. It
should be noted, however, that the code is still in the process of being
checked for programming errors. The code has been successfully tested for
a flat plate configuration, a transonic airfoil, and a straight-finned
missile configuraiicn. Only time and further study will reveal what is

the exact nature of the problems being encountered.
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CONCLUSION

Intermediate solutions of the Mack 0.95 flow over the wrap-around fin
configuration suggest that the FRANS code is robust encugh to deal with
the complications presented by the high curvature of the grid lines near
the fins. Once the current difficulties being experienced with the
stagnation region are corrected, the FRANS code promises to be a very
effective tool in the mmerical solution of the turbulent flow over the

wrap-around fin configuration.
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IMPLEMENTATION OF A SYSTEM FOR EVALVUATING THE
MODULATION TRANSFER FUNCTION OF CCUOS USING
LASER SPECKLE
Martin Sensiper - Graduate Research Assistant

(University of Central Florida)

ABSTRACT:

Many contemporary optical imaging systems contain a focal plane at which the
continuous input signal is discretely sampled. In the past, accurately
measuring the MTF of such systems has been difficult because the accepted
iechnijques were not designed for the unique problems inherent with sampling.
This paper presents a method for establishing the MTF of a sampling array
from low frequency to twice Nyquist frequency. The use of random phased
laser speckle circumvents the problems inherent with traditional methods of
MTF testing where the phase of the test target with respect to the sampling
grid affects observed contrast. Another advantage is the simplicity of the
equipment and ease with which a test system can be assembled. In this report
an aperture is presented which limits the speckle power spectrum to a narrow
band, allowing the system response to be evaluated at specific frequencies.
The algorithm for extracting the MTF from the data set is described. S:'mple
MTFs are shown using this method and compared with the theoretical MTF

and MTF's measured with sine targets.
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SECTIOK T - INTRODUCTION

Modulation transfer function is recognized as the singie parameter with which
information regarding the total spatial frequency response of an imaging
system or subsystem can be described. Widespread use ¢f CCDs has motivated
development of an unambiguous method for obtainir.;; their transfer function.
To date, the methods for obtaining the MTF curves for optical systems have
involved imaging bar targets, sinusoida' zargets or knife edges.[References
1,2,3] These deterministic, phase specific test scenes were originally used for
deriving the spatial frequency response of continuous imaging systems. When
used with imaging systems composed of elemental arrays these methods have

serious drawbacks.[Reference 4]

CCDs have discrete elements, pixels, which sample the centinuous inpuf.
When this input is the image of a test target with a definite phase, the
measured response can be a function of the phase of the target image with
respect to the phase of the sam/ling array.[References 4,5,6] A transfer
function derived in such a manner is . ¢ "shift-invariant". The physical
manifestation of this ambiguous transfer function is the imaging of aliased
frequency components, those higher than Nyquist frequency.[Reference 5] The
Nyquist frequeiiy of a camera is defined as 1/2Ax, where Ax is the pixel center
to center spacing. Spatial frequencies higher than the Nyquist frequency, but

below the cutoff frequency, will be aliased into lower frequencies. This means
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that undersampled high frequencies in the image are roflected symmetrically
about the Nyquist frequency, and are displayed as lower fregzencies. These
aliased frequencies maybe considered as edge-images translated into lcwer
frequencies. Generally, it would be of use to know the MTF over the entir2
spatial frequency spectrum input to the CCD, including those frequencies
which may be aliased. While the traditional approaches for finding an MTF
generate valid curves at low frequencies, a significant problem remains in that

no information about the transfer function past Nyquist frequency is

generated.

Previous work has demastrated the feasibility of using laser speckle as a test
target for MTF testing.[References 7,8] The nature of laser speckle insures
that the test target phase is random, at any specific point, across the CCD.
However, since the statistics of the speckle are well characterized, its average
spatial frequency power spectrum, the system input, can be determined. This
spectrum can be shaped through use of an aperture. The average spatial
frequency power spectrum of the output can be estimated as an ensemble
average of the Fourier spectrum of the data from the CCD under test. Since

*he average power spectrum of the input and output are known, the transfer

function can be found.
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Lacking i previous demonstrztions of the technique, have been appropriate
methods for normalizatiz.: at Jow frequency. This report concerns
implementation of a system to evaluate a specific CCD camera’s MTF with

laser speckle and the computer software necessary to accomplish this task.

Section II1 - DEVELOPMENT

The relationship between the intensity distribution of a scattering aperture
illuminated by a laser, {P(x,y)|% and the power spectrum of the speckle at
some cbservation plane, S(&,1), can be found rigorously through consic.leration
of the second ¢ -der statistics, namely the autocorrelation, R(Ax,Ay), of the laser
-oeckle.[Reference 9] To do this, we must first Fourier transform the aperture
function to find the mutual intensity of the observed fields and then the
autocorrelation of the speckle. Through the Wiener-Khintchine theorem, we
can then relate the autocorrelation of the speckle to its power spectrum by
another Fourier transform as ${R(Ax,Ay)} = S(§n). Finally, it can be shown
that the power spectrum of the laser speckle has the shape of the normalized

autocorrelation of the aperture function plus a delta function at zero frequency.

The rigorous derivation is neither obvious or intuitive and may be found in
Refcrence 9. A less rigorous explanation is as follows. An aperture is
illuminated by frequency coherent, but randomly phased laser radiation.

Points in the aperture may be considered as point sources of spherical waves.
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On some observation plane, a distance "z" from the aperture, interference
patterns caused by the s