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Introduction

The Aerospace Corporation provides architect-engineer services for military space
and launch systems, and for other projects related to national security. Aerospace per-
forms engineering, planning, analysis, and research for constantly evolving advanced sys-
tems. Aerospace's work is primarily under contract to the Space Systems Division of the
Air Force Systems Command, providing support in the planning, design, development, and
operations of complex space systems. To carry out this mission it is necessary for the Corpo-
ration to engage in a vigorous and continuing research and development program.

Aerospace's research and development efforts advance critical technologies needed
for present and future military space systems. They contribute directly to Aerospace's mis-
sions: conceptual design, systems engineering, launch readiness verification, on-orbit
diagnostics, and anomaly analysis; and to the assessment of mission performance i'd cost
and schedule risks.

To support military space programs most effectively, Aerospace must contribute in
those advanced technologies and analytical fields critical to the timely acquisition and oper-
ation of cost-effective military space systems. To do so requires a research and develop-
ment program that provides insight into probable advances in science and technology, likely
new missions, and the evolution of present military space systems that will help accomplish
those missions..-----

The structure and mission of The Aerospace Corporation's research and develop-
ment program is coordinated with, and complementary to, that of the Air Force laborato-
ries and other organizations actively working in space system-related technology.

In line with these objectives, broad guidelines for the direction and emphasis of the
overall research and development activities at Aerospace are periodically developed to
assess in detail the trends in relevant technologies and their application to military space
systems. The major fields of endeavor now being pursued are

" Electronics and Optics
* Materials Properties and Processing
" Information Sciences and Data Processing

" Space and Atmospheric Environment
" Space Communication and Navigation

* Surveillance from Space

" Spacecraft and Launch Vehicle Design and Operation
• Spacecraft Survivability
" Systems Architecture, Planning, and Analysis
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As part of its overall research and development program, the Corporation engages in
an Aerospace Sponsored Research (ASR) program, consisting primarily, but not exclusive-
ly, of long-term research. Many individual research and development projects, supported
by corporate resources, comprise the ASR program.

Because the ASR program is of great importance to the long-term objectives of the
Corporation, and because it uses corporate assets, the overall program and projects are
reviewed annually by the Technical Committee of the Board of Trustees, and their recom-
mendation is acted on by the full Board of Trustees. Since the inception of the Corporation,
the Board of Trustees has vigorously endorsed the ASR program and allocated to it a sub-
stantial share of corporate resources.

This ASR Summary Report for FY 1990 contains summary reports of the Scientific
and Engineering Research projects carried out under the ASR program. The reports are
grouped into the following technical areas:

• Electronics
" Optics

" Chemistry and Physics
* Atmospheric Physics and Astronomy
" Information Science

References (numbered) and a bibliography appear at the end of each report. For further
details on any of the individual projects, please refer to the listed Aerospace reports or con-
tact the authors.
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ELECTRONICS

High Temperature Superconducting Electronics
R. C, Lacoe, J. R Hurrell, and J. P Wendt,

Research Laboratory

The overall objective of this project is to demon- cable as bolometric detectors, in which changes in rests-
strate and evaluate applications of high temperature tance due to infrared heating are sensed.
superconductors (HTS) to satellite electronic systems. The square root of the noise spectral density at
The specific objectives involve the fabrication and evalua- 1) Hz, SU/2(f = 10 Hz) for both types of samples is shown
tion of thin-film-based far-infrared detectors, passive in Fgti.re 1. The general temperature dependence is simi-
microwave/millimeter-wave structures, and weak-link lar, but the absolute magnitude of the noise is different in
structures. the two films. We found that the l/f noise spectral power

During the past year, we continued our studies of density, normalized by the square of the average dc volt-
flicker 1/f noise in thin HTS films in order to assess the age V, can be expressed in the form where both the magni-
impact of this excess noise on the ultimate sensitivity of
proposed infrared detectors. Although thermal noise 6 x 10"8 3 x 10-

establishes the minimum noise level in these films, excess
1/f noise can limit the sensitivity of infrared detectors --- LA1
because of their long integration times. 5 TRW

Our investigation into the noise properties of HTS
thin films was aided through collaboration with supercon- 0 • 2
ductivity research groups at Los Alamos and TRW. Los -
Alamos films were prepared by coevaporation of yttrium
(Y), copper (Cu), and barium fluoride (BaF 2) on (100) -

N
strontium titanate (SrTiO 3) substrates. The 0.5 gm thick "
films displayed a broad superconducting transition, with
onset (T,,) and final (Tcf, R = 0) temperatures of 78 and U 2-
69 K, respectively. TRW fil-s were prepared in-situ by
off-axis radio-frequency sputtering from a yttrium barium
copper oxide (YBa 2Cu 30 7) target on (100) lanthanum
aluminate (LaAIO 3). The 0.4 g~m thick films were pat-
terned into cross-bridges of varying widths and lengths,
and displayed a sharp superconducting transition with Tco 04 0
= 91 K and Tcf = 87 K. The broad superconducting tran- 0 100 200 300
sition (Los Alamos) films were designed to show a non- TEMPERATURE, K
equilibrium response. These films would be applicable as Figure 1. SY2(10 Hz) vs Tfor Los Alamos sample (0) and TRW
infrared detectors that use the change in nonequilibrium sample (0). The solid lines are to guide the eye.
properties of the film with temperature. The sharp super-
conducting transition (TRW) films would be more appli-

5



tude coefficient Kand the 1/f exponent at are temperature
dependent. This agrees with the relationship

S., K(T) (

first expressed by Hooge [1], where K(T)/A o I/(Nc)
aH/(nAt); here oin is the Hooge constant, Nc is the num-
bei !f carriers, n is the carrier density, A is the film area,
and t is the film thickness. Although it is no longer
believed that the value of ow -2 x 10- 3 is a universal
constant for semiconductors and metals, it is nevertheless
useful to compare the magnitude of the 1/fnoise of differ-
ent films by comparing the Hooge parameter of different
films. Extracting the effective room-temperature Hooge 2X: R/2 __4XR X:R
parameter for the Los Alamos and TRW films, we find
o -LA - 1 x 10-1 and aTRw -4 x 10-2. These values are PATTERN No. 1
much smaller than those as large as 106 reported by other
investigators [2,31. The factor of 2.5 reduction in the noise
of the TRW film over the Los Alamos film is accompanied
by a reduced superconductivity transition width from 20 to ____...... __,,----4 K.f • ;WO,.k.The areal dependence of the noise was confirmed r

by measuring structures of different active area on the
same film (TRW) (Figure 2). The normalized noise volt-
age at fixed frequency was determined to scale inversely
with the active film area (Figure 3). This result is consis- .
tent with the interpretation of the Ilf noise as resistance
fluctuations. Although the measured resistivity varied by
20% over the film surface, the noise voltage follows an
A-1 /2 dependence very closely, indicating that the meas-
ured noise represented an intrinsic property of the film.
The areal dependence of the flicker noise in these films
implies that this noise term will predominate in small I
detectors unless the film quality is extremely high. Fo.189x 5.29R 4: R X/2 2R

In Figure 4, S/ 2 (f)/Vversus temperature is plotted
for the Los Alamos sample. Sp/(J)/Vis weakly tempera- PATTERN No. 2
ture-dependent above the transition. At the transition, Figure 2. Schematic of the mask set and photographs of the pat-
however, SY2 (O/V increases dramatically by more than temed and bonded filns used to measure the areal dependence of the
three orders f magnitude. The striking difference in noise, R represents arbitrary resistance units, X represents arbitraty
appearance bet iveen Figures 1 and 4 reflects the fact that area units.
the rapid increase in SY2 ()V is due mostly to the rapid Clearly, there are two temperature regimes that
decrease in V at the supercoducting transition rather eart h aretw temperature-egies that
than the moderate increase in S,(). The resistance fluc- ealized noise level from one that is highly temperature-
tuations represent a larger fraction of the average resis- mapizd n lee frmtone th sehig tempratetance not because the resistance fluctuations are rapidly dependent. In these structures, the separation occurs at a
increasing, but because the average resistance is rapidly temperature where the resistance has already droppeddropping toward zero. The insert in Figure 4 shows that significantly and 3 is large. Consequently, it is attractivedropingtowrd zro.Theinset i Fiure shws hat to consider the thermal fluctuation model of Voss andthe crossover from a weakly temperature-dependent to a tocniethterafltuinmdlofosadthgcrossoverfromaweakly temperature-dependent a ns oClarke [4] to understand this strong temperature depen-higiily temperature-dependent normalized noise occurs
about 5 K below the resistive transition, as defined by the dence in the vicinity of R-.0. In this model, S.121J ' is
knee in the temperature versus 13 (1/R)(dRdT) curve, proportional to pT' CP'2 , where C, is the heat capacity of
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1.2 x 1 r-7._10__ _ _

*TRW 0
OLAI

0.8, N 10-6.  =.

Ci10-7 ... .... . ..... .....

0 2 3

(AREA) 112 , arbitrary units OT/C l2, arbitrary units

Figure 5. S!"'(20 Hz)lVvs 077 G112 (arbitrary units) for LA I sam.-Figure 3. The no04 alized noise voltage S,11 vs (area)" m easured  pie (0) and the TRW sample (a).

at 25 Hz. 7Tie solid ine is to guide lte eye. More interesting is the absolute independence of

the noise level on PT/'C11' from room temperature ko

where fiTI C,11 changes by more than an order of magni-
40. 0.00 !e tude, the resistance fluctuations are clearly not produced

10.00 > by thermal fluctuations and reflect more intrinsic noise
INF10 .00 'O "  processes occurring within the films. Although the

O0.0LO0 approximately linear dependence of Ron Tabove Tc com-

presses the temperature scale in Figure 5, there remains a

0.011 0.001 tivity where p3 is changing rapidly (0. 1 < A3TI CP < 1) but60 80 10
TEbRAR the noise is constant. The alternative trappingdetrap-

Viur.10 ping models [7,8] of 1z nnoise generation lead to a weak
h>nidependence on temperature, but require the presence of

~a specific distribution of trap energies and scattering500 times. The lack of exact stoichiometry in YB2Cu307,
0.01 1 which produces a large number of defect sites in the bulk0 100 2b0 300 of the material, at the grain boundaries, and at the sur-

TEMPERATUREK faces, provides the opportunity for the occurrence of such

Figlre 4 S11,10trap-induced noise. Ile concept that there are two inde-Fige4,1 S1I Hz)/ vs T or sample LAI. The sen0nows pendent sources of llf noise, one that dominates above

S//vs Tand P vs 7at thesuperconducthng transition. Tihesolid the superconducting transition and is only weakly depen-ines pre to guide the eye. dent on temperature, and one that is dominant below the

the sample. Figure 5 presents the data for both samples in transition and is roughly proportional to p3, is supportedthis form, where the weak temperature dependence of by examining the temperature dependence of the resis-

bulk YB2Cu307 has been assumed for C, [5). For all sam- tance and noise near T,. Ile Figure 4 insert, which shows
pies measured, it was found near the onset of supercon- that the resistive transition occurs above 5 K above theut tSlV n, wknee in the SY1V versus T curve, is consistent with this

M ERA RE t a Yw ee08 ninterpretation. The temperature-dependent noise termobserved no evidence of the dramatic dependence on pe asofreported by other investgators, who have reported s ia t n o a e ien ae
n-values in excess of 15 [6]. the modest dependence on e e
suggests that thermal fluctuations are contributing near
Rv0 in these bridges.

lins retogudeth ~det n emertur, ndon tatisdoinntbeowth



To enhance our capabilities for studying the proper- In summary, we have reported measurements of
ties of high-temperature superconducting films, we have the temperature-dependent excess 1If noise in
constructed a thin-film deposition system. A single-target YBa 2Cu30 7 thin films. The ohmic dependence of the
ion beam sputtering (IBS) thin-film deposition technique noise voltage on current strongly suggests that the noise is
was chosen with the use of an ion gun to provide high- due to resistance fluctuations. We have shown that S1/V2

energy argon atoms, which sputter the target material is inversely proportional to the active film area. By com-
onto a substrate. This approach provides flexible target paring the properly normalized noise (Hooge parameter),
selection and potentially good target-substrate isolation. we have seen that the film with the sharper superconduct-
A problem experienced in the deposition of HTS thin- ing transition had less noise than that of a film with a rela-
films from a single target by conventional sputtering tech- tively broad superconducting transition. The normalized
niques is a lack of electrical isolation between the sputter- noise power S/V'2 is proportional to T2 in the normal
ing electronics and the substrates. Negative ions sput- state before leveling off near the onset oi superconductiv-
tered off the target are accelerated toward the substrate ity and is clearly not produced by thermal fluctuations
and in turn preferentially sputter material off the sub- except near R-.0. Elimination of this excess noise will
strates, resulting in nonstoichiometric thin films. The help to improve the performance of HTS thin-film bolD-
solution to this problem has been to use an off-axis tech- meters. Aerospace capabilities have been established for

nique to deposit stoichiometric films, but this geometry depositing HTS thin films and for adequately characteriz-

results in very slow deposition rates. The excellent isola- ing them. Stoichiometric HTS superconducting thin films

tion between the target and the substrate in the IBS tech- were deposited. Future work will be directed toward film

nique should result in high-quality on-stoichiometric thin deposition, extension of the noise measurements, and the

films deposited at relatively high deposition rates. development of techniques to produce controlled film

A schematic of the IBS technique implemented at granularity.

Aerospace is shown in Figure 6. A controlled oxygen leak
near tne substrate and a heated substrate platform that
can teach temperatures of 700'C have been designed,
built, and integrated into the deposition system, allowing 1. F N. Hooge and A. M. H. Hoppenbrouwers, "1/f
control over the oxygen stoichiometry and in-situ creation Noise in Continuous Thin Gold Films, Physica 45.
of the YBa 2Cu30 7 phase. 386 (1969).

Film deposition has begun on SrTiO 3 and magne- 2. A. Macdal et al., "Conductance Fluctuation of
sium oxide (MgO) substrates. By optimizing the deposi- Bi-Sr-Ca-Cu-O System," Physica C 162-164, 1203
tion geometric and sputtering parameters, we have been (1989).
able to obtain on-stoichiometric films within 2%. This is 3. J.A. Testa et al., "Noise Power Spectrum of Copper

the first report of on-stoichiometric in-situ HTS films by Oxide Superconductors in the Normal State," Phys.
the IBS method. X-ray diffraction results indicate that Rev. B 38, 2922 (1988).
our films are primarily c-axis oriented. Scanning electronRe.B3,22(18)mor h fil s are thrmary film are smooth on the scale 4. R. F. Voss and J. Clarke, "Flicker (1/f) Noise: Equi-micrographs shows that our films onshe sale librium Temperature and Resistance Fluctuations,"
of approximately 1 jim. The best films displayed metallic Phys. Rev. B 13, 556 (1976).
conductivity in the normal state and a sharp supercon- 5. s. C. inb e5 17.
ducting onset at approximately 80 K. 5. J.C. Van Miltenburg et al., "Specific Heat Meas-

urements of High-T Superconductor YBa 2Cu307
RArE MONITOR-\ Between 78K and 260K," Physica B 146, 319 (1987).

HEATED 6. R. Rosenthal et al., "Low Frequency Resistance
SUBSTRATE- o Fluctuations in Films of High Temperature Super-
HOLDER MOLECULAR conductors," IEEE Trans. Magn. 25, 973 (1989).

Ar ION OXYGEN 7. A. van der Ziel, "On the Noise Spectra of Semi-con-
SOURCE BEAM ductor Noise and of Flicker Effect," Physica 16, 359

(1950).
5 in. 8. P. Dutta, P. Dimon, and P. M. Horn, "Energy Scales
TARGET for Noise Processes in Metals," Phys. Rev. Lett. 43,

646 (1979).

CRYO UMp

Figure 6 Schema tic of the jon-beana sputtering systemn.
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Lacoe, R. C., et al., "Low Frequency 1/f Noise Measure-
ments in YBa 2Cu30 7 'hin Films and the Implica-

Lacoe, R. C., et al., "Flicker 1/f Noise in YBa 2Cu 30 7  tions for HTS IR Detectors," IEEE Trans. Magn. 27,

Thin Films," Bull. Am. Phys. Soc. 35. 425 (1990). 2832 (1991).

Novel Approaches to GaAs Growth
D. M. Speckman and J. P Wendt.
Electronics Research Laboratory

Organometallic chemical vapor deposition face by means of reductive-elimination [5]. Organoarsine
(OMCVD) is an important process in the semiconductor reagents o' the general form RAsH 2 (where R = alkyl,
industry for the growth of high-purity GaAs epilayers and aryl) are the most likely to decompose in such a way as to
related semiconductor materials, for their use in high generate AsH 2 radicals, and these compounds were thus
speed electronic devices and in high-efficiency solar cells, identified as the best candidates for further study as arsine
The OMCVD process for GaAs film growth has tradition- replacements. Our objective this past year was to carry
ally used arsine (AsH 3) and trimethylgallium (Me3Ga) as out an in-depth study of GaAs epilayer growth using
the organometallic precursor reagents. In this process, promising organoarsine precursors of the form RAsH 2,
the arsenic and gallium reagents are typically flowed past first by performing an extensive series of growth experi-
a heated substrate ( - 6500-800'C), which causes the ments using reagents of this type, and then by characteriz-
reagents to pyrolyze and deposit as a crystalline GaAs epi- ing the purity of the resulting films in detail.
layer. Arsine is a prohibitively toxic gas however, and the The most exhaustive GaAs growth and character-
development of new arsenic reagents to replace arsine is ization studies carried out this past year involved mono-
an urgent goal of the OMCVD community. ethylarsine (EtAsH 2) as the arsenic precursor. This pre-

Organoarsines show promise as safer alternatives to cursor was initially selected for in-depth growth studies
the use of arsine in OMCVD processes because of their because our earlier mechanism experiments involving this
lower toxicities and lower vapor pressures. A variety of reagent indicated that this species decomposes under very
organoarsines have beer examined for their potential to mild conditions by means of homolytic cleavage to give
grow high-purity GaAs by OMCVD, but many of those H2As" and an ethyl radical,
tested as precursors produce films with high levels of car- EtAsH 2 - Et' + H2As. (1)
bon impurities [1]. It was proposed that this carbon dop- The dihydridoarsenic radical intermediate thus produced
ing was likely related to the inherent growth chemistry of should aid in the growth of very high-purity GaAs films.
the organoarsenic reagents [2,3]; however, the manner in The few early growth experiments carded out using this
which this doping might occur was poorly understood, The few th epermecaied/Out usn rtibecause of the scarcity of data on growth mechanisms for compound (in the course of our mechanism/purity corre-
thecase ofn.h the scarcityfifdataongroth eha iss rt lations) also supported this hypothesis. In addition,
these reagents. Thus, during the first year of this project, monoethylarsine exhibits physical and toxicological prop-
we examined the decomposition chemistry of a series of erties that make it an ideal arsine substitute. It has the
ethylarsines (mono-, di-, and triethylarsenic, plus a mix- advantage of being a liquid at room temperature (unlike
ture of triethylarsenic and arsine), correlated the decom- arsine, which must be stored as a compressed gas), yet
position data with purity data obtained for GaAs epilayers exhibits an appreciable vapor pressure ( - 145 Torr at
grown from these precursors during preliminary growth -7°C). Since monoethylarsine is transported to the
experiments, and identified those pyrolysis intermediates growth chamber in the vapor phase by means of a carrier
that appeared to be essential for the formation of high- grotham i n theor he by eanofhicarier
purity GaAs films. These studies suggested that the for- gas that is bubbled through the liquid reagent, this high-marin o an rseic dhydideintenteiatesuc as vapor pressure eases the transport of the reagent to the
mation of an arsenic dihydride intermediate such as growth chamber. Monoethylarsine is also reported to be
H2As- is probably responsible for the growth of high- less toxic than arsine.
purity GaAs films [4-6]. Such an intermediate could par- All of the growth experiments carried out using this
ticipate in GaAs growth without introducing any carbon monoethylarsine reagent used trimethylgallium as the
contamination from arsenic-bound organic ligands, and gallium source. The gallium arsenide films grown using
could also supply hydride ligands to the growing GaAs these two reagents were deposited on undoped GaAs sub-
surface. These surface hydrides could aid in the removal strates in a custom built, atmospheric pressure, vertical
of other carbon-containing fragments on the GaAs sur-
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reactor. Palladium diffused hydrogen was used as the car- results reported for this lot provide only a conservative
rier gas. TWo different lots of EtAsH2 were used for this estimate of the GaAs purity that can be obtained using
study, designated as Lot 1 and Lot 2. Lot 1, which con- EtAsH2.
tained significant quantities of silicon, was far less pure All films grown using EtAsH2 in this laboratory
than Lot 2. Two different bottles of Lot I were also used, were n-type, and the epilayer surfaces were mirror-like in
identified as Lot 1A and lB. Lot IA was used for our ini- appearance, with some fine structure visible at high mag-
tial growth experiments. Lot lB was used for our most nification (500x). The optimum growth temperatures
recent growth experiments and provided the most repro- appeared to be in the range of 5750 to 600*C, and in all
ducible results and the best epilayer uniformities. Ihese cases, GaAs epilayer purity increased with increasing V/
latter results reflect improvements we made in reagent III (arsf nic reagent/gallium reagent) molar ratio. The
gas flow uniformity. We discovered that the presence of influent e of V/Il molar ratio on 77 K mobility for films
any localized surface gas turbulence caused a significant grown .t 5750C and 600°C is illustrated in Figures 1(a)
increase in epilayer carbon contamination in these areas, and l(b), inspectively. It is noteworthy that good quality
as indicated by secondary ion mass spectroscopy (SIMS) GaAs films could be grown from EtAsH 2 at V/I1 ratios as
measurements. This contamination apparently results low as 5, and these epilayers are superior to those grown
from the incorporation of carbon-containing fragments from AsH 3/Me 3Ga under similar conditions. The highest
produced by reagent decomposition. Improved gas flow purity epilayers were obtained using EtAsH2 from Lot 2,
uniformity reduced surface turbulence and subsequent as might be expected based on the purity of the reagent
impurity incorporation. Lot 2 was evaluated during our material. At a V/Il ratio of 30, a GaAs film with a 77 K
initial phase of growth studies, prior to any flow uniformi- mobility as high as 55,300 cm 2/V-s, a room-temperature
ty adjustments, and it is therefore anticipated that the mobility as great as 7200 cm2/V-s, and a net carrier con-

60,000 centration of 6 x 1014cm-3 was grown using Lot 2

(a) EtAsH2. These mobility values are among the highest
50,000 - ever reported for initial evaluation studies of P new orga-

noarsine source. In addition, since reactor flow uniformi-
E ty for our system was improved subsequent to our Lot 2

40,000 -growths, it is expected that even higher-purity films
should be obtainable from similar source batches.

S30.000 -The most common impurity usually found in orga-
noarsine-grown GaAs films is carbon, and this impurity

20,000 -- TG 575"C generally results from the inherent decomposition chem-0 / istry of the organoarsine precursor. Significant concen-
10,000 ,,j,,,,,. trations of alkyl- or alkylarsenic-radical species are often

0 10 20 30 40 produced during organoarsine decomposition, and these
V/Ill RATIO species can react with the growing GaAs epilayer surface

and become incorporated into the epilayer as carbon.
0 LOT 1A 0 LOT N m LOT 2 However, our decomposition studies on EtAsH2 indicate

that this reagent should be less likely to exhibit carbon
60,000 contamination, since it appears that the H2As • species is

the dominant decomposition product of EtAsH2. In order
50.000 (b) to identify the impurity types in EtAsH 2-grown GaAs
0.0 films, and to determine their possible origins, several

4films were subjected to analysis by SIMS and low-temper-
[ 40,0oo ature photoluminscence (PL). For these analyses, epilay-
_" ers were grown from EtAsH2, at V/II ratios of 5 and 40,
Fao 30.000 -using our optimized reactor flow conditions. These films

exhibited 77 K mobility values of 31,400 cm 2 V-s and
20000 600C 44,100 cm2/V-s, respectively. For comparison, an epilayer

was grown in the same modified reactor from arsine/
1000 . L . I Me 3Ga using growth parameters that had previously been

0 10 20 30 40 optimized for high-purity GaAs deposition from these
V/Ill RATIO reagents. This film exhibited a 77 K mobility of 80,900

Figure]. Influence of V/lll rat.o on 77 K mobility for GaAs films cm2/V-s. Analysis of each of these films by SIMS mea-
grown using EtAH 2 and Me3Ga. ta) Gtowth temperature, 575C, surements was carried out by Charles Evans & Associates.
(b) growth temperature, 600'C. Each sample was depth-profiled for the presence of car-
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0 2 4 6 80 2 4 6 80 2 4 6 8 ratio = 40), (c) AsH3 (VIII,

CLPTH, Am DEPTH, Am DEPTH, Am ratio = 27).

bon and silicon, since these species were expected to be grown film exhibit photoluminescence peaks at 1.494 and
the most dominant epilayer contaminants (SIMS analysis 1.490 eV, which are consistent with carbon acceptors in
of earlier EtAsH 2 samples showed no evidence for con- the epilayers (free electron to neutral acceptor (e-A °) and
tamination by 0, S, Se, Ge, Te, B, Mg, Al, Cr, Fe, Mn, Cu, neutral donor to neutral acceptor (D°-A°) transitions,
or Na); the results of these analyses are illustrated in Fig- respectively). The high V/Ill ratio EtAsH2-grown GaAs
ure 2. At a V/Ill ratio as low as 5, the GaAs epilayer sam- film exhibits stronger peak intensities, and a higher inten-
pie grown from EtAsH 2 vas heavily contaminated with sity ratio for the (D°-Ao) to (e-A °) luminescence peaks,
carbon (1017-101 8cm- 3), but for a sample grown under than is observed for the arsine-grown films however,
similar conditions with a V/Ill ratio of 40, the epilayer car- which is consistent with the higher compensation ratio for
bon was at the background carbon level of the SIMS the EtAsH 2-grown film [7] (compensation ratio =
instrument (as determined by comparison with the carbon N/ND, where ND and NA are the concentrations of ion-
level found in a liquid encapsulated Czochrahlski GaAs ized donors and acceptors, respectively). Some of the
substrate wafer). Silicon was slightly higher than the luminescence intensity for the peak at 1.490 eV may also
SIMS detection limit in both of these epilayers (5-8 x be due to (e-A °) transitions related to other acceptor
10t 5cm- 3). As expected, the arsine-grown film exhibited
carbon and silicon levels at the detection limit of the SIMS 2 "
instrument. It is interesting to note that despite an
extremely high carbon content in the EtAsH 2-film grown
at a V/Ill ratio of 5, the epilayer was still n-type and exhib-
ited a reasonably good 77 K mobility. This may indicate - EtAsH2, Vill = 5
'hat the carbon in this film is not electrically active. - - EtAsH2, V/ill = 40

Low-temperature (17 K) photoluminescence spec- X .....- AsH 3, V/ill = 27

tra were also obtained for these three GaAs films (courte- a
sy of V. Sundaram at Boeing); an overlay of the resulting _"
spectra is shown in Figure 3. Essentially identical condi-
tions were used for obtaining each of these spectra. The _
GaAs epilayer grown using EtAsH 2 at a V/ill ratio of 5
exhibits a very large acceptor peak corresponding to epi-
layer carbon (and possibly silicon), which is consistent with
the SIMS results. It is possible that, at this low V/Ill ratio, 0
the concentration of surface arsenic-hydride species is 8100 8150 8200 8250 8300 8350 8400
also low, which in turn could limit the removal of gallium- WAVELENGTH, A
bound methyl groups by reductive-elimination. TheGaA film grown from EtAsH2 at a V/Ill ratio of 40 exhib- Figure 3 Photolunminescezcespectra atl 7Kof GaAs films grown at

ofs ourmgoa a o fxim, 600oC using MejGa and either EtAsH2 (Vll ratio = 5: solid line;its a PL spectrum similar to that of our arse-grown film, VIll ratio = 40: dashed line) or AsH3 (Villi ratio = 27: dottedwhich is also consistent with the corresponding SIMS line).data. Both the latter EtAsH 2-grown film and the arsine-
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impurities in the film; i.e., Zn, Mg. Both films (in particu- Film quality depended on V/II ratio, growth tempera-
lar the EtAsH 2-grown film) also exhibit a third peak as a ture, and reagent purity. Film purity was also a function of
shoulder at 1.485 eV, which corresponds to the presence reagent gas flow uniformity, with turbulence apparently
of silicon acceptors in these films. If silicon is present as increasing impurity levels of carbon in the epilayers.
an acceptor in these films, it is likely that its presence as a SIMS and low-temperature PL analysis of epilayers grown
donor is even greater. Further reduction in epilayer con- under optimized flow conditions from EtAsH2 at high V/
tamination is anticipated with subsequent improvements III ratios demonstate that these films exhibit very little
in reactor flow conditions and in reagent purity. However, carbon contamination when compared with high-purity
these data demonstrate that high-quality GaAs can be arsine-grown epilayers produced under similar reaction
grown using the novel organoarsine source, EtAsH 2. conditions, as anticipated by the earlier mechanism stu-

A series of OMCVD growth experiments have also dies. The EtAsH2 reagent is thus expected to be a very
been carried out using the novel organoarsine precursor good source for use as a substitute for arsine in all CVD
phenylarsine (C6HsAsH 2). Phenylarsine was of interest applications. Unfortunately, studies karried out to deter-
as part of our study on organoarsines for comparison with mine the viability of phenylarsine as an arsine replace-
our monoethylarsine results, since it is also anticipated to ment source were inconclusive because of an apparently
decompose by means of homolysis to give the crucial severe contamination of the source material.
H2As intermediate species and a resonance-stabilized
phenyl radical (C6 H5"). Growth experiments using this
new reagent were thus carried out to determine whether
or not phenylarsine is capable of growing high-purity 1. G. B. Stringfellow, "Non-hydride Group V sources
GaAs films. Successful GaAs growth would suggest that for OMVPE," J Electron. Maier 17, 327 (1988); G.
this reagent exhibits a chemical reactivity similar to that of B. Muhr et al., "Recent Advances in the Develop-
monoethylarsine, and such information should aid in the ment of Arsine Substitutes for use In Metal Organic
design of new and better organoarsine reagents. Trime- Vapour Phase Epitaxy of GaAs," Chemtronics 4, 26
thylgallium was used as the gallium source for the phenyl- (1989).
arsine growth experiments, and the growth parameters (.8.
selected for our first experiments were typical for . R.pM. Lume, J. K. Klingert, and D. W. Kisker, " 3C
OMCVD growth experiments: V/Ill ratio = 10, growth Isotopic Labeling Studies of Growth Mechanisms in
temperature = 600* to 650C, growth rate - 2.5 jgm/h. the Metalorganic Vapor Phase Epitaxy of GaAs,"J.
The first few epilayers grown using the phenylarsine/ tri- Cryst. Growth 93, 120 (1988).
methylgallium combination exhibited promising charac- 3. D. M. Speckman and J. P. Wendt, 'Atmospheric
teristics. The films were n-type, had reasonably good sur- pressure OMCVD Growth of GaAs Using Triethy-
face morphology, and had room temperature and 77 K larsenic and Alkylgallium Organometallic Precur-
mobility values of 4500 to 5000 and 10,000 to 13,000 sors," Proc. Mater Res. Soc. Symp. 102, 187 (1988);
cm2/V-s, respectively. However, as additional growth "Triethylarsenic and Arsine as Co-Reagents: The
experiments were carried out, the quality of each succes- Novel Manipulation of in-situ GaAs OMCVD
sive GaAs film degraded until only highly compensated, Growth Chemistry to Improve Growth Efficiency
p-type films could be obtained under any growth condi- and Safety," J. Cryst. Growth 93, 29 (1988); "The
tions. These data suggest that the phenylarsine reagent Role of Arsine in Reducing Carbon in Triethylar-
source probably contains some high boiling impurity. senic Grown GaAs Films," Proc. Mater Res. Soc.
Over time, the phenylarsine would preferentially distill Symp. 145, 193 (1989).
from the bubbler, causing a corresponding increase in the 4. D. M. Speckman and J. P. Wendt, "Novel
relative impurity concentration. Because of the severe Approaches to GaAs Growth," Aerospice Spon-
reagent contamination, no valid conclusions could be sored Research Summary Report, Scientific and Engi-
reached concerning the viability of PhAsH 2 as an arsine neering Research, ATR-89(8498)-l, The Aerospace
replacement source. Corp. (1 December 1989), p. 60.

In summary, from the results of our earlier orga- 5. D. M. Speckman and J. P. Wendt, "Carbon Reduc-
noarsine decomposition studies, which suggested that an tion in Triethylarsenic-Grown GaAs Films Using
ideal arsine substitute reagent should decompose to pri- Chemically Activated Arsine as a Co-Reagent," J.
marily produce a dihydridoarsenic radical species Electron. Matet 19, 495 (1990).
(H2As"), the use of EtAsH2 was expected to produce 6. D.M. Speckman and J. P Wendt,"Monoethylarsine
high-purity, low-carbon GaAs films. In general, our 6. D M v S p cemnd P. Wen nthylargrowth studies support this hypothesis. Good-quality, as a Novel Replacement for Arsine in the Vapor

growh sudis sppot tis hpotesi. God-ualtyDeposition of GaAs," J Cryst. Growth 105, 275n-type GaAs films were grown from EtAsH 2 and Me 3Ga (1990)i
in an atmospheric pressure OMCVD vertical reactor.
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Superlattice Plasmon Excitations for EHF Devices
W. L. Bloss and B. K. Janousek.

Electronics Research Laboratory

With the advent of the precise crystal growth tech- tation is transverse to the superlattice axis); energy, how-
niques of molecular beam epitaxy (MBE) and metal- ever, is transported along the superlatlice axis. These
organic chemical vapor deposition (MOCVD), structures oscillations are unique in that their energy dispersion
can now be grown with tailored band gap profiles and with relation, including properties such as bandwidth and
many layers, ranging from a single monolayer to hundreds group velocity, can be varied widely by the appropriate
of angstroms. These growth methods open up new possi- selection of parameters during the MBE growth process
bilities in fabricating novel structures with unique physical (i. e., doping and well separation) and can be tailored to fit
and electronic properties, leading to the development of a particular device application. In the case of a semi- infi-
new classes of devices, based on quantum wells, tunnel- nite superlattice, Guiliani and Quinn [ 10] investigated the
ing, and ballistic transport. New structures and phenome- possibility of surface plasmon modes. They predicted the
na, derived from quantum confinement and reduced existence of surface plasmons between a semi-infinite
dimensionality, include the quantum confined Stark superlattice and an adjoining bulk material if the dielec-
effect (QCSE, for optical modulation [1,2], negative dif- tric constants of the two were different. Surface plasmons
ferential conductivity tunneling devices for high-frequen- were found to exist only for wavevectors larger than some
cy microwave/millimeter wavelength oscillators and mix- critical wavevector depending on the ratio of the dielectric
ers [3], a number of nonlinear optical devices [4,5] involv- constants [ 10]. In this work, we investigate localized inter-
ing enhanced x2 and x', and infrared detectors based on face plasmon modes in a number of different superlattice
intersubband absorption [6,7]. structures.

In this project, we are investigating a new physical Another major focus of this research is to investi-
phenomenon, made possible by these new growth pro- gate possible drift instabilities of plasmons in heterojunc-
cesses for fabricating structures with dimensions on the tion superlattices and quantum wells. These instabilities
atomic scale. This new phenomenon is called superlattice occur if there is a low-lying acoustic plasmon inode (ener-
plasmon excitation and arises from the coupling of the plas- gy directly proportional to the velocity) in this system. If
mon oscillations of electrons between the individual the drift velocity of the electrons is larger than the charac-
quantum wells in a periodic array, by the long-range Cou- teristic velocity of the acoustic plasmon, energy transfer
lomb interaction. These oscillatiuns were first theoreti- from the drifted electrons to the plasmon modes will
cally pru, sled by Bloss and Brody [81 and Das Sarma and occur. The required critical velocity for the drift instabili-
Quinn [9], and it was suggested that the GaAIAs/GaAs ty to occur in the GaAs-AIGaAs superlattice structure is
system was an ideal structure to investigate these unique close to the electron saturation velocity in GaAs
coupled electronic excitations. In those investigations ( 2 x 107 cm/s). It is desirable to lower the velocities of
[8,9], it was shown that a periodic superlattice of quantum the acoustic plasmons in order to make drift instability
wells has a band of Bloch-like plasmon excitations propa- more favorable. Because of the flexibility available in
gating along the s'uperlattice axis. The electrons never designing the plasmon energy bands and the possibility of
physically move along this directiun, but are confined in wave amplification, these structures offer the possibility
the plane perpendicular to the superlattw.e axis (the cxci- of creating oscillators and amplifiers with frequencies in
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the infrared, millimeter, and microwave regions of the SUPERLATTICE 1 SUPERLATTICE 3
spectrum.

During the past year, we investigated the interface b d a

tlasmon modes for three different superlattice struc-
tures. The objective of this effort was to find localized l
acoustic plasmons with characteristic velocities signifi-
cantly less than the electron ve' ocity in GaAs in order to
obtain plasmon amplification. The first superlattice
structure studied consists of a one-dimensional infinite

periodic array of quantum wells with periodicity a, as t t
shown in Figure 1. The quantum well:. are uniformly x = 0 x d
doped with an equivalent two-dimensioral electron den- if
sity n, except for the well at z = 0, which is doped to a den- REGION 1 REGION 2 REGION 3
sity of no. This breaks the symmetry of the infinite period- Figure 2. Twio supedattices ofquantum wells with periodicities a and
ic array. In analogy with the local phonon modes of a b separated by a distance d.
vibrational lattice having all atoms with identical mass m
except for one with mass m, we find the existence of local superlattices. The coupling of plasmon excitations of the
plasmon modes. Exact solutions are found for these local superlattices results in a newly discovered set of interface
modes. Contrary to the surface plasmon modes of the plasmon modes. In the case considered here with equiva-
semi-infinite superlattice [101, these local modes are lent dielectric constants, the isolated semi-infinite super-
found to exist for all values of qa, where q is the wavevec- lattices do not have Guiliani-Quinn [ 10] type surface plas-
tor perpendicular to the superlattice axis. mon modes that require dielectric discontinuities.

In the second superlattice structure, we investi- In the third superlattice structure, we investigated
gated the local interface plasmon modes of two semi-infi- the local interface plasmon modes of a semr-infinite semi-
nite semiconductor superlattices separated by a distanced conducto" superlattice coupled to the surface plasmon
(Figure 2). In general, the two superlattices can have dif- mode of a doped layer (Figure 3). In the figure, a semi-
ferent periodicities, densities, and dielectric constants. In infinite superlattice is shown on the right side with perio-
Figure 2, two semi-infinite superlattices are shown. The dicity a. On the left side, region 1, is a semi-infinite doped
one on the left (labeled I in region 1) has periodicity b; the layer with electron density n1.The semi-infintu superlat-
one on the right (labeled 3 in region 3) has periodicity a. tice and doped layer are separated by a distance d in region
The two superlattices are separated by a distance d. The 2. In region 3, the quantum wells of the superlattice are
quantum wells of each superlattice are uniformly doped uniformly doped and have an equivalent two-dimensional
and have an equivalent two-dimensional electroa density electron density n3. The doped overlayer is treated classi-
(three-dimensional dopant density times the well width) cally and has a dielectric constant el(w), which is explicitly
n I for superlattice 1 and n3 for superlattice 3. In region 1, a function of w; regions 2 and 3 have static dielectric con-
dielectric constant is el; in region 2, e2; and in region 3, F3. stants 62 and E3, respectively. In the following analysis,
The quantum wells are labeled with the indexj. The for- the superlattice, doped layer, and intervening region are
malism that v.e derive pertains to the general case, assumed to have the same static dielectric constant.
although we specialize the results here to the case where Again, there is no Guiliani-Quinn [ 10] type surface mode.
the dielectric constants and the periodicities of the two
superlattices are the same, but the superlattices have dif-
ferent densities. In this limit, we have obtained exact SUPERLATIICE
solutions for the interface plasmon modes. The different d
densities of the superlattices give rise to two distinctly dif--d
ferent continuum plasmon bands for the individual

DOPED LAYER

z=OxO

t t

n n n n n, n n n n REGION I REGION 2 REGION

Figure 1 A superlatti.e of doped quantum nells n ith denily ne t- Figure 3. Supedatie oof quantn iiel di th penudLty a .)eparated
cept for the well at z = 0, which has density no. by distance d fiom a doped ,kyer
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However, because of the dynamic dielectric constant solved simultaneously. In the random phase approxima-
associated with the doped overlayer, interface plasmon tion (RPA) [12] and for w > >qvf, A3 q,t) is given by
modes can exist. In the theory and analysis given here, 2

these local and interface plasmon modes are investigated -q, w) = 2 fP + - f n3q

for the three structures studied and demonstrate the rich )p + q - E - m) (5)

plasmon energy dispersion that is obtainable.
In all cases, the wells are assumed to be far enough whcre the subindex onx refers to the specific semi-infinite

apart that wave function overlap is negligible. In addition, superlattice and vf is the Fermi velocity. The solution of

we specialize the model to the case where the quar,tum these equations results in fourth-order equation for X3 =

well widths go to zero, giving rise to an array of ,,wo- ea3a, the inverse decay factor into the superlattice. The
dimensional plasmon sheets. This model has been suc- equation that results is too lengthy to be presented here.
cessfully used in the past for the eigenmodes of the infi- After obtainingx3, slibstituting into Eq. (6) gives the ener-
nite superlattice and semi infinite -uperlattices [8-101. gy of the localized plasmon excitation. It is also necessary
The effect of finite well thickness on the plasmon disper- to solve for xl, since to have a physically acceptable solu-
sion relation of the superlattice was considered [11] and tion (a decaying solutioni, one must show that both xt and
shown to be only a few percent correction to the zero- X3 are larger than + 1 or less than -1:
width results. t2 2  sinh(qa)

To find the interface pasmon excitations, one to= ( );3)cosh(qa) - cosh(a3a)
solves Maxwell's equations coupled to the density (6)
response of the two-dimensional electron sheets, The sinh(qa)
formalism outlined here is for the more general case of = (3Z hq)2

coh 2")-(x3  
+ y-

two superlattices, as shown in Figure 2. The other cases cosh(qa)- 2 ( ) ,
(Figures 1 and 3) follow directly from this approach. 'The where lo is the single-well two-dimensional plasmon
density response to an applied potential is treated within
the framework of linear response theory. For ap-pola- dispersion energy [12]
rized electromagnetic wave, the solution for the electric , = xrn3e2q
field in region 3 (z >d) must be of the following form in (o.u)) C 9, (7)

order to satisfy Maxwell's equations: where n3 is the two-dimensional density of the quantum

E, = 0, Ey = edqY-)(E+j e3: + Ej., e- 3) well and q is directed along the superlattice axis (the
(1) z-direction). Identical equations are obtained for the

--q/3; e' "' (E3, e,3z - E e"3) superlattice plasmon 1, where every equation with sub-

Similar equations apply in regions 1 and 2. Here, 1,n is script 3 is replaced with subscript 1. For the physically

related to q byfl, = e2c2q, n refers to the specific relevant case in which the dielectric constants are equal,
rgo, la e q . Tthe quartic equation can be simplified. In this limit, the

region, and] labels the quantum well. The z-direction is quartic equation has two unphysical solutions forx 3; x3 =
along the superlattice; thex- andy-directions ace perpen- eqa andx 3 = e-qa. The quadratic equation that results can
dicular to the superlattice (along the quantum wells), then be solved forx 3, and subsequently, xl. Although the

7Tb solve for the interface plasmon modes of the solution to the quadratic equation is trivial, the final equa-
coupled semi-infinite superlattices, we make the assump- tion for the roots is rather involved and is not explicitly
tion of decaying solutions in regions 1 and 3 of the form given here. It is important to realize, however, that this

E = E+-" e-avb , (2) constitutes an exact solution for these newly predicted
localized excitations. In the following discussion, we pres-

E =+ - E+" -' a (3) ent results for the localized and interface modes for thecases shown in Figures 1 through 3.
where oil and 00 are the invt.rse decay lengths in the For the situation given in Figure 1, where one well
respective superlattices. Applying the continuity of the has a different density no, we plot in Figure 4 the local
tangential component of the electric field and discontinu- plasmon energy dispersion versus qa for no/n less than 1.
ityofthenormalcomponentofthedispla.ementvectorby Here, no/n = 0.9, 0.5, and 0.1. In Figures 4 and 5 the
4rp in region 3, where p(j) is determined from linear regions between the dashed lines correspond to the ener-
response theory to be gies of the continuum of the bulk plasmon states of the

ie'x3(q, w)(E+ + Ei ) (4) infinite superlattice. The energies are measured in
P3(i)= q 3 reduced units of wo = [4Tr(n/a)e2/me]1 12. The energies

q start at zero and increase in value asymptotically
P3(j) and x (q,w) is the susceptibility of the two-dimen- approaching the two-dimensional plasmon for the iso-

sional electron gas, results n eight equttions that must be lated well with density no for large qa. The plasmon mode
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is acoustic-like for small qa with velocity proportional to
(noIn)112. Localized plasmon modes are found that are no/n-0.9
centered at thez = 0 well, where the density discontinuity 2.0
occurs. For the local plasmon mode, there is no critical
value of qa below which it does not exist, as in the case for noln -0.5
the surface plasmons of a semi-infinite superlattice. 1.5 0

For the situation given in Figure 2, where there are 3
two distinct superlattices separated by a distance d, we 1.0 -
plot in Figure 5 the plasmon dispersion for p = n3nI = 2
(the density of superlattice 3 is two times that of superlat-. n = 0.1
tice 1) versus qa for the separations d = 0.Ola and 0.4a. 0.5
We find the existence of two interface plasmon modes
corresponding to the symmetric (higher-energy) and anti-
symmetric (lower-energy) combination of plasmon 0
eigenstates associated with each individual superlattice. 0 2 4 6 8 10
The lower-energy mode is acoustic-like for small qa. The qa
higher-energy mode does not exist for qa less than a criti- Figure4. Localplasinon energyplottedvsqafornoln = 0.9, 0.5, and
cal value. The critical value for qa, below which the high- 01. The dashed lines correspond to the energies of the continuum of
er-energy mode ceases to exist, is (qa)crit = 0.97 for d - the bulk plasmon states of the infinite superlattice.
0.Ola and (qa)crit = 2.07 ford = 0.4a. It should be noted
that, as the separation d increases, so does the critical
value of qa. For d < 0.5a (not shown), both the upper- and 2.5
lower-energy modes are very close to the continuum. For
d = 0.5a, the upper mode ceases to exist. The lower 2.0 - -

mode ceases to exist for d > 0.65a. Similar low-lying - --- - -
acoustic modes are found for the situation given in Fig- 1.5 ...
ure 3. 3 .

In all the preceding cases, we find a low-lying acous- 1.0 ---------... . ." -

tic plasmon mode whose ve!ocity can be significantly less - - d = 0.01 a
than the electron saturation velocity. This indicates that 0.5
these systems with localized/interface plasmons are excel- -oo

lent candidates to observe plasmon amplification. For 0
example, for the localized plasmon mode of Figures 1 and 0 2 3 4 5
4, we find that the characteristic velocity of the acoustic
mode is approximately (no/n)112 times the electron satura-
tionvelocity. Forno = I x 1011 cm-2 andn =1 X 1012
cm- 2, this gives a plasmon velocity of - 1/3 the electron 2.0

saturation velocity. In the GaAs system, it is experimen-
tally easy to achieve drift velocities of this magnitude and, 1.5-------..._---
consequently, reach the critical velocity required for plas- - ---

mon amplification. 10 - . .,,
In conclusion, we have predicted the existence of -

new localized and interface plasmon excitations in super- /
lattice structures. These structures will allow plasmon 0.5 .0. d 0.4 a
amplification to occur. This was one of the major objec- /

tives established at the start of this project. The results of 0. __-___ ___"___

the past year's work coupled with those of the first 2 years 1 2 3 4 5
of this project on the physics of electrons in quantum- qa
confined structures constitute a major advancement in FigureS 5interfaceplasmonenegiesplottedvsqaforb = 2andsep.
Lbnproving wir understanding of plasmon excitations in arations d = O.01a and d = 0.4a. 77te dashed lines correspond to
boperlattifcs [13-21]. This 3-year effort has established the eneigies of the continuum of ihe bulk plasmon states of the infi-
lie theoretical base for plasmon excitations; this theoreti- nite superlattice.
cal analysis proves the frvasibility of obtaining plasmon
instrioility and amplificatiun of the plasmon modes in sys-
tems that exhibit localized acoustic plasmon modes.
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Transition Dynamics and Guest-Host Interactions in Laser Materials
T. S. Rose,

Electronics Research Labctatory

Tunable solid-state laser devices will play an state laser materials. The performance of these materials
increasingly important role in the future areas of commu- depends on the intrinsic properties of the active laser ions
nication and remote sensing. For example, tunable com- and the interaction between the ions and their crystal host
munication sources will permit wavelength multiplexing environment. An understanding of these interactions is
for increased data rates; in the area of remote sensing, not only interesting from a scientific point of view, but is
wavelength tunability will allow monitoring of specific also crucial for the development of new laser media that
atmospheric constituents. In general, for all space appli- will exhibit desirable characteristics such as long excited-
cations, solid-state lasers offer high peak and average state lifetimes, broad tunability, thermal stability, and
powers, high efficiency, compactness, and the capability resistance to external radiation damage. The objective of
for generating short optical pulses. Consequently, there this research is to investigate potential tunable solid-state
is a need for the development and improvement of solid- laser materialsby studying dynamu~l processes and inter-
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actions between laser ions (Ti2 + ,  3, V3 +, 4+, Cr 3 +) and loss of laser emission through the depopulation of emit-
various host crystals (sapphire, YAG, and Forsterite). ting states by nonradiative (phonon) processes or the
Time-resolved spectrostopic techniques will be used to absoiption of laser photons by excited-state species. Our
study pertinent energy relaxation and transport processes experimental efforts this past year have concentrated on
in the materials of interest, exploring the latter effect. In particular, we have studied

As part of this work, we are developing the capabili- the time dependence of the excited-state absorption in
ty to measure energy dynamics of laser materials in the Sm 2+ :CaF 2, a system that has been shown to lasc. but has
time domain using a tunable laser system that will yield not been optimized [3,4]. This work allowed us to view the
ultrashort ( - 100 fs) pulses. While this laser was being temporal characteristics of the absorption spectrum and
assembled, experiments were pursued with Dr. H. Lee at provided insight regarding the time required to populate
the Lawrence Livermore Laboratories. Dr. Lee's the upper metastable state of a lasing transition.
research efforts involve the study of divalent rare earth Subpicosecond transient absorption experiments
ions (such as Sm2+) doped in fluoride crystals or glasses. are iiow being used to measure the excited-state dynamics
Interest in these materials stems from the interaction of Sm 2+:CaF2asafunctionofthepumpwavelength. The
between the 4 and 5d orbitals of the lowest excited-state experimental arrangement is shown schematically in Fig.
manifold [1,2]. This mixing of states increases the oscilla- ure 1. Pulses from a mode-locked Nd:YAG laser are used
tor strength between the ground state (which has a 4felec- to pump a dye laser and (after amplification) a dye amplifi-
tronic configuration) and the lowest excited-state man- er. The output pulses from the dye amplifierare then spli-
ifold, thereby increasing the absorption of pump light that tinto pump and probe pulses for the experiment, as indi-
is resonant with this transition. In coinparison, the cated by Figure l(b). The probe pulse is tightly focused
absorption strengths of transition metal ions such as into a D20 cell in order to generate a broadband continu-
Nd 3+ and Cr3+ are much weaker because the same rele- um (i.e., a white light source), whereas the pump pulse is
vant transitions are symmetry forbidden. Consequently, directed along a variable delay line. The probe pulse has a
the potential efficiency of a divalent rare-earth ion laser fixed delay (not indicated in the figure) to ensure that it
systems may be greater than commercially available tran- follows the pump pulse. Both pulses are recombined and
sition metal systems by virtue of their higher absorption. focused into the sample, which is maintained at a fixed

The absorption strength of the laser material at the temperature in a liquid helium refrigerator. The trans-
pump wavelength is not the only criterion for an efficient mission of the continuum pulse is measured as a function
laser. A problem common to many laser systems is the of the delay time between the pump and probe pulses. At

Figure 1. Experimental anange- 3-STAGE DYE AMPLIFIER
ment. (a) Schema tic for the gener- --- 532 nm DYE LASER nm
ation of short high-power tunable j
pulses. 77Te doubling crystals for MODE-LOCKED
the conversion ofthe).06 ifin.. Nd:YAG D620
dam:ental to 532 n have been 76 MHz 532 nm
omitted fmm the diagram;(b)
schenatic of the transient absorp. REGENERATIVE . 1 mJ AT 10 Hz
lion experiment. 7he output AMPLi.iR (a) 0.5 ps t
pulses generated frorm the dye am- 10 Hz
plifer are split to fotan the pump
and continuum pulses. Lenses
(denoted by L) are used to focus RETROREFLECTOR
the pulses into the D0 continuum A
cell andforfocusing thepump and f VARIABLE TIME DELAY
probe continuum into the sample. DYE AMPLIFIER PUMP

OUTPUT PULSE

L L WHITE LIGHT

PULSE
CONTINUUM CELL

SAMPLE(b)

MONOCHROMATOR
8AND OMA
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each given delay time, the entire transmission spectrum, of a few picoseconds), it is expected that only the initially
over the wavelength range of the continuum, is recorded excited level is populated. As the delay time between the
in a single shot with a monochromator and an optical mul- pump and the probe continuum is increased (i.e., the
tichannel analyzer (OMA). Typically, 200 shots are aver- probe arrives later in time), relaxation processes transfer
aged together for each delay point, population from the initial excited-state to other levels in

Preliminary results for the transient absorption the excited-state manifold. InthecaseofSm 2+:CaF 2,the
experiments at 13.6 K are given in Figure 2. In this partic- 620 nm pump excites the samarium ions from the 7F0
ular experiment, the transmission intensity of the contin- ground-state (Figure 3) to - 2000 cm-' above the upper
uum pulse is detected with and without the presence of a metastable state of the lasing transition (708 nm). The
pump pulse (p and Iu, respectively) that is tuned to 620 broad excited-state absorption (positive feature in Fig-
nm. In order to normalize for the spectral profile of the ure 2) most likely results from transition to an upper-level
continuum and explicitly emphasize the difference conduction band. The overall decrease in intensity of the
between the excited-state and ground-state absorptions, excited-state absorption in going from 1 ps to 650 ps of
the quantity-ln[(lu-p)/lu] is plotted as a functioa of wave. delay is indicative of the relaxation rate(s) of the system.
length. It can be readily shown that this quantity is related The final destination of the excited-state population is the
to the difference between the ground- and excited-state bottom of the d-band (i.e., the upper metastable lasing
optical densities, level), which has a radiant lifetime on the order of 2 g±s.

Our efforts this past year have resulted in the devel-
-+= -,)N )L + A(, opment of a valuable analytic tool, a wavelength tunable-in I. J ilaser capable of emitting ultrashort pulses. This system,

where o and or, are the ground- and excited-state absorp- coupled with the collaboration that has been established,

tion cross sections, Ne(t) is the time-dependent excited- should eventually lead to the optimization of tunable

state number density, and L is the length of the crystal. solid-state laser materials for use in practical laser sys-

The superscripts 1 and i denote the initially pumped tems. The experiments reported here have allowed us to

excited level and all other excited levels, respectively, observe relaxation of the population into the upper

Thus, the positive features in the spectra shown in Fig- metastable lasing level of Sm2+ :CaF 2. Further experi-

ure 2 result from excited absorption of the initial state 1 ments and theoretical modeling in this area are continu-

and from the other excited states i, whereas the negative ing in order to relate the time dependence of the excited-

features result from ground-state absorption. state population densities to the experimental results.

The spectra in Figure 2 show the difference Studies of the effects of the pump wavelength and tern-
between the excited-state and grounad-state optical densi- perature on the dynamics as well as comparative experi-
ties fordelays of 1 and 650 ps. At short times (on the order ments with Sm2+:SrF 2 are in progress.

0.5 Figure 2. 7he nomzalized optical

density change, -ln(ilu-lp)lu,
0.4 vs wavelength for delay times of )

and 650 ps.
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Figure 3. Simplified eneWrg level diagram for Sm2 :CaF2. Absorp.

tion of the 620 nmpump creates population in some initial level of
4f-Sd manifold. Fast relaxation processes put population into lower
lying states resulting in a change in the excited absorption spectrum.

Deposition of High-Tc Superconducting Oxides
M. S. Leung, R. A. Lipeles, D. J. Coleman, and J. F. Kirshman,

Chemistry and Physics Laboratory;
R.C. Lacoe,

Electronics Research Laboratory

The objective of this project is to develop the knowl- aluminate forms crystalline films. We examined the con-
edge and expertise needed to support the development of sequence of this difference on the morphology of the bar-
high-temperature superconducting devices for use in rier film and its ability to restrict diffusion and reaction
Space Systems Division programs. Our work focuses on during the processing of YBC films using sol-gel process-
two areas of investigation: the development of diffusion ing.
barrier layers for the high-Tc materials, and the prepara- Dense, compositionally uniform barrier layers and
tion of device-quality high-Tc thin films. YBC films were made using sol-gel processing. In the sol-

The objective of our barrier layer work is to gain an gel technique, a viscous coating solution is prepared
understanding of the reactions of substrates and barrier through the formation of mixed metal oxide-organic poly-
layers with YlBa2Cu3O7-, (YBC) leading to the integra- mers of yttrium, barium, and copper atoms linked togeth-
tion of high-quality YBC films with semiconductor er by metal-oxygen-metal bonds [3,4]. The coating solu-
devices. Dielectric films, such as silicon dioxide (silica), tion is spin-coated onto a substrate and thermally
and high thermal conductivity substrates, such as sap- annealed (from 500* to 900"C) to drive off the solvent and
phire, are used in low-temperature, thin-film semicon- organics and form an oxide film. The results of our exten-
ductor devices. One of the challenges of making high- sive work on the chemistry of the barrier layers and the
speed superconductor-semiconductor devices is the reac- substrate are summarized in Table 1.
tivity of YBC with those materials [1]. Simple barrier lay- YBC films were deposited by the sol-gel technique
ers (such as zirconium dioxide films) have been used to and annealed at high temperatures on barrier-layer
decrease diffusion of barium into the substrate from the coated substrates to compare crystalline (barium alumi-
YBC film [2]. However, these films are not thermody- nate) and amorphous (barium silicate) boundary layers.
namically stable with respect to YBC, and diffusion can Due to the poor adhesion of the barium aluminate film on
occur during subsequent high-temperature processing. silica and the reactivity of barium silicate on silica, exten-
This past year, we investigated barium silicate and barium sive barium diffusion occurred from YBC films deposited
aluminate barrier films on fused silica and sapphire sub- on coated silica. The YBC films on both the barium sili-
strates. Barium silicate forms glassy films, and barium
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Table 1. Barrier Layer Films [4] deficient silicate compositions that are more stable than
YBC. The formation of these silicates changed the stoi-

Substrate Barrier Morphology/ Interface chiometty of the YBC layer, as shown by the nonuniform
Layer Structure stoichiometry of the YBC layer in the depth profiles of

Sapphire Barium Smooth/ Abrupt the barium and yttrium in Figure 2(a).
aluminate oriented The oriented, crystalline barium aluminate was

effective in reducing barium diffusion into the substrate
Sapphire Barium Smooth/ Abrupt and in providing a uniform YBC film. The elemental

silicate amorphous depth profiles plotted in Figure 2(b) show a uniform stoi-

Silica Barium Spalling/ chiometry of barium and yttrium in the YBC layer, dem-
alumInate crystalline onstrating the suppression of barium and yttrium diffu-

Silica Barium Smooth/ Diffused sion out of the YBC. The stoichiometry of the YBC film
silicate amorphous was the same as that found for YBC deposited on the non-

reactive strontium titanate substrates. The proper stoi-
chiometry of both the metals and oxygen is essential for

cate-on-sapphire and barium aluminate-on-sapphire had superconductivity. Although the proper stoichiometry of
similar morphology (Figure 1). Both films were porous the metals was obtained, the YBC film on the barium alu-
and fine-grained and had the c-axis oriented parallel to minate layer did not superconduct because the thermal
the substrate. However, the structure of the interface was processing was not optimized for the proper oxygen stoi-
different for the two barrier layers (Figure 2). The barium chiometry and crystal orientation. These samples were
silicate layer reacted with YBC, forming several barium- intentionally heated to high temperatures (at least 900"C)

V

(a) (b)

Li Figure 1. Electron inicrographs of YBC films

1 Am with similar nmorphology deposited on (a) bari-
utm silicate-on-sapphire and (b) barim aluni-
nate-on-sapphire.
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7 =work indicate that laser power and oxygen pressure in the
(a) deposition chamber affect the smoothness of the films.

6 High laser power and low oxygen pressure produce films
that are rough. Under these conditions, large clusters of
the YBC material are ablated from the target and depos-

4 Y ited on the substrate. Lowering the laser power and in-
creasing the oxygen pressure reduces the size of the clus-

4 ters formed, and the resultant films are smooth. Our re-
.-0 sults further indicate that the substrate temperature has

3C the strongest influence on the crystal structure and the
o electrical properties of the films.

2J The crystal structure of the YBC superconducting
BARIUM ,oxide is orthorhombic. As a result, superconducting YBC

YB SILICATE A1203 SUBSTRATE thin films tend to nucleate into two distinct morphologies:
FILM LAYER one with the c-axis of the orthorhombic crystal oriented

0 I I I I I I I - perpendicular to the substrate surface, and the other with
0 2100 4200 6300 the c-axis parallel to the surface, which is called the a-b

TIME, s phase. The former gives rise to highly oriented films with
electrical properties (high supercondurting transition

7 - ,temperatures) superior to those of the a-b phase-domi-
(b)Al nated films. The highly c-axis-oriented films are the most

6 desirable for device fabrication. Scanning electron
Bmicroscopy and x-ray diffraction analysis of films depos-

ited at substrate temperatures below 600C show large
amounts of.the undesirable a-b phase. The transition

M3 "temperatures of the these films are low, about 75K. Start-
o  4 ing at a substrate temperature above 600 C, the c-axis-ori-

.0' ented phase begins to dominate and the transition tem-
3 31- perature in,'reases. Our work also showed that uniform0 Cu heating of the substrate during deposition is critical to
21 achieving high-quality superconducting thin films. Sever-

al materials were investigated for promoting heat transfer
BARIUM A1203 from the heating block to the substrate. Silver paste was

FILM ALUMINATER SUBSTRATE - found to be the most promising. The best films we made
0 1 1 LAR I= I - were deposited at a substrate temperature of 50C with

0 2100 4200 6300 silver paste as the heat transfer coupling material. The
TIME, s resistance-versus-temperature plot shows a sharp transi-

Figure 2. Depth profiles obtained of a nonstoichione:fic YBC layer tion temperature onset at about 91 K and a very narrow
(a~when YBCisdepositedonbaiunsilicateonsapp/hireandani. transition region with zero resistarice at 88 K (Figure 3).
form layer of YBC with t/e proper stoichioniehy (b) when YBC is These results compare favorably with the best reported in
coated on barium aluminate-on-sapphire the literature. Scanning electron microscope examina-

tion of these films revealed the films to be mostly c-axis-
as a severe tes' of the diffusion barrier. Optimization of oriented with only a small amount of a-b phase, which, we
the oxygen stoichiometry and thermal annealing will re- believe, can be eliminated by the use of better-quality sub-
suit in high-quality superconducting films. The develop- strate materials and more uniform heating of the sub-
ment of the barrier layer is a key element in the integra- strate.
tion of high-temperature superconducting materials with In summary, we have achieved our project objective
the present semiconductor technologies, to develop an understanding and expertise to support the

Substantial progress has been made in the fabrica- deployment of devices based on the high-temperature
tion of device-quality high-T, thir films by the laser depo- superconducting materials. The barrier layers we devel-
sition technique. A series of experiments was conducted oped will be useful for the integration of the high-T,
to examine systematically the effects of various deposition materials with existing semiconductor technologies. The
parameters such as laser power, residual oxygen pressure, films we made by laser ablative deposition are of a quality
and substrate temperature on film quality. Results of our suitable for device fabrication.
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Characterization of Radiation Damage in Solids
R. A. Fields,

Electronics Research Laboratory

The growth of space applications for optical devices formance. More specifically, in the case of Nd:YAG, it is
has generated a renewed interest in their radiation sensi- unresolved whether radiation-induced performance
tivity. Several early studies [1,2] carried out on a flash- effects result from gain depletion, pump absorption loss,
lamp-pumped neodymium doped yttrium aluminum gar- or increased optical loss at the lasing wavelength. It is also
net (Nd:YAG) solid-state laser suggested that its per- unclear whether or not flashlamp pumping photochemi-
formance could be significantly affected by the radiation cally enhances the creation of deleterious effects through
environment encountered in orbit. More recently, a simi- excited-state absorption in the irradiated laser crystal.
lar investigation conducted in the Electronics Research This new research program segments the problem into
Laboratory on the radiation sensitivity of a semiconductor more elemental steps. The past year's study concentrated
diode-laser-pumped Nd:YAG laser revealed that the la- on developing a combined optical and magnetic capability
ser was only moderately affected. The ambiguity raised by for spect:oscopically characterizing radiation-induced
these two studies is indicative of the complex ways in defect sites in the isolated laser crystal. Subsequent
which radiation effects can impact a system's overall per-
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efforts will correlate performance observables to the sys- Is-
tematically created and assigned radiation defects. 14

The Nd:YAG laser crystal is an appropriate materi- 1 . 4F72 4S3/2 R21
al for initiating such a detailed study. Nd:YAG is the most 13 2H9/2
widely used solid-state laser material and is currently 12944/2
baselined for several long-term space missions. The opti- 12
cal properties of the material have been well-character- 11 4F32(R)
ized by several research groups. The material is naturally
prone to a number of nonequivalent crystal field (NCF) 10 P DIODE OR R 11,414
sites, depending on the crystal growth process,. Through 9 p2  -TI: SAPPIRE
years of development, growth processes have been E PUMP
refined to produce crystals with Nd 3+ predominantly 8 p3
confined to the high quantum efficiency lasing site. Thef > -
electronic transitions of rare earth ions, such as Nd 3 +, are 0zU 6 4 11 5 2 w
weakly coupled to the lattice and strongly spin-orbit split Z I &IN
compared with the transition metal ions. Thus, the Nd3 +  W

optical transitions in crystals are sharp line-like spectra. 7
At low temperatures, the natural NCF sites of Nd:YAG 4 411332(X)
give distinctly resolved fluorescence lines, as demon-
strated by Devor, DeShazer, and Pastor [3]. In addition, 3
the highly localized magnetic moment of the ion can be 2 4 1112(Y)
used as a probe of the local environment through dipole-

dipole interactions with yttrium, aluminum, or contami- 1
nant protons [4]. 0 419/2(Z)

The initial phase of this study has focused on gain-
ing an understanding of the susceptibility of diode-laser- Figure 1. NdYAG energy levels. Overall Stark splitting of the vai.
pumped Nd:YAG lasers to radiation performance degra- ous levels is labeled by theirJ quantum numbers. The transitions la-
dation. Diode-laser-pumped Nd:YAG lasers have beled 0,refertotheprincipal lasertransitions at 0.95, 1.06, and 1.31
evolved as the system of choice for space-based lasers sun, respectively. The metastable Ri levels are ideally single-energy
because of their high efficiency. The diode lasers can con- levels at zero magnetic field. The dashed levels refer to defect sites.
fine the pump wavelengths t" a 4-nm bandwidth centered As a precursor to spectroscopic identification of
around the 808.5-nm absoi ' n line of Nd 3+. We have radiation defect sites, one must first characterize the nat-
observed that, at room temperature, a typical Nd:YAG urally occurring defects. Devor, DeShazer, and Pastor [3]
(1.0 at.% Nd 3 + ) crystal will have an absorption coefficient observed a variety of spectral defects that could be corre-
of 5.1 cm- 1 for a laser diode. An energy level diagram for lated to particular crystal growth methods. The various
the Nd:YAG crystal with the relevant processes is shown defect sites are a result of local impurities (contaminant
in Figure 1. The diode laser excites the Nd3+ ions into ions or missing ions) in the crystal lattice. The radiative
the 4F5/2 multiplet, from which they rapidly and efficient- efficiencies can vary greatly depending on the nature ot
ly relax into the lower energy 4F312 state. From this me-Nd:YAG
tastable state, the laser ion will emit preferentially from the fect the mostreled trsto i nd
R2 to the various 41 multiplets; the strongest transition is are those from the metastable 4F5 2 (Ri) to the ground

41, t19/2 multiplet (Zi). With the Ti:sapphire laser tuned to
to one of the 4112 sublevels at 1.064 Aim. the maximum absorption (808.5 nm) in the 4F512 state of a

This past year, ourprincipal effort focused on devel- Czochralski-grown Nd:YAG (1 at. %) crystal, we mea-
oping an experimental capability for variable temperature sured the low-temperature R1 - Z1 fluorescence spec-
(1.5-300 K), high resolution optical and magnetic spec- trum shown in Figure 2. Except for the main feature at
troscopy. The excitation source for these experiments is a 874.98 nm (this line corresponds to the site in the crystal
narrow- linewidth (< 0.02 nm) Ti:sapphire laser, which is at which the principal efficient lasing occurs), our spec-
capable of simulating a diode laser pump, but with more trum differed considerably from that of Devor, DeShazor,
spectral control. This laser is computer-controlled and and Pastor [3]. By changing the excitation wavelength, the
can either be locked to a specific wavelength or scanned as spectrum in Figure 2 can be modified in two ways: by add-
required. The sample space is contained within a helium ing or subtracting spectral lines, or by changing the rela-
cryostat at the center of a highly homogeneous split-pair tive spectral intensities. Additional spectral lines corre-
superconducting magnet (0-6T) ( inhomogeneity of order spond to different sites for Nd 3+ in the host. Their spec-
1 part in 104 over 1 cm). The detection system consists of a tral appearance depends both on their relative absorption
high-resolution (Ak = 0.02 rm) spectrometer and a pho- wavelengths and radiative efficiencies. It has become
ton counting system.

24



12 that the techniques are promising tools for developing an
understanding of the underlying causes of radiation dam-

10 age.
In summary, we have demonstrated high-resolution

8- fluorescence spectra from Nd:YAG at 1.5 K and 3.62 T.
The high-field Zeeman spectra indicate some laser ion
site distortions that result from irradiation with 600 krad

6gamma irradiation. Next year, we will attempt to substan-
tiate some of these early results by still more detailed ex-

4 - periments. More resolution can be obtained in the optical
spectra by using a fluorescence line-narrowing technique

2- developed in earlier company-sponsored work [5]. The
development of the optically detected electron paramag-

875.0 netic resonance capability will permit unequivocal assign-
873.5 875.0 877.5 ment of defect centers within the main optical band and

FLUORESCENCE WAVELENGTH, nm also provide insight into the environments of the naturally
Figure 2. Fluorescence spectrum of R, - Z, transitions in Nd:YAG
at 2 K with a Tisapphire pump wavelength of 808.65 nm.

2
clear from this preliminary study that a more effective
defect characterization for a particular sample would
entail a series of fluorescence spectra as a function of
pump source wavelength (preferably a broadband source
such as a laser diode that emits simultaneously over sever-
al spectral lines). The three-dimensional spectrum that 1
results could be correlated to laser efficiency compari-
sons.

To gain some preliminary experimental experience (a)
and insight into the nature of radiation defects in
Nd:YAG, we subjected the aforementioned crystal to
600 krad gamma radiation from a 60 Co source. Our earli- I
er study indicated that diode-laser-pumped Nd:YAG 874.0 875.0 875.6
laser performance is degraded by 37% under identical FLUORESCENCE WAVELENGTH, nm
irradiation conditions. Spectral modification of the sam-
ple is not c;early evident from the RI -, Z1 spectrum of
the irradiated sample displayed in Figure 2. Except for
the disappearance of a small line at 875.7 nm the spectra 2
are nearly identical. A somewhat more illuminating
experiment is a comparison of the R1 - ZI transition
spectrum at high magnetic field (3.62 T) both before and
after irradiation. The magnetic field lifts the combined ±
spin degeneracies for the F1 and Z1 states. This Zeeman
splitting is clearly resolved in the high-field unirradiated
spectrum in Figure 3(a). In contrast, the spectrum of the I
high field irradiated sample, Figure 3(b), shows consider-
able intensity at 878.5 nm. A change in the spectrum such (b)
as this indicates that some of the sites have experienced a
reorientation of the anisotropic Zeeman interaction or a
change in its magnitude. This could result from subtle
local distortions, which modify the principal axes of the o
spin-spin interactions of the high-efficiency laser ion site 874.0 875.0 875.6
without substantially modifying the transition ener- FLUORESCENCE WAVELENGTH, nm
gy.Such an effect could impact the emission cross section Figure 3. FluorescencespectrntofR - Z, transitions in Nd:YAG
by affecting the transition strength. This preliminary at 2 K with a 7apphirepump wavelength of 808.65 nm and in a
result will require additional investigation in order to magnetic field of 3.62 T (a) Before irrdiation; (b) afterirradiation
make a more definitive conclusion, but it clearly indicates with 600 krad 6°Co gamma rays.
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occurring defects. The spectroscopic identification pro- 3. D. P. Devor, L. G. DeShazer, and R. C. Pastor,
cess will be correlated to a variety of end pump laser "Nd:YAG Quantum Efficiency and Related Radia-
observables, such as absorption, loss, and slope efficiency. tive Properties," IEEEJ. Quantum Electron. 25,1863

(1989).
* * ** ** 4. C. A. Hutchison, Jr., and D. B. McKay, "The Deter-

mination of Hydrogen Coordinates in Lanthanum

1. J. Halpin, The Transient Radiation Effects on Laser Nicotinate Dihydrate Crystals by Nd 3+-proton

Materials, NRL-MR-2155, AD 511181, Naval Double Resonance,".. Chem. Phys. 66, 3311 (1977).

Research Laboratories, Washington, D.C. 5. R. A. Fields, "Investigations of Ti3+ in Laser

2. D. Compton and R. A. Cessna, Mechanisms of Radi- Hosts," Aerospace Sponsored Research Summary
ation Effects on Lasers, IEEE Trans. Nucl. Sci. NS-14, Report, Scientific and Engineering Research,

55 (1976). ATR-88(8498)-1, The Aerospace Corp. (1 Decem-
ber 1988), p. 47.

Indium Phosphide Photovoltaic Technology
L. F. Halle and D. C. Marvin,

Chemistry and Physics Laboratory

TWo of the more important factors in sizing a solar previously in the literature for both Schottky and junction
array for a spacecraft are the efficiency of the solar cells diodes.
used and their tolerance to irradiation by the electrons Because only one diode on this chip survived the
and protons of the natural environment. Typical silicon repeated probing necessary for the DLTS data, a second
cells have efficiencies of about 13 to 14%, whereas the n-type chip was prepared to enable us to make annealing
efficiencies of more advanced cells made of Ill-V materi- measurements. Four traps were also noted on these sam-
als such as GaAs and InP are in the 20% range. AP Addi- ples, and a comparison of the DLTS spectra at the same
tional, important advantage of InP technology is that solar conditions is shown in Figure 2. The energy and concen-
cells made of this material have been shown not only to be trations of these traps differed somewhat from the first
more resistant to radiation damage, but that the damage sample for unknown reasons, since both were made from
that is incurred has been reported to anneal at low tem- the same lot of InP Due to equipment problems, the sec-
peratures. The objective of this study is to develop an ond chip had to be reworked twice before the final diodes
understanding of the radiation damage and annealing were processed. It may be that the surface of the InP is
processes that occur in InP by studying the induced very sensitive to the surface preparation techniques and
defects by electronic and spectroscopic means. that the changes in trap states reflect this. This will be fur-

We have been using deep-level transient spectros- ther investigated with a third set of samples to be pro-
copy (DLTS) to measure the energy levels and concentra- cessed. The samples now on hand will be used for anneal-
tions of defects in electron-irradiated InP InP diodes with ing studies.
a unique type of crystalline organic contact were fabri- The firstp-type sample, like then-type samples, was
cated at the University of Southern California. These irradiated with a fluence of 1 x 1016 electrons/cm 2. Cur-
contacts permit probing of defects in the bulk material rent versus voltage characteristics of the device were mea-
without complications that can arise from a diffused or sured before and after irradiation. The irradiated device
metal Schottky junction [1]. Both n-type and p-type no longer shows diode behavior, but rather looks almost
diodes were irradiated at the Jet Propulsion Laboratory. like a resistor of very high resistance ( - 108 1). No
Figure 1 shows a typical DLTS spectrum for the first meaningful DLTS data can be obtained with such a device.
n-type chip, which was irradiated with a fluence of 1 This diode was annealed at 60"C and checked after a

x 1016 electrons/cm 2 at an energy of 1 MeV. Four trap number of time intervals. After 5 n, no change was noted,
levels are observed. Energy levels, concentrations, and but after 7 h, the diode characteristics had returned.
cross sections are given in Table 1. In general, the litera- DLTS measurements were taken on the annealed
ture reports six traps [2,3]. The lesser number we detect devices, but no trap levels were observed. This might be
may be due to the nonperturbing nature of the organic because all the traps had now been annealed, although
conttact. The traps at 0.65 and 0.42 eV have been noted from literature reports, this appears ui.likely. Annealing
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Table 1. Results of Irradiation of n-Type InP Diodes noted only moderate damage at this fluence with samples
that had a background concentration similar to our sam-

Energy, Concentration, Cross Section, pies [4]. It is unclear if the behavior we observe is due to
ev cm-3  cm 2  the presence of the organic contact, and if so, whether the

-0.23 5 X 1012 5.4 XJO- 13 contact itself is degrading or whether it is inducing
changes in the InP surface, which then heal. These

-0.38 6 Xl10 2  1.2x 10- 12  devices will be annealed again, but with shorter time

-0.42 2 x 1013 5.4 x 10-13 intervals to determine if a state can be found in which
-1 10-13 traps can be observed. If this is not successful, we will fab-

6 6 1ricate samples with a metal Schottky junction to investi-
gate whether we observe the same problems on diodes

studies ofp-InP solar cells do not show a complete recov- made with a different type of contact.

ery of the device, but rather a saturation othe power gain These unexpected results have delayed cur studies

at long annealing times [4]. Thisp-type sample was then of the annealingbehaviorof the radiation-induceddefects

reirradiated with a much lower fluence level of 1 x 1015 under heating or current injection, or both. We wish to
electrons/crt, 2. Once again, after irradiation the diode compare the changes in defect concentration observed by
characteristics disappeared and a resistor-like behavior DLTS with changes in minority carrier lifetimes that will
was observed. This was unexpected, since prior studies be measured witi transient photoluminescence (TPL).

0- -Figure 2. Comparison of DLTS
spectra offirst set (solid curve) and

-0.05 E SET 1 DIODE second set (dashed cuve) ofn-type
- .. diodes. The signal for the diode

•0.10 SET 2 DIODE "... from the second set ofsamples hasSIGNAL/5...""'. -, L5~been reduced by afactorof 5. The

< .0.15 rate window in both cases is
0_ ., 21.5 ms.
CD •D .0.20 -

0 -0.25

-0.30

-0.35--

-0.401 I I
50 100 150 200 250 300 350

TEMPERATURE, K
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For the TP L measurements, a high resolution monochro-
mator and a fast infrared detector have been integrated
into our TPL facility.

In summary, we have irradiated both n-type and
p-type InP diodes. DLTS spectra have been obtained for
the n-type diodes, but thep-type devices lose their diode
characteristics, even after mild irradiation. The diode
characteristics return upon annealing. These results are
not what had been expected and we are investigating their
causes. In the meantime, annealing studies of the n-type
diodes and TPL measurements will begin.

1. S. R. Forrest et al., "Evaluation of III-V Semicon-
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Magnesium Atomic Filter for Submarine Laser Communications
J. A. Gelbwachs and Y C. Chan,

Chemistry and Physics Laboratory

The Navy has a strong interest in the development ferred to another level depicted as level 3 in the diagram.
of a satellite-based submarine laser communications This wavelength-shifting process is shown by the broken
(SLC) system. The system will use laser transmitters arrow. Emitted light at Xo serves to monitor the absorp-
emitting in the blue-green spectral region for maximum tion of signal photons. The absorption of signal light may
ocean penetration. However, sunlight interferes with originate from the ground level or an excited state. If an
detection of the narrowband signal light. Ib discriminate excited state is used, as depicted in Figure 1, a low-power
against the solar background, ultranarrowband (0.01 A) laser at Xp is present to create the required population in
filters at the receivers are required. Atomic resonance fil- level 1 in order to absorb signal photons.
ters [1] have been recognized by the Navy as a promising
technology for solar background rejection.

Atomic filters operate at numerous discrete wave-
lengths throughout the near ultraviolet, visible, and
infrared spectral regions [1]. Laboratory exploration of
atomic filtering action has been conducted on cesium [2] 2
and rubidium ground-sate species, and optically pumped
transitions in rubidium 3]1, thallium-cesium [41, and
potassium [51.

In this project, we are developing atomic filters that
transmit less sunlight than any other known atomic filters.
The superior performance arises due to an overlap of the (D
filter's passband with a Fraunhofer dip. Fraunhofer dips w
are solar background minima due to absorption in the out- W
er layer of the sun by atomic species. They form natural x1. a,
low-background passbands for atmospheric aser commu-
nications. X0, ao

In previous work in this project, we demonstrated
the first Fraunhofer-wavelength atomic filter 16]. It was
based on the spectroscopy of the triplet levels in magne-
sium and operated at three wavelengths near 518 nm. Xp, op
Our objective for this past year, the final year of this activ- -4

ity, was to develop Fraunhofer-wavelength atomic filters
at different blue-green wavelengths in order to expand
the wavelength options for underwater commutnications. 0

The energy-level diagram for a typical atomic vapor Figure I EnegyVlevel diagram for a typical atomic vapor used Jbr
is shown in Figure 1. Signal photons at X, are absorbed atomic filtering.
between levels 1 and 2. The population is then trans-
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Table 1. Promising Blue-Green Atomic Filter Concepts

Property Active Passive Metastable

Signal wavelength, nm 422.7 422.7 534.9
Output wavelength, nm 272 657 423, 586
Internal photon conversion efficiency, % 90 25-100 65
Response time 60 ns -1 ms 15 ns

Doppler width, A 0.012 0.012 0.015
Fraunhofer advantage, dB 16 16 5
Pump wavelength, nm 672 458

A systematic study was undertaken to discover new which high-sensitivity, large-area, low-noise photomulti-
atomic filters. First, we identified methods that could be plier tubes are available.
used to shift signal light into a different spectral band suit- The passive filter requires no pump laser; there-
able for detection. Then, we developed photophysical fore, it is the filter of choice for high-reliability, low-cost
models for these techniques that allowed quantitative operation. The metastable calcium filter exactly matches
assessment of the efficiency of the internal photon con- the output of the well-developed frequency-doubled
version process. Finally, we applied the models to real Nd:BEL laser. It is the first atomic filter that matches a
atomic systems to identify promising atomic filtering con- fixed-frequency laser source and overlaps a Fraunhofer
cepts. line. 'wo photons are emitted upon absorption of signal

It was determined that collisional energy transfer light. Hence, the filter offers the unique potential for
with an inert buffer gas was useful for population transfer greater-than-unity internal photon conversion.
between levels that were separated by less than 1000 A final accomplishment of the past year's work was
cm- 1. Above 1000 cm- 1, optical pumping with low-power the laboratory demonstration of the passive calcium filter
continuous-wave lasers could be used. Furthermore, both [7]. A patent disclosure has been filed on this new atomic
processes could be applied simultaneously to achieve filter. Let us identify the levels of this filter with those
greater wavelength-shifting flexibility, shown in Figure 1. Because the passive filter requires no

Our photophysical models identified three spectro- pump source, levels 0, 1, and 4 coalesce to form the
scopic parameters that govern the efficiency of conversion ground IS, level. The signal transition is the resonance
of signal photons to output photons, "n4: line (tP-]S) at 422.7 nm. Thus, level 2 in Figure 1 corre-

* The ratio of the Einstein A coefficient of the emit- sponds to the 1p level. Collisions with xenon buffer gas
ting level to that of the signal level, transfer population with the 3P level, corresponding to

" The degeneracy ratio of the two levels, level 3 in Figure 1. The 3P level decays to the ground level
• The energy separation between levels that are colli- by the emission of a 657 nm photon.

sionally coupled. The experimental arrangement used in this study is
shown in Figure 2. Across-shaped stainless steel cell withOur models indicate that in order to maximize -l4 , one sapphire viewports contained the calcium vapor. The cell

seeks a large Einstein A coefficient ratio, a large degener- was electrically heated by external heating tapes. The

acy ratio, and exoergic collisional energy transfer. teera he a sed by hermocuple

Three new Fraunhofer-wavelength atomic filter temperature of the cell was monitored by thermocouples

conceptsplaced at various locations outside the cell. The tempera-
oneps ding the bater.n sptAll regusemion erd - ture reading of a thermocouple inserted inside the centeroped during the past year. All three use atomic transi- of the cell was 430"C and was assumed to be equal to the
lions in neutral calcium vapor. The properties oft equilibrium temperature of the Xe-Ca system. Research-
new filter concepts are given in able 1. The internal pho- grade calcium metal chips (99% pure) were loaded into a
ton conversion efficiency measures the ratio of output side-arm attachment of the cell, which was independently
photons to absorbed signal photons. The Fraunhofer heated to 385*C, which corresponded to an equilibrium
Advantage measures the reduction of the solar back- calcium vapor concentration of - 1011 cm- 3. Window
ground at the dip center; i.e., a 50% reduction corre- temperature was maintained 50°C above the calcium
sponds to aFraunhofer Advantage of 3dB. The active and tepruewaminied0Cabvthclimpassive filters overlap an intense Fraunhofer line at 422.7 sidearm temperature to avoid metal vapor condensation.

nm. The transmission at the center of this Fraunhofer dip a sipacuum and ga n lng s enoporatis only 2.4% of the continuum solar background. The a capacitance-typ~e pressure gauge, allowed xenon gas at
pressures of up to 1000 Torr to be introduced into the cal-

active filter emits in the ultraviolet, a spectral region in cium cell.
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nal-averaged with a digital oscilloscope. A small portion
PHOTO DIGITAL of the laser beam was transferred into a Fabry-Perot

BS ETALON DIODE SCOPE etalon. The free spectral range of the etalon was 0.001 nm
LASER /and the transmission signals of the etalon were used as

BEAM CH 1 CH 2 wavelength markers. To avoid power broadening of the
DER resonance line, we reduced the laser intensity by a cali-

PICO OUT brated neutral density filter before it entered the oven.
AMMETR /Figure 3 shows the experimental data expressed in

LN terms of the internal photon conversion efficiency. A
HEATED -monotonic increase of the conversion efficiency is shown
CALCUM PIN up to 25% at 650 Torr. The solid line was calculated using

a least-squares analysis. Experimental errors for the con-
version efficiency as inferred from the standard deviations
of the individual sets of measurements are less than 10%

SPECTROMETER of the conversion efficiency values. The systematic errors
POWER due to the spectral response calibration, the fluctuations
METER -- of the cell temperature, the gas pressure, and laser inten-

sity are less than the aforementioned error.

Figure 2. Schematic representation of experimental apparatus used Also shown in Figure 3 is the full width at half maxi-
for demonstration ofpassive calcium atomic filter, mum of the collisionally broadened 4p1P1 - 4s1So reso-

nance emission as a function of xenon gas concentration.
A continuous-wave single-mode ring dye laser with The measured pressure-broadening coefficient for the

Stilbene 3 dye pumped by the ultraviolet lines of an Ar ion resonance line is 13.9 ± 0.2 MHzfTorr. The ability to
laser excited the calcium atoms. The laser beam was broaden the filter bandwidth to 10 GHz is useful for the
expanded and collimated into a 1.5-cm diam beam before reception of Doppler-shifted laser signals from rapidly
entering the cell. Typical laser power used was 30 mW. moving transmitters such as those encountered onboard
Laser-induced emissions were collected perpendicular to spacecraft. It should be noted that a 1 km/s Doppler shift
the laser beam and were focused into a 0.25-m spectrome- corresponds to 2 0Hz at this wavelength.
ter by a pair of converging lenses. A GaAs photomultipli- During this four-year project, we have achieved the
er tube was used to detect the spectrally resolved signals, following accomplishments:
and the photocurrents that resulted were amplified by a
picoammeter. The spectral response of the entire optical I I I
system was calibrated with a blackbody irradiance stan- 25 -,14
dard.

During the conversion efficiency measurement, the 12
laser was first tuned to the 4p1P1 - 4slSo transition. Then, : 120

photocurrents were recorded at the 422.7-nm and 20
657.3-nm settings of the spectrometer. The laser was then 9 5 10 N

detuned from the resonance line and photocurrents at the I- "

two spectrometer settings were again recorded. The lat- z 15 8 :
ter readings measured the background contributions due 0 61
to the laser scattering and the dark current of the photo- cc 6

multiplier tube. The difference between the signals with > 0 6 Z
6 0 -

the laser on-resonance and off-resonance represents the 0 -/

net emission signal. The measurements were repeated at z _ .- - 4
least five times at various laser powers, ranging from 0.02 50
to 30 mW. The cell was then evacuated and refilled with a - 2
xenon gas for the next pressure measurement. To ensure
complete thermal equilibrium in the Ca-Xe system, we
allowed a stabilization period of at least 2 h after each 0 0 I o
xenon gas pressure change. 0 100 200 300 400 500 600 700

For the pressure-broadened absorption linewidth XENON PRESSURE, Torr
measurements, the laser wavelength was scanned Figure3. Internal photon conversion efficiency and filter linewidth
0.006 nm across the resonance line. Emission profiles of of the passive calcium atomic filter plotted as a fiinction of xenon
the 422.7-nm fluorescence signal were recorded and sig- pressure.
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Analysis of Infrared Detector Materials
C. J. Selvey, R A. Dafesh, and R. R Wright,

Chemistry and Physics Laboratory;
P M. Adams,

Materials Sciences Laboratory

The passive detection of cold bodies (e.g., satellites opmern of wide-bandgap semiconductor materials, but its
and reentry vehicles) from orbit requires the use of high- ability to analyze LWIR detector materials has been
performance detectors capable of detecting long-wave- impeded by the lack of sufficiently sensitive detectors.
length infrared (LWIR) radiation ( > 8 gm). The devel- The unique sensitivity of our proposed LWIR PL spec-
opment of high performance LWIR detectors is impeded trometer is due to the recently developed solid-state pho-
by poor quality of the detector materials. Impurities and tomultiplier (SSPM) [7] we plan to use as the spectrome-
defects decrease carrier lifetime and mobility in HgCdTe ter's detector. The SSPM has the unprecedented ability
detectors and the quantum efficiency of Si impurity band to count individual LWIR photons.
conduction (IBC) detectors, thus degrading the perform- For materials characterization, the AlGaAs/GaAs
ance of two major classes of detectors developed for this multiple quantum well (MQW) system has generated the
wavelength region. Advances in solid-state materials most interest for use as a LWIR detector material [8-10].
growth technology now allow the fabrication of multilayer However, in previous company-sponsored work, we have
superlattice and quantum well detectors with cutoff wave- identified other candidate systems for LWIR detectors, in
lengths tunable into the LWIR region. These superlattice particular Si/SiGe superlattices. Even though the latter
detectors comprise this third major class of LWIR detec- system is difficult to grow, because strain is introduced
tors, proposed by a community frustrated with the materi- into the layers by the lattice mismatch between Si and Ge,
als problems in HgCdTe and the extreme cooling require- it has a technological advantage in that it is based on Si
ments for Si IBC detectors. However, recent results [1] technology. With the use of advanced Si processing tech-
indicate that photocarrier lifetime in these structures is nology, it maybe possible to fabricate monolithic detector
not transit-time limited, but depends on the quality of the arrays that contain both sensor and readout electronics
detector material. Thus, poor material quality also [111. Unlike AIGaAs/GaAs MQW detectors, it is possible
degrades the performance of this third major class of to design Si/SiGe superlattice detectors that can couple
LWIR detectors. The superlattice detectors are in such radiation at normal incidence [11]. Furthermore, the
an early stage of development that all the mechanisms for mixed Si and Ge materials are interesting because they
degradation of performance due to inadequate material give promise of synthesizing a direct gap material that has
quality have not yet been identified. strong absorption, from two indirect gap materials, Si and

Our work has focused on determining relevant Ge, that have weak absorption [12].
materials parameters that affect detector performance, The most exciting scientific result we obtained this
through the optical characterization of selected superlat- past year is the first measurement and interpretation of
tice materials that have optical transitions in the LWIR the PR spectra of a strain-symmetrized [3] Si/Ge strained-
region. We have used various spectroscopic techniques, layer superlattice (SLS). The measured PR spectra of a
including photoreflectance (PR), x.ray diffraction, Ge-rich Si8Ge 32 (made from unit cells composed of 8 Si
Raman light scattering and transmission electron micros- and 32 Ge monatomic layers) SLS at 87, 200, and 295 K are
copy. Photoreflectance modulation spectroscopy [21, our plotted in Figure 1. The measured transitions (dotted
main analytical tool, has been used to study materials curve) are identified as E,1 (1), from the heavy hole to the
parameters (e.g., electronic structure, composition, crys- conduction band, and E.1 (2), from the light hole to con-
talline quality and carrier lifetime [3-6]) from the mea- duction band; the transitions are split by strain and con-
surement of changes in reflectance on the photon- finement [4]. The solid line is the fit to a third derivative
induced modulation of a semiconductor's built-in electric Lorentzian line shape function [2]. The measured PR
field. spectra have also been fit to the first derivative of a com-

This past year we augmented our experimental plex Gaussian dielectric function believed to be appropri-
capability, particularly our ability to identify the role of ate for phonon-broadened exitonic spectra [2], but no
impurities and defects in LWIR detector performance, by appreciable changes were observed in the transition ener-
adding the capability for LWIR photoluminescence (PL) gies or the relative values of the PR amplitude.
spectroscopy. Because it can identify contaminant impu- The measured temperature dependences of the
rities and defects, PL has been instrumental in the devel- E,1 (1) and Eot (2) interbane transitions (solid points) are
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Figure 1. Measured photoreflectance spectra (dotted curve) front a
strain-.syimetrized Si8Gej2 super!attice at 87, 200 and 295 K Each 1.20 I I I I

spectnm was nomialized to the measured value of ARIR, at 80 120 160 200 240 280

87 K. The solid curve is a nonlinear least-squares fit to Aspnes' line T, K
shape fitnction for two-dimensional critical points.

plotted in Figures 2(a) and 2(b). These are shown to fit Figure 2. (a) Measured temperature dependence of the n = I heavy
well to the Varshni relation (solid curve) for the tempera- hole-to-electon miniband transition (solid points) in the Si8Ge 2
ture dependence of bulk critical points [ 131, super!attice sample. (b) Measured temperature dependence of the n

= E 0 - ot T 2/(T + I = 1 light hole-to-electron miniband transition (solidpoints) in the
E o -SisGe. supedattice sample. The solid curves are afit to the Varshni

where Eo is the transition energy at 0 K, and ot and 0 are relation given in Table 1.
constants. differences in the transition energies, our results illus-

The temperature dependence of the E0 transition trate a noticeable difference between the temperature
in bulk Ge was also measured and used for comparison. dependence of the E(Ge), E (1), and E,1 (2) transitions.
For the measured Eo(Ge) temperature dependence, we Ile temperature dependence of transition energies is
find good agreement with prior results 1131, where ot Th eprtr eedne ftasto nrisi
and E0(Ge) were measured as 0.889 eV, 6.84 x 10- eV/ due to shifts associated with the elecfron-phonon interac-

and 398 K, respectively. The results of these fits are tion and, to a smaller extent, changes in the lattice dila-
K,sa d in K, 1. tion. Differences in the temperature dependence of tran-summarized in Table 1.

The difference between E(Ge), and E.1 (1) and sition energies between bulk and superlattice systems
have not been observed in unstrained systems, so we

Eo (2) can be attributed to both confinement effects and believe that the difference we observe may arise from
to strain in the SLS not present in bulk Ge. In addition to strain in the Si8Ge 32 superlattice. Furthermore, we

Table 1. Results of Fits to the Varslui Relation: E = E, observe a notable difference in the temperature depen-
-CT 21(T+ P) dence of the PR amplitude between bulk and superlattice

systems. The much more rapid decrease in amplitude
Transition E,, eV ci, eV/K 1, K with temperature observed for the Eo transitions in the

SLS is believed to be associated with the dependence of
E'(1) 1.23 4.35 x10-4  147 the PR amplitude on minority carrier lifetime [2, 14].

In addition to experimental studies of the Si/Ge sys-
El(2) 1.33 9.56 x 0-4  598 tem, PR studies have been used to assess the composition
E0(Ge) 0.892 7.25 X 10-4  433 and uniformity of Al.GatAs/GaAs-based MQW

infrared detector structures [8,91. By probing a given sam-
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pie at different positions, variations in the PR transition Table 2. Measured Bulk Al.Gal.,As (x = 0.2) Direct Band Gap
energies indicate variation in iaye, thickness. In the dis- Transitions Eo at Three Different Sample Positions
cussion that follows, the position of the probe is denoted
byI, C, and 0 for regions at the inside, the center, and out- Measured Aluminum
side of the wafer, respectively. Location of Line Width, Energy, Fraction,Poe meV eV % AI

Figure 3 shows the measured PR spectrum at posi- Probe

tionlforasampledesigned forx = 0.2. The main features 1 31 1.664 17.2 ± 0.5
are a structure near 1.42 eV, due to the GaAs band gap C 47 1.662 17.2 ± 0.5
transition (from some residual GaAs not removed in the
etch); a structure near 1.5 eV, due to heavy and light hole- 0 37 1.663 17.2 ± 0.5
to-conduction-band transitions, a structure at 1.66 eV, due
to the AIGaAs band gap E0 transition, and a structure variations of several millielectron volts could have a dras-
near 1.76 eV, due to the n = 1 subband transition from the tic effect on the response characteristics of a 10 gm MQW
split-off to conduction bands in the GaAs well regions. detector. The observed variations in line widths, the
The fine structure just beyond 1.43 eVis due to Franz Kel- result of the nonuniformities due to defects, also greatly
dysh oscillations from the residual GaAs. These oscilla- affect the response of an infrared MQW.
tions may be observed in the PR spectra of heavily doped The uniformity of the MQW region, especially uni-
semiconductors [2]. The spectra at positions C and 0 are formit) of the well widths, is indicated by variations in the
similar. heavy hole and light hole interband transition energies

In hble 2, we show the variations in the AlGat.xAs across the sample. Comparison with theory yields well
direct band transitions E, at the three different positions widths that would give rise to the observed transition
and the aluminum fractions calculated from these transi- energies. The model we used to predict these energies
tion energies. The composition of the AlxGai.xAs barrier was an envelop, -function calculation [15, 16]. Acompari-
region is shown to vary negligibly across the sample. The son of these calculations to the measured n = 1 interband
variation in line width, which is believed to be the result of transitions (excluding the split-off hole to electron transi-
variation in defect density across the sample in the barrier tion) is given in Table 3.
region, is appreciable. The need for low photon backgrounds required for

The measured transition energies agree well with SSPM operation makes designing and constructing the PL
the calculated energies only at position I. The large spectrometer a considerable technical challenge. All of
increase in energies toward the outer edge of the wafer is the optics in the spectrometer must be kept at cryogenic
an indication of a narrowing of the GaAs well regions, as temperatures to reduce the thermal photon background,
would be expected from a simple square well model. Even and photons not originating from PL must be rejected.

Our cryogenic spectrometer design is shown in Figure 4.
12 The SSPM, the cold sample, cold optics, and the cold cir-

cular variable filter (CVF) will be housed in a liquid He
10 AELH 1.52 eV dewar. The CVF, used to resolve the spectral lines, is

8 - Table 3. Measured n = I Heavy and Light Hole-to-Electron
Interband Transitions at 7hree Different Sample Positions6 - -- I A"Ga".As

Measured Calculated

4 asLocation of Line Width, Energy, Energy,XProbe meV eV eV
d ESO = 1.76 eV__ _ _ _ __ _ _ _ 1 _ _ _ _:2 Heavy Hole-to-Electron lnterband Transition

o I 7 1.487 1.490
'A C 8 1.519 1.490

.2 AEHH = 1.49 eV 0 7 1.524 1.490F o = 1.66 eV
E0 = 1.42 eV Light Hole-to.Electron Interband Transition

I 15 1.515 1.515

1.3 1.4 1.5 1.6 1.7 1.8 1.9 2.0 C 14 1.519 1.515

ENERGY, eV 0 16 1.525 1.515

Figure 3. PRspectnun from tteAIGal.,Assample (x = 0.20) taken
at position L
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Figure 4. LW/R photolumines- TO F

STEPPER
cence spectrometer design. The MOTOR
sample and optics are held in con-
tact with a plate at liquid He (LHe)

temperature. Photoexcitation is
accomplished with an eternal laser

capable of spectral resolution out to 14 g±m. Lumines- limiting the performance of Si/Ge superlattice detectors.
cence excitation will be accomplished by a laser external We have also determined that uniformity may be a prob-
to the spectrometer. To prevent laser emission from lem in growing A1GaAs/GaAs superlattice detector
impinging on the detector, we place the sample between material. We have also started construction ofa LWIR PL
the laser and the detector. Since most of the samples of spectrometer, which, when completed, will permit the
interest are epitaxial material grown on substrates (CdTe, identification of impurities and defects in LWIR detector
Si, or GaAs) opaque to the excitation laser light, but trans- materials. We have completed an initial spectrometer de-
parent to the luminescence, the luminescence is detected sign based on measurements of the performance of our
after it passes through the substrate, and the substrate fil- SSPM detector made during the past year. Next year, we
ters out the incoming laser light. Our SSPM is backside- will concentrate on completing construction of the PL
illuminated, and the detector substrate acts to further fil- spectrometer.
ter out the laser light from the detector.

We have achieved operation of the SSPM in the
photon-counting mode. The extreme sensitivity of the
SSPM makes such operation difficult to achieve, because 1. G. Hasnain et al., "Large Photocoductive Gain in
the photon backgrounds in conventional dewars are large Quantum Well Infrared Photodetectors," Appi.
enough to cause saturation of the SSPM detector. Our Phys. Lett. 57, 608 (1990).
measurements show that the gain of the SSPM decreases
with signal level, which indicates that the SSPM is near 2. F. H. Pollak and 0. J. Glembocki, "Modulation
saturation and that the background photon level in the Spectroscopy of Semiconductor Microstructures:
test dewar is still much higher than anticipated or desired. An Overview," Proc. SPIE 946, 2 (1988).
We are now trying to eliminate the photon background in 3. P. A. Dafesh, V. Arbet, and K. L. Wang, "Electronic
our test dewar and will apply the successful techniques Transitions in A SimGen Strained Monolayer
used in the design of the dewar to house the spectrometer. Superlattice Measured by Photoreflectance," Appl.

The objective of these studies is to characterize sev- Phys. Lett. 56, 1498 (1990).
eral superlattice systems to determine their feasibility for 4. P. A. Dafesh, V. Arbet, and K. L. Wang, "Electronic
LWIR detector materials. We have obtained and inter- 'I'ransitions in a Ge-Rich Strain-Symmetrized
preted the first PR spectrum of a Ge/Si superlattice. The Si8Ge 32 Strained Monolayer Superlattice Mea-
experimentally determined transition energies agree well sured by Photoreflectance Spectroscopy," Proc.
with those theoretically predicted, thereby verifying the SPIE 1286, 308 (1990).
ability to synthesize a new Si/Ge superlattice material 5. Michael Snyder et al., "Photoreflectance of
with electronic transitions very different from the constit- AiGalAs and A l.Ga,"PAs/GaAs Interfaces and
uent layers that comprise the structure. Confirmation of High-Electron-Mobility Transistors," J Appl. Phys.
the theoretically predicted optical properties of the detec- 67, 7423 (1990).
tor material is a necessary first step in the design of a
detector. To our knowledge, we are the first to use PR to 6. R. C. Bowman, Jr., et al., "Effects of Helium Ion
measure a difference in the temperature dependence of Implantation on the Optical and Crystal Properties
the transition energies between bulk and superlattice Sys- of GaAs," Proc. Mater. Res. Soc. Symp. 147, 303
tems, an effect we attribute to strain in the Si/Ge superlat- (1989).
tice. The temperature dependence of the transition am- 7. M. D. Petroff, M. G. Stapelbroek, and W. A. Klein-
plitude indicates that lifetime may be an important factor haus, "Detection of Individual 0.4-28 gm wave-
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Picosecond Studies of Space Optical Materials
S. C. Hoss.

Chemistry and Physics Laboratory

Present and future space satellite systems require cells). Many of these components incorporate multilayer
optical components that exceed the capabilities of present thin film dielectric coatings. In this project, we are devel-
optical manufacturers in terms of quality, size, and reli- oping laser-based diagnostic techniques that allow nonde-
ability. Optical components now being developed for use structive evaluation of the quality and reliability of optical
in future space satellite systems include passive elements components for space optical systems. The fundamental
(eg., mirrors, filters, beam splitters, and lenses) as well as physical phcn,'mena governing the reliability of these
active elements (e.g., diode lasers, electro-optical and componL..At are intimately related to their response to
acousto-optical devices, focal plane arrays, and solar optically induced energy deposition, energy transfer, and
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energy dissipation. Because of the geometry of many of We have measured the TPR induced by picosecond opti-
these thin film structures and because of the short absorp- cal pulses in samples of bulk silicon, a multilayer silicon
tion depth- within these materials, thermophysical phe- structure incorporating a buried oxide layer (SIMOX),
nomena that dominate the temperature rise within these gallium arsenide (GaAs), and heavily carbon-implanted
structures occur on the picosecond time scale, even for silicon. Bulk silicon is used as a substrate material for mir-
continuous illumination. We propose to develop and rors in space systems. The SIMOX structure has proper-
exploit powerful picosecond, and subpicosecond, stimu- ties similar to coatings on a bulk substrate and to infrared
lus-response techniques to measure ultrafast optical edge filters. Narrowband rugate filters for the infrared
properties of thin film optical components and substrates have been fabricated from GaAs-based materials. SiC is
commonly used in space satellite systems. Picosecond used as a substrate material for reflective optical compo-
optical techniques offer the only methods for measuring nents. These laser-based diagnostic techniques are non-
the fundamental phenomena that drive thermal loading destructive and allow sensitive measurement of modifica-
because these are the only techniques with the temporal tion of near-surface properties, even at relatively low ion
resolution capable of unambiguously separating various implant fluences. We have also assessed ion-induced
energy transport effects that occur in these materials, damage effects using various characterization techniques
Consequently, a rigorous investigation of these processes such as Rutherfoid backscattering spectrometry (RBS)
leads to a better understanding of the precursors to opti- and Raman spectroscopy and compared these asses-
cally induced thermal damage. These techniques also sments with results of picosecond TPR measurements.
allow nondestructive evaluation of the quality of buried The apparatus used to perform picosecond TPR
interfaces for both optical coatings and substrates that measurements is based on a cavity-dumped dye laser syn-
could identify manufacturing processes that yield higher chronously pumped by an actively mode-locked frequen-
quality thin film optics that are more damage resistant. cy-doubled Nd:YAG laser. Dye laser parameters were as

We have developed transient photorcflectance follows: temporal pulse width, 12 ps; repetition rate,
(TPR) techniques [1] as a tool for monitoring the thermo- 1 MHz; and average power, 100 mW. The dye laser beam
optical properties of materials commonly used in space was split into a pump beam and a probe beam, as shown in
systems as a function of the damage encountered in Figure 1. The pump beam,polarized perpendicular to the
on-orbit environments. Measurements were performed plane of incidence, traveled a fixed path through a
for materials damaged to various levels (up to amorphiza- mechanical chopper, was focused onto the sample at near
tion) by ion implantation. Characteristics of the implants normal incidence, and was intense enough to alter the
were selected after simulation using the TRIM-88 Monte- sample's reflectivity through a combination of photocarr-
Carlo code [2]. Damage levels are representative of those ier and photothermal phenomena. The probe beam,
inflicted on components over various lifetimes in space.

Figure 1. Picosecond pump-probe s7
apparatus: M, mirror, L, lens; CC,
comercube; BS, beam splitter MC, M

mechanical chopper, PP, polatizing
prism; S, spatial filter, PD, photo- M  SF
detecto r 

pP

BSP
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polarized parallel to the plane of incidence, traveled a Raman scattering measurements were performed
path of variable length controlled by a mechanical transla- in the usual backscattering geometry for both bulk silicon
tion stage. The probe beam (1% of the pump' zam inten- wafers and SIMOX wafers with excitation at the 514.5-nm
sity) was incident on the sample at an angle of 45 deg rela- Ar+ laser line. At this wavelength, the Raman technique
tive to normal. The probe pulse, spatially coincident with is sensitive to depths of about 600 nm in crystalline silicon,
the sample surface region illuminated by the pump-pulse, but only about 50 nm in amorphous silicon. The longitu-
experiences altered reflectivity that depends on the tem- dinal optical (LO) phonon spectra at 521 cm- 1 for the
poral separation between the two pulses. After reflection as-received SIMOX wafer and the unimplanted silicon
from the sample, probe beam light was collected, passed wafer are identical. With increasing implant dose, the
through a polarization analyzer, focused through a spatial intensity of the LO peak decreases dramatically and
filter, and detected with a photodiode. The signal from vanishes for the B implant. Heavier doses also show no
the photodiode was transmitted through signal processing observable spectra. The vanishing of the LO peak at the B
electronics to a microcomputer, where it ,-as stored and implant dosage is consistent with the complete amorphi-
processed as a function of delay stage position, yielding a zation of the superficial layer in the SIMOX and bulk sili-
sensitive measurement of the transient's temporal dura- con.
tion. Measurements of the rise and decay of TPR signals The short transient reflectivity times in the unim-
thus, in principle, permit extrapolation of photocarrier pLinted SIMOX and bulk silicon are consistent with the
and photothermal phenomena. evolution of the photogenerated carriers in these sam-

We have used this picosecond TPR technique to pies, indicating that their photoreflectance transients are
characterize damage induced by multiple energy 28Si+ dominated by photocarrier phenomena. From other mea-
implants into SIMOX and bulk silicon wafers. We have surements on heavily damaged silicon, the carrier lifetime
correlated these results with other materials characteriza- is known to be subpicosecond in material amorphized by
tion techniques such as Raman spectroscopy and RBS. high dose implants [3]. However, decay times of TPR sig-
The SIMOX wafers had a superficial layer of 220 nm of Si nals in samples damaged by high dose implants are longer
with a 350-nm buried oxide layer. Subsequently, the than Ins. Because the Raman data just described indicate
superficial layer was intentionally damaged by a triple- that the superficial layer is amorphized by the triple 3
energy implant of 25/75/125 keV 28Si+, each at 1 x 1014 x 1014 cm- 2 implant, we conclude that these decay times
cm- 2 (type-A implant) or 3 x 1014 cm- 2 (type-B implant). are too long to be accounted for completely by reflectance
These implants were designed to produce uniform dam- changes due to photocarrier phenomena alone, and most
age throughout the superficial layer with little induced likely indicate that the TPR signals are dominated by pho-
damage in the oxide layer. These same implant conditions tothermal effects. Damaging the material substantially
were used to damage bulk silicon wafers so that effects of increases thermal diffusion times because of disruption of
implantation-induced damage could be compared with the lattice. Although ion-implantation-induced amorphi-
those in the more complex SIMOX structure. RBS data zation substantially reduces the absorption depth of these
for bulk silicon wafers show that type-B implants fully samples, which produces larger thermal gradients, we
amorphize the near-surface region to a depth of 200 nm, note that these increased thermal gradients are not
whereas type-A implants show significantly less damage enough to offset the reduction in the thermal diffusion
indicating that the near-surface region is not amorphized. coefficient. Thermal diffusion is further complicated in
RBS data for the SIMOX wafers show that type-B im- the SIMOX by the thermal barrier presented by the
plants fully amorphize the superficial layer, whereas type- buried oxide layer. The Raman and RBS data all agree
A implants show significantly less damage, indicating that that the threshold for amorphization is greater than the
the near-surface region is not amorphiz-d. These type A implant and less than the type-B implant. Optical
implants produce similar damage profiles in bulk 'silicon components based on SIMOX and silicon structures must
or SIMOX. take these amorphization effects into consideration. Bulk

In Figure 2(a), we show TPR data for unimplanted silicon is used as a substrate material for mirrors in space
bulk Si, bulk Si with the A implant, and bulk Si with the B systems. The SIMOX structure has properties similar to
implant. In Figure 2(b), TPR data are shown for unim- coatings on a bulk substrate and to infrared edge filters. It
planted SIMOX, SIMOX with the A implant, and SIMOX is possible that the damage induced by a type A implant in
with the B implant. In each case, the transient reflectivity a SIMOX structure can be removed by annealing with
decay time is shortest for unimplanted samples. Damage complete recrystallization. However, it is unlikely that
levels ranged up to complete amorphization of the near- the damage produced by a type B implant in a SIMOX
surface region and, in the SIMOX material, included structure can be removed by annealing because of the lack
some damage of the buried oxide. Slowing of the tran- of a seed.
sient response with increasing ion-induced damage was We have alsu used this picosecond TPR technique
consistent with longer thermal diffusion times expected to measure the near-surface characteristics of ion-
for disrupted lattices. implanted GaAs. This nondestructive laser-based diag-
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nostic technique permits the measurement of the modifi- well as changes in photocarrier population. Photothermal
cation of near-surface properties at relatively low implant phenomena dominate our new results and yield important
fluences. We observe picosecond TPR signals for unim- information concerning the extent of implant-induced
planted and implanted GaAs and relate differences in the modification.
observed reaponse to ion-implantation induced material Semi-insulating (100)-GaAs wafers were implanted
modification. Other picosecond TPR measurements of with 4He+, ions with beam currents sufficiently low to
GaAs have been previously reported but were in wave- avoid significant heating above room temperature. Dam.
length or fluence regimes where only photocarrier phe- age was induced by a quadruple energy implant of
nomena were important [1]. However, TPR measure- 20/50/100/200 keV 4He+ resulting in total dosages of
ments are sensitive to changes in crystal temperature as 7 x 1012, 7 x 1013, 7 x 1014, or 7 x 1015 ions/cm 2 . The
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200 keV implant dose was half that of the other implants. dominated by photothermal effects. Consequently, we
The implants were designed to produce fairly uniform conclude that these TPR measurements aredominatedby
damage to a depth of near 1 g~m. This depth corresponds photothermal phenomena. For the highest doze implant,
to five absorption depths of the 600 nm light used for the it is possible that other conduction mechanisms may come
picosecond measurements. into play. Other measurements show a reduced resistivity

The results of these measurements for the five sam- in heavily implanted GaAs that may result from an
ples described here are shown in Figure 3. In each case, enhanced hopping conduction mechanism [4]. This could
the TPR signal rises to a maximum (normalized to unity) alter the relative strengths of the photocarrier and photo-
and then decays rapidly away. The rise time (10-90%) is thermal contributions to the TPR signal and yield the
18 ps, approximately the amount of time expected for an anomalous result we observe for the heaviest dose
integration effect, given these optical pulse widths. The implant. Space-based optical components such as nar-
decay of the TPR signal is not a single exponential for any rowband rugate filters based on multilayer GaAs struc-
of these samples. The signal from the unimplanted sam- tures should account for these effects in their design to ef-
pie has a signal of one polarity followed after approxi- ficiently eliminate anomalous optically induced heating
mately 1 ns by a signal of the opposite polarity. In general, due to transient exposure to sunlight or laser action on
the transient photoresponse decays more slowly with areas subject to ion-induced damage in space.
increased ion-induced damage consistent with Icnger Previously, we reported results of Raman scattering
photothermal diffusion times associated with lattice dis- measurements to examine GaAs samples after 4He + ion
ruption. One measurement, at the highest damage level, implants [5]. Even though 4He + ions have low mass, sub-
had a faster decay time than the crystal with the next high- stantial disorder and lattice strain are found in
est level of ion-induced damage. These results are shown (100)-GaAs after room-temperature implants. The
here to be consistent with the combined results of photo- Raman spectra indicate that near-surface material is not
carrier generation and photo- thermal effects produced totally structurally disordered, even for the 7 x 1015 ion
by the absorption of the pump pulse. In the measure- cm- 2 total dose. Picosecond TPR measurements are
ments shown in Figure 3, the decay time of the TPR signal strongly influenced by implant damage at low ion fluences
increases with increasing implant dose. However, disrup- that produce little or no observable effect on the Raman
tion of the lattice produced by implantation works to studies.
reduce the photocarrier lifetime. Thus, if the response SiC has substantial interest to the optics community
were dominated by photocarrier phenomena, we would because of its hardness and thermal properties. Recent
expect to see the decay time of the TPR signal decrease picosecond optical studies using transient-induced
with increasing dose. As previously described, slowed absorption [6] or degenerate four-wave mixing [7] have
thermal diffusion processes in implanted samples would been performed on Si-C alloy materials formed by plas-
yield a longer decay time for the TPR 'ignal, if it were ma-enhanced chemical vapor deposition. Those picosec-
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ond techniques are very sensitive to bulk phenomena but mately the amount of time expected for an integration
are not so sensitive to near-surface phenomena. Conse- effect, given these optical pulsewidths. The TPR signal
quently, they are not the technique of choice to study phe- decay for the unimplanted sample is approximately a
nomena in the near surface layers produced by ion single exponential with a decay time of 400 ps. The TPR
implantation. decay on sample SC3 is much longer. TPR measurements

We have used picosecond TPR techniques to mea- on samples SCI and SC2 show some characteristics of
sure the near-surface characteristics of silicon heavily both the unimplanted sample and sample SC3. The signal
implanted with carbon, unimplanted silicon, and sintered first decreases, as in the unimplanted sample, then rapidly
alpha SiC. Photothermal phenomena dominate these increases to a positive value with a much longer decay
results and yield important information concerning the time, as in sample SC3.
extent of implant-induced materials modification. We In the measurements shown in Figure 4, the decay
have compared these results before and after annealing of time of the TPR signal increases with increasing implant
the implantation-induced damage and have correlated dose. However, the disruption of the lattice produced by
these measurements with those of Raman spectroscopy. implantation works to reduce the photocarrier lifetime.

The samples were initiallyp-type (boron doped) sili- Thus, if the response were dominated by paotocarrier
con wafers [7-10 ohm-cm resistivity, (100 orientation)], phenomena, we would expect to see the decay time of the
wo samples, SC1 and SC2, were implanted with 220 keV transient signal decrease with increasing dose. As pre-
C2H" ions to doses of 1 x 1015 cm 2 and 1 x 1016 cm 2, viously described, the slowed thermal diffusion processes
respectively. Sample SC3 was implanted with 240 keV in the implanted samples would yield a longer decay time
C2H" ions to a dose of 1 x 1017 cm- 2. The wafers were for the transient reflectance signal, if it were dominated
heated to 400°C during the implant. TRIM-88 results im- by photothermal effects. Consequently, we conclude that
plied that these implants would yield a buried region of these TPR measurements are dominated by photother-
heavily carbon-implanted silicon and that, at high implant mal phenomena.
doses, a buried SiC layer could be formed with annealing We have developed picosecond TPR techniques
subsequent to the implant. that are powerful tools for nondestructive evaluation of

Results of measurements for the as-implanted sam- the thermo-optical properties of both crystalline and
pies previously described are shown in Figure 4 together amorphous materials commonly used in space satellite
with results for the unimplanted silicon wafer. The polar- systems. These techniques also yield important informa-
ity of the change in reflectivity is opposiLe for the unim- tion concerning the extent of irradiation induced damage
planted sample and for the heaviest dose implant SC3. in these materials and the effects of the damage on their
'[he rise time (10-90%), in each case, is 18 ps, approxi- thermo-optical properties. Further measurements are

Figure 4. Picosecond transient
reflectance signals from an unim- c-Si IMPLANTED WITH C
planted silicon sample, three car- SC3
bon-implanted silicon samples, - //VAAtA^..,
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Novel Short-Wavelength Lasers
J. M. Herbelln,

Aerophysics Laboratory

The nitrogen fluoride/bismuth fluoride reaction they provided preliminary evidence of inversion and per-
system continues to be under intensive investigation as an haps even gain. The question then arises as to whether or
energy source to power a short-wavelength (visible blue) not the lower concentrations and temperature regimes
laser. Most of our past work has focused on the develop- associated with the supersonic flow experiments could
ment of an extensive kinetic database and the successful likewise support an inversion resulting in sufficient gain to
scaling of the NF and BiF excited states to the densities sustain lasing.
required for laser operation. Meanwhile, very little is Due to the low gains associated with shorter-wave-
known about the ground-state properties of BiF, in partic- length laser systems, very long gain lengths as well as very
ular the distribution of the population in the vibrational high Q cavities are required to achieve threshold. Warren
levels. This work has been directed toward the character- and Schneider [3] presented an attractive method for
ization of this distribution by analyzing the emission from developing such a long gain length in a supersonic flow-
a high-Q resonator surrounding a 1.5-m pin discharge the use of a blowdown facility. However, because such an
facility. The results from this study show that the lower- approach requires a substantial investment of both time
state vibrational levels are not fully relaxed and, if one and equipment, we decided to use a long-pulse discharge
attempts to fit them to a Boltzmann distribution, the as the medium generator. This approach is quicker, much
resulting temperature, Tvib = 1800 K, is substantially less expensive, and can be used to determine if the
higher than the excited-state vibrational tempera- ground-state vibrational distribution is indeed a Boltz-
ture, Tvib = 950 K. Moreover, intracavity absorption mann distribution and to determine its temperature.
measurements show that the system is very close to gain We constructed a 1.5-m 500-pin discharge facility
threshold on the 0-3 transition, and that operation of the (Figure 1) into which various mixtures of hydrogen (H2),
reaction system at lower temperature and pressure, such trimethylbismuthine (TMB), tetrafli:orohydrazine
as can be achieved in a supersonic flow medium, may be (N2F4), sulfur hexafluoride (SF6 ), and helium (He) dilu-
sufficient to produce lasing. ent were introduced in order to produce BiF in the elec-

We recently reported [1] the production of high tronically excited (AO+ ) and ground (XO+ ) states,
conccntrations (4 x 1011 mol cm- 3) of electronically respectively. The excited-state BiF densities were moni-
excited BiF(AO + ) by the injection of trimethylbismu- tored using the (A-X) spontaneous emission, which also
thine (T7MB) into a supersonic flow of electronically provided information about the temperature and vibra-
excited nitrogen fluoride, NF(aIA). Winker, Benard, and tional distribution of the excited state. These measure-
Seder [2} reported the successful scaling of BiF(AO + ) to ments and the associated analysis are quite straightfor-
still higher concentrations in a pulse mode using the disso- ward and have been discussed in considerable detail else-
ciation of fluorine azide as the source of NF(alA), and where [1-3]. However, measurement of 'he ground elec-
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tronic state presents a somewhat greater challenge; for observe laser action; however, the temperatures achieved
this, we applied two complementary techniques. The first in the pulse facility were too hot to permit lasing.
involved the use of a single-frequency continuous-wave The very-high-reflectivity mirrors were obtained by
(CW) ring dye laser with a 1-MHz bandwidth tuned to a the application of a special-order dielectric coating from
single vibrational-rotational transition of the (A,v' = 1: X, Ojai Corporation on substrates polished to 1 A equivalent
v" = 0) band. The dye laser was positioned at line center scattering roughness by General Optics. A reflectance of
by observation of the laser-induced fluorescence gener- 0.9999 was verified by direct measurement using the cavi-
ated in a separate facility. For mixtures containing only ty-attenuated phase-shift (CAPS) technique [51 at the
SF6, TMB, and He, BiF(X) densities as high as I × 1013 488-nm line of an argon ion laser. The CAPS approach is
mol cm- 3 were observed, corresponding to an absorption strictly a CW technique and, in order to measure the
of nearly 50% over the 1.5-m path length. A detailed com- effective cavity lifetime during the actual discharge and
parison to the pulsed, optically pumped laser experiments subsequent reaction period, which lasts on the order of 50
of Davis and co-workers [4] suggests that this is more than gis, we used the alternative ring-down procedure [6]. We
sufficient absorption to produce a pulsed, optically measured a 19.5-AIs lifetime for the photons in the cavity
pumped BiF laser, an experiment that is now in progress which, for the 2.2-m separation of the mirrors, computes
in another laboratory. to 1333 round trips or a single-pass loss of 375 ppm. The

Meanwhile, the mixtures that contained both H2  difference between this and the 100-ppm reflectance loss
and N2F4, in addition to TMB and He (SF6 optional), did is attributed to a combination of mode mismatching with
not show any ground-state absorption down to our detec- the probe laser and scattering losses in the medium.
tion limit of approximately 2%/pass, which corresponds to With the high-Q cavity established, we investigated
a ground-state BiF(X,v" = 0) concentration of 2 × 1012 the effect of this cavity on the band emissions. Figure 2(a)
mol cm- 3. This result was very encouraging, since these shows a typical BiF(4-X) emission spectrum (no cavity) as
same mixtures were optimized to yield excited-state recorded using an optical multichannel analyzer (OMA
BiF(A) densities on the order of -1 x 1012 mol cm- 3. It III) through a 0.67-m McPherson spectrometer. Figure

2(b) shows the relative emissions of these same bands asis reasonable to expect !hat the hgher vibrational levelsof measured at the peak of the emission pulse ( - 20 jis)

the ground state have smaller populations and, therefore, usin a 5- Ja e s onet -
there is the definite possibility of chemically pumped using a 0.50-m Jarrell-Ash spectrometer/LeCroy tran-
inversion and gain on the transitions to these levels. sient digitizer combination (JAL). Figure 2(c) shows the

Subsequently, high-quality mirrors were purchased relative emissions (with cavity) as measured with the JAL.

and placed into the cavity. It was our hope that we might
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(0.1) (0-2) OMA III - NO CAVITY 0o

(1-3) I(cavity) = 2GI, Z (Re-n", (2)
(00)(0.3) TnI 950 0

(- (/(1"4) (a) I(cavity) =2GTl /(1 - R2e 21 ), (3)

(1-0) (2-5) where T represents the transmission of the mirror, and t
(3-6) is the length of the active medium: 1.5 m.

Assuming that R - 1 and the single-pass absorption
oi is < < 1, we can arrive at the simple expression forpop-
ulation density difference AN between the upper (u) and

(0.1) lower (1) levels for each of the different bands. The(0-0) 1/2-mn JARRELL-ASH.

TRANSIENT DIGITIZER expression involves the ratio of J(no cavity) and I(cavity)
(0.2) and the effective stimulated absorption cross section for

I (0-3) (1-4) NO FRONT (b) the band system, o%:
(1(0) 24) (25) MIRROR AN = N, - Nu = TI(no cavity)/(cavity)]/21a. (4)
I(36) Since the populations of the vibrational levels of the

upper, electronically excited BiF(A,v') can all be deter-
mined from analysis of the spontaneous emission, the

(1.3) 112-m JARRELL-ASH population of each of the vibrational levels of the ground
TRANSIENT DIGITIZER state BiF(X,v" ) can be computed using Eq. (4).

(2.4) FULL The resulting deduced populations for the different
(0. (c) ground-state vibrational levels are shown in Figure 3 as a

function of the N2F4 flow rate. We have assumed that the
(0.0) (0.1) effective stimulated absorption cross section for each of

0 (the respective bands can be approximated as - 0.5 of the
I I I I value for the peak rotational transition. This accounts for

4300 4400 4500 4600 4700 4800 4900 5000 the fact that we are measuring an average absorption overa portion ( - 10 A) of the band rather than of a single line.
X(A) Note first that the absolute value of the v" = 0 pop-

Figure 2. (a) Emission spectra (no cavity) as measured using the ulation is consistent with the previous dye-laser absorp-
OMA 111/0.67-m McPherson spectrometer system; (b) the relative tion measurements. This supports the validity of this
band emission (no cavity) asmeasured usingthe 0.50-inJarrell-Ashl approach and the foregoing approximations for those
LeCroy transient digitizer ystem; (c) the relative band emissions transitions that are clearly absorbing (we will return to this
(with cavity) as measured using the Jarrell-AshlLeCmoy system. point later). The next important feature is that the vibra-

The JAL technique was necessary due to the very tional levels seem to be separated into two groups: levels
low signal with the front mirror in place (it is in effect a v" = 0,2,3 and v" = 1,4. One expects the BiF(X,v " ) to
1 x 10-4 transmitting filter). That we observed any light increase with increasing N2F4 (and NF(alA)), but it is
out at all supports the fact that the single-pass absorption unclear why there appears to be such a variation within
was quite small, even on the bands terminating on v" = 0. the ground state.
Moreover, the string distortion of the relative emissions The deduced ground-state vibrational-level popula-
confirms our previous expectations that this absorption tion is plotted in Figure 4 as a function of the vibration
would decrease for the bands terminating on the higher- quantum number v" ; only for the 100-gtmole/s flow rate
ground-state vibrational levels, does the distribution approach a Boltzmann distribution.

We now show how the ratio of these emissions, for If we attempt to assign a Boltzmann temperature, we find
the front mirroronand off, leadstoadetermination of the that Tvib = 1800 K, or nearly twice the temperature
population of these vibrational levels. With the back mir- deduced for the excited state from its emission spectrum
ror only, the observed emission, 1(no cavity), is given by (lower dashed curve). Indeed, this unrelaxed distribution
the simple expression A closely resembles the distribution that can be predicted

I(no cavity) = Gl(l + R), () from Franck-Condon radiation from the excited state (up-
weom facav to, R is t+ mrrr r, perdot-dash curve). However, this Franck-Condon distri-

where G is a geometric factor, R is the mirror reflectance, bution is for the most part independent of the vibrational
and isp is the spontaneous emission. When the front mir- temperature of the excited state and, therefore, indepen-
ror is in place, the expression for the external emission, dent of the N2F4 or NF(a1A), which is not consistent with
/(cavity), is given by our observations.
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as a function of the N2.F flow rate hand, the medium actually produced gain during some

An alternative explanation for the anomalous hot portion of this time, then an increased signal would be
vibrational distribution of the ground state is that it results emitted from the cavity, which would be interpreted as an
from quenching processes on the BiF dark states that anomalously low population. The population difference
could be feeding the BiF(X,v" ) levels. Ever since the dis- AN that was measured for the various transitions is shown

covery of this reaction system, these dark states have been in Figure 5 together with the absolute density of the

suspected to be involved in the generation of the excited- v'= 0,1, and 2 levels of the excited state. It is important to
state BiF(A) by collisions with NF(a1 A) [7,81, although to note that deduced population differences for the 0-2 and
date this remains an open question; the more recent stu- 1-3 transitions are less than the absolute populations of
dies appear to support the original mechanism [9]. the corresponding excited-state level, v' =0 and v'= 1,

However, any kinetic models that might be con- respectively, whereas for the 0-1 and 2-4 transitions, the
ceived to explain the unusual distribution all suffer from deduced population differences are greater than the cor-
one fundamental inconsistency: the excited state, with a responding excited-state level, v' = 0 and v'= 2, respec-
1.4-gis radiative lifetime, shows a Boltzmann Tvib = 950 K tively.
distribution, whereas the ground state, with a much long- In other words, for the 0-2 and 1-3 transitions, the
er lifetime, hundreds of milliseconds, is not Boltzmann. generation of an inversion, and thus gain, for a few micro-
Any kinetic argument would have to assume that the seconds is very likely to have occurred, given that the
%ibrational relaxation of the ground state is orders of mag- deduced population difference, which is an av erage, I! less
nitude slower than for the excited state, and this is than the excited-state population. Meanwhile, for the
extremely difficult to believe since the vibrational spacing 0-0, 0-1, and 2-4 transitions, this is nut the case and nor-
is comparable. mal behavior is anticipated.

One explanation, however, circumvents this dilem- As a final piece of evidence, we have reproduced, in
ma. the anomalous, non Boltzmann distribution is really Figure 6, the deduced ground-state vibrational distribu-
the first indication of gain. This follows from the fact that tion that was obtained in an earlier study in which a simi-
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lar, but not identical, pulse discharge facility was used

[10]. Somewhat higher densities of both BiF(AO + ) and
-- (A," v') BiF(XO + ) were generated, so that single-pass absorption
BiF(A, v) was sufficient to determine the ground-state distribution

(0-1) by comparing the emission with and without the back mir-
(2-4) ror. As can be seen, the distribution is quite hot, and the

v" = 2 and 3 levels are behaving as expected. Although
this is far from conclusive proof, it is nevertheless a most
encouraging result. It strongly suggests that if the static

otemperature is reduced from the 950 K region of this
'E experiment to < 700 K, which was already accomplished

using a supersonic flow [1], then inversions, gain, and las-
E(0.) ing should occur on the 0-3 and 1-4 transitions.
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Stimulated Brillouln Scattering Phase Conjugation
S. T. Amimoto and R. F W. Gross,

Aerophysics Laboratory

The role of space surveillance is undergoing rapid with the result that the mirror can be used to conjugate
expansion to reflect recent changes in U.S.-Soviet politi- extremely weak input signals.
cal relations, military incursions in the Middle East, and a The overall objective of this work is to study and
strong desire to monitor environmental changes or pollut- develop USCDs for surveillance applications. Three gen-
ants. Tb meet the challenge posed by these changes, we eral areas of research will be addressed:
are investigating a new class of ultrasensitive coherent * The study of a laboratory bench-top USCDas a func-
detectors (USCI)s) that will enable new missions that tion of parameters that affect its efficiency and con-
reflect these recent developments. These detectors have jugation ability; i.e., phase matching, bandwidth,
remarkable capabilities. In the future, we envision a spatial resolution, gain, and noise level. During the
space-based capability to look through clouds at optical past year, we emphasized the investigation of a
frequencies, to detect objects submersed in the seas, and FWBM without the laser amplifier and measured its
to detect and identify trace molecular constituents in the sensitivity, noise level, and spatial resolution. Stu-
atmosphere. The detector is also able to correct an image dies of the USCD have been postponed until the re-
distorted by its passage through an aberrating medium quired laser amplifiers now on order are delivered.
(i.e., turbulent atmosphere or poor optics) in a single pass * Investigation of a technique for single-pass image
on a time scale limited only by the speed of light. correction using FWBMs. A method that uses a spe-

The performance of these new detectors and the cial optical filter to isolate aberration informationfeasibility of these new missions are based on measure- was identified for further study [5]. The question of
ments performed by Pasmanik [1], who reported gains of how well correction may be effected will be an-
1012 [21, noise levels of one photon/pixel [3,41, and narrow swered by investigating the spatial resolution ability,
bandwidths of 30 to 700 MHz at 1060 nm. The capability of the field of regard, and the number of optical modes
this detector is limited only by its extremely narrow band- of the FWBM used in the corrective process.
width, which serves to exclude background noise, and the The use ue ine recti eos
low noise level comparable to it quantum-limited detec- * The use of nonlinear frequency mixing methods to
tor. provide frequency-agile tuning of the detector from

In this project, USCI)s under investigation are 200 to 12,000 nm. The fidelity and resolution of the
based on the use of laser amplifiers rods and a four-wave image are affected by phase matching bandwidths
Brillouin mirror (FWBM). 'ypically, USCDs would be determined by geometric and nonlinear crystal
used in a surveillance system to detect a scattered return choices. A goal is the measurement and develop.
of a whole or partial image that is produced by active illu- ment of theoretical limits that govern resolution
mination of a target. The FWBM is a dynamic mirror requirements for imaging in the frequency-agile
formed when three light beams, one of which is the signal tuners.
to be deter.ted, are temporally and spatially overlapped in Some experiments have been performed on a high-
a Brillouin medium to generate a fourth (return) beam. pressure methane FWBM to investigate the phase #-unju
Generally, a high pressure gas or a liquid may be used for gation performance of a FWBM with the experimental ar-
the Brillouin medium. The advantage of a FWBM is that rngement shown in Figure 1. These results will be pub-
the phasconjugation proicss ma) be made thresholdlcss lished in detail later. These results aie needed to guide
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Figure 1, Eperimental layout of a four-wave Brillouin miror BS to the rest of the signal beam train. The X/2 waveplate, thepola-
experinment. A single.frequency (mode) laser is used to provide itse rizer, and absorbing glass filters are tued to adjust the intensity ofthe
sigi 1 and pump beanu. 'rie major portion of the main laser beam signal beam. The signal beam passes through the V2 waveplate, the
passes through tle polarizer and traverses the F VBM. It is deflected Faraday rotator FR and the prism polarizer which are used to ensure
into the cell, SBS-2, and is returned to tise FWBM as a frequency- that only theproperlypolarized return from the FWBM is reflected by
shifted beam, pump 2. 7he X/4 waveplates on each end of FWBM the polarizer near tie detectors. The signal beam passes ihrougs tie
ensure that punip-. and ptinp-2 are circularly polarized in opposite polarizer near cell SBS-2 into tse FWBM, where is is reflected as a
polarizations to rduce noise leakage into the phase conjugate return phase-cori,.tgated return beam. Tis return beam is detected by
beam. Thse ininorportion ofthe main laser beam issplit offby tie use detectors A and B (which has a lens and pinhole aperture placed
of a X/2 waveplate and the polarizer P and is converted to i/e signal before it). The Strehl ratio is proportional to ile ratio of responses of
frequiency witht ite cell, SBS-1. It is diverted by the beam splitter detector B to detector A.

future experiments in which laser amplifiers will be added
to form the USCD. Although the experiment and its lay- t0o 4.. 0
out are complex, the physics of the FWBM can be ex-
plained in a simplified manner. A high-energy beam \ 0.9
(pump 1) and a frequency-shifted signal beam enter the
FWBM; the electric fields of the beams act on the mole- 3 Rsat
cules or atoms of the Brillouin medium by means of elec- / o 0 - 0.7
trostrictive forces to form an acoustic-wave interference cc 0

pattern. The high-energy pump beam traverses the cell_
and enters a stimulated Brillouin scattering (SBS) cell, 10 0.5
where it is phase-conjugated, converted to a slightly dif- i 0.11 ,
ferent frequency, and returned back into the FWBM. W
This returned second high-energy beam (pump 2) is used cc - 03
to read the acoustic interference pattern. The signal V_ 0.2
beam in this experiment is generated in another SBS cell, E = 0.06 J N • * 0.2
SBS-1, and the returned phase-conjugated beam is de- 01
tected by DET B. O0, 0

In the experiment, input (signal) and phase-conju- 10-10 10-9 10-8 10-7 10-6 10-5 10-4 10-3

gated (returned) energies are measured and the ratio SIGNAL ENERGY, E, (J)
(shown as reflectivity) is plotted for three values of pump
energy (Figure 2). The data inditate that the reflectivity i Fi eeis a, Sre/il ratios ofa tho e-baed FWBM.
constant over six orders of magnitude in signal intensity. Pup enegies L, were variedfron 0.06 0.171/pulse.
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As the pump intensity is increased, the gain or reflectivity through the aberrator before it is detected. Despite the
of the FWBM also increases. For large input signal ener- preliminary nature of the experiments, the results have
gy the amplification reaches a saturation value that pro- been highly encouraging. Resolution and phase correc-
duces a return beam of 1.8 mJ/pulse independent of the tion ability of a combined lens and FWBM are measured.
pump energy. As the pump energy is increased, the satu- Preliminary measurements using a standard resolution
ration level is reached at lower signal input levels due to target show that resolution is limited by the effective
higher gain from the larger pump level. As the signal in- f-number of the lens and by the Fresnel parameter of the
tensity is decreased, a limit is reached where the return Brillouin mirror. The Fresnel parameter, the ratio of the
beam energy is dominated by spontaneous Brillouin noise transvwrse extent of an image or imaging system divided
caused by scattering from thermal phonons in the by the resolution, is calculated using D*d/(X*L), where d
medium. Strehl ratio measurements, which are a mea- is the transverse extent of the image, D is the aperture of a
sure of the goodness of beam quality, are also shown in lens, X is the wavelength of light, and L is the length of the
Figure 2. (A beam of perfect beam quality has a Strehl gain medium or distance from the lens to image. Resolu-
ratio of 1.0.) Strehl ratios of 0.9 or more were observed tion of 30 im was observed using a 20-cm focal length
above 10- 9 J. When noise is equal to the return signal, the lens.
Strehl ratio is 0.5, a level at which the phase conjugation Experiments to test aberration correction using two
ability of the FWBM is degraded by the thermal noise. different aberrators have been performed. When a beam
From independent estimates of total noise [6] we can infer is passed through an aberrator and then phase-conjugated
the quantum efficiency (0.012) and the number of trans- upon reflection from the FWBM, the second pass through
verse spatial modes (67) that are related to the spatial res- the aberrator undoes the beam degradation, restoring the
olution of the FWBM. These measured noise-limited original image quality. Unaberrated and aberrated images
sensitivity and spatial resolution values would apply to a returned from the methane FWBM are shown in Figures
USCD using this methane-based FWBM. 4(a) and 4(b) for a double-pass experiment. The aberrator

Correction of aberrations in single-pass and two- was a resealable plastic bag used for storage. Differences
way pass configurations, as shown in Figure 3, have also due to the presence of the aberrator are not discernible,
been studied. Single pass refers to a configuration in which implies good correction. Correction of fog-induced
which the signal is passed through the aberrator into the abenations was also attempted using an ultrasonic hu-
FWBM, and the return beam is detected without passage midifier to produce a water aerosol cloud with average
through the same aberrator. The two-way pass refers to a particle diameter of 5 Aim, Figure 4(c). Calculations show
configuration in which the signal is passed through the that following a single pass of a whole beam through a
aberrator into the FWBM, and the return is sent back cloud, the transmitted beam experiences optical smooth-

ISBS. 2sSINGLE-

P U.MPI FWBM PUMP-2 =CAMERA

X/4 X,14 P DOUBLE-
PASS

ABERRATOR * CAMERAABRAO OR FOG ;

GENERATOR .

LASER X/2 / "\

X/2 TARGET BS,( RETURN
I S ~~~s .IT N B S ..... . ..........

ATTENIMAGE SIGNAL

Figure 3. 7This layout i similar to Figure 1, but has been modified to erator is placed midway between the beam splitter and lens. Pump.
a,,ept images. A resolution taiget is inserted just after the attenuator andpump-2 portions o, tlhe beam train are identical to those of Fig.
in the jignal beam train to investigate the phase conjugation of ure 1. The single-pass camera sees the phase-conjugated image
images. A lens luated near lte polarizcr bcth een ell SBS 2 and lte returned from the -'BM that has traversed the aberrator only on.e.
FIIBM (in the signal beant truin) is used to relay lte imtge of the The double-p,,s camera sees the phase-conjugated image returning
taeget into the FH'BM and to fuuj the return image to the CCD from the FWBM after it has passed back through the aberrator ur fog
cameras afterreflection by the beam splitter An aberratororfoggen- cell.
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l( (b)

() (d)

Figure 4. Conjugated images retuned from a FWBM based on plastic bag insetted near the imaging lens was used to aberrate the
methane. A standard Air Force resolution target was used in these image; (c) a double-pass image through a water aerosol cloud of
experiments to estimate image resolution. (a) Unaberrated target in a transmission 10"- (d) a single-pass image through the water cloud
double-pass configuration. 77e smallest triplet of lines is 14 line aerosol of transmission 10-2. The resolution target in (c) was inad.
pairs/mn; (b) the identical taget and condition as in (a), but a flat vertently placed upside-down relative to the others.

ing (averaging of optical path differences along the trans- deed, good double-pass images could be obtained down to
verse direction) but is attenuated by Mie scattering. This one-way cloud transmissions of 10-2, where total cloud
incoherently scattered beam is predominantly in the for- losses experienced by the signal and return beams were
ward direction but is several orders of magnitude smaller 10- 4. Single-pass detection through clouds was also suc-
than the coherently transmitted beam. They become cessfully observed for cloud transmission down to 10-2
approximately equal when the cloud transmission is 10- 7 . [Figure 4(d)]. These results imply that observation
This number is dependent on the geometry of the beam, through many types of clouds may be readily achieved at
the number and size of scatterers, and the observation optical frequencies. Up to now, the limit on how much
geometry. In general, the transverse resolution necessary attenuation can be handled by the FWBM based on the
to conjugate the incoherent beam is on the order of the coherent-to-incoherent content of the input signal beam
dimensions of the wavelength of light X, too high for has not been verified and will be further investigated.
successful conjugation in this limit. However, it is In summary, we have investigated a FWBM for use
expected that for the coherently transmitted beam, even in an ultrasensitive detector. The noise, reflectivity or
in the double-pass case, good imaging %Nill be possible. In- g,.in, quantum efficiency, and resolution capability were
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characterized. The phase conjugation ability of a FWBM 4. V. I. Bespalov, A. Z. Matveev, and G. A. Pasmanik,
using simple aberrators has been demonstrated. For a wa- "Limiting Sensitivity of a Stimulated-Brillouin-
ter aerosol cloud used as an aberrator, images of targets Scattering Amplifier and a Four-Wave Hypersonic
were successfully detected through optically thick clouds. Phase Conjugating Mirror," Izvestia Vyssh. Ucheb.
We will add the necessary laser amplifiers to convert the zaved. Radiofiz. 19, 1080 (1986).
FWBM into an ultrasensitive detector for study next year. 5. G. 0. Reynolds, D. E. Yansen, and J. L. Zucker-
A liquid Brillouin medium will likely be used to reduce man, "Time Varying Random Media Compensation
Brillouin noise further. Single-pass image correction and with Holography," in Developments in Holography, J.
frequency mixing methods will also be pursued in a paral- B. DeVelis and B. J. Thompson, eds., Proc. SPIE 25,
lel course when the new laser system is delivered. 183 (1971).

1. V. I. Bespalov and G. A. Pasmanik, "Nelineynaya Amimoto, S. T., R. W F. Gross, and L. Garman-DuVall,
Optika i Adaptivanyye Sistemy," (Nonlinear Optics "Phase Conjugation of Transient Pulses by a SBS
and Adaptive Systems) (in Russian), Moscow (1986). Oscillator-Amplifier System," Paper PD49, Confer-

2. N. F. Andreev et al. "Wave-front Inversion of Weak ence Proceedings, CLEO, Baltimore, 24-28 April
Optical Signal with a Large Reflection Coefficient," 1989.
JETP Lett. 32, 625 (1980). ., "Gain and Phase Conjugal .on Fidelity of

3. A. Z. Matveev, "Noise of Four-Wave Hypersonic a Four-Wave Brillouin Mirror Based on Methane.
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Instability Conditions," Soy. J. Quantum Electron. QDP36, Conference Proceedings, IQEC/CLEO
15, 783 (1985). '90, Anaheim, California, 21-25 May 1990.

Microparticle Linear and Nonlinear Optics
D. E. Masturzo and A. Pluchino,

Chemistry and Physics Laboratory

The fundamental objective of this project is to focused onto the particle. In our earlier arrangement, an
improve our understanding of the emissivity of aluminum upward-going beam was focused on the particle with a
oxide microparticles. The relevance of this objective to lens; the beam exited the levitator, and a concave mirror
the correct prediction of infrared signatures from alumi- refocused this light on the particle. Achieving upward and
nized solid propellant rockets has been discussed pre- downward beams of equal intensity with this system was
viously[l]. Significant progress has been made recently in difficult. The new arrangement ensures equal laser irra-
tt - development of our measurement system. diation from above and below. Confidence in the equality

Measurement of the emissivity of a single alumi- of upward and downward irradiances is important when
num oxide particle involves levitating the particle in an estimating total particle irradiance and when aligning the
evacuated chamber, heating it with a laser, shutting off beams on the particle using either photophoresis-induced
the laser, and observing the decay of the particie's thermal motion or observation of laser scatter by means of a
radiation with an InSb detector. From the thermal radi- HgCdTe detector. The installation of an electro-optic
ation decay curve, particle temperature and emissivity modulator in our C0 2/ laser cavity has further added to
values can be calculated. Critical to this type of measure- our control over the laser irradiation by enabling exposure
ment are control of the irradiating laser beam, the particle times ranging from microseconds to tens of seconds.
environment, and the particle stability both during and Particle environment is another concern in our
after pumpdown. For this reason, various improvements measurement. Pre iously, with the use of liquid nitrogen-
were made in the apparatus during the past )ear. cooled sorption pumps, the ultimate levitator chamber

Our new optical layout is shown in Figure 1. The pressure was in the mid 10-4rTorr range. The vacuum sys-
main improvement is the use of a coated zinc selenide tem has now been upgraded by the addition of a cryo-
beam splitter to divide the beam into two approximately pump, which allows pressures of about 2 x 10-5iTorr to
equal components that are then s)mmetrically lens- be achieved. This increased operating range provides the
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C02 LASER 7 ) Figure 1. Single-particle emissivity
measurement apparatus.

freedom to test for any pressure effects associated with damping of the particle by the surrounding gas decreases.
the emissivity measurement. In the 10- 4/Torr regime, particle damping is still evident,

During installation of the cryopump, the vacuum and a levitated particle on the order of 20 gm in diameter
system was redesigned to provide more control over rarely moves more than a diameter or so. In the 10- 5/Torr
pumpdown. At the same time, the levitator electronics regime, damping becomes less and less effective. If not
were changed so that the electtodynamic trap became well isolated from vibrations, the particle can oscillate
more symmetric and stable. With these improvements wildly, the swing of these oscillations increasing as the
came the ability to keep a single particle trapped during an pressure is reduced. In the worst observed cases, particle
entire pumpdown/irradiate/repressurize cycle. This abil- orbits have reached at least 2 mm in diameter. Such mo-
ity allows spring point measurements to be made before tion in and out of a tightly focused laser beam can result in
and after the particle has been irradiated. Spring point erratic heating. More important, the imaging of the par-
measurements are done at atmospheric pressure and ticle onto the InSb detector is currently 1:1, and the detec-
involve increasing the amplitude of the ac field in the levi- tor diameter is approximately 1 mm. If a wildly moving
tator until the particle trapping becomes unstable. By particle is successfully heated by the laser beam, observing
noting the dc voltage on the levitator endcaps and the ac the particle's thermal decay becomes difficult, since the
voltage and frequency on the levitator's center ring when radiating particle is not always in the detector field of
the instability occurs, one can calculate both the net view. An example of this behavior is shown in Figure 2,
charge on the particle and the particle size. In the past, where the thermal radiation signal from a carbon particle
particles had to be trapped by pulling them off the levita- is plotted versus time during a 500-ms exposure. This
tor walls while under vacuum. Under these circum- problem can be overcome by imaging a larger area onto
stances, no spring point measurement could be made, and the detector. Our present appioach is to take great care
particle size had to be determined using a microscope. during the pumpdown process not to disturb the particle.
The microscope measurements were difficult and pres- If a transient disturbance sets the particle in motion, it can
ented large uncertainties compared to the spring point be calmed by briefly increasing the pressure in the chain-
method. Although the fitting routine used to determine ber and then repumping. In most cases, such a procedure
the particle temperature and emissivity allows for some is successful up to the time that the particle is irradiated.
uncertainty in the particle size, a precise value should The second cause of particle motion is due to the
result in more accuracy in the calculations. A further particle changing its net chargt during irradiation. In all
benefit is that any significant si/e change in the particle experiments carried out so far, the trapped particles have
due to irradiation can be detected. had a net positive charge. Left in air, these particles will

As the apparatus has been improved, the problem naturally lose charge at a very slow rate, and, with infre-
of particle motion h-s become increasingly important. quent adjustment of the dc potential on the levitatoi end-
There are two types of particle motion that need to be caps, one can keep a particle trapped for days. Under
considered. One is that due to the loss of viscous damp- vacuum, the change in charge with time is even slower.
ing. As the pressure ,. the levitator is reduced, the viscous Howe% er, it is found that irradiating the partiLle either in
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air or vacuum with CO2 laser light of high enough inten- Note that equilibrium is never reached during the expo-
sity results in rapid charge change. As the particle is irra- sure and that the signal is much smaller than for the car-
diated, it is observed to lose positive charge and move bon particle. Figure 5 shows the barely visible thermal sig-
downward in the levitator; i.e., toward the positive end- nal from another aluminum oxide particle, with a radius of
cap. At low pressure, where there is little or no damping, 9.1 jim. One can understand qualitatively the differences
this motion is abrupt and usually results in the particle between the carbon and aluminum oxide signals. The car-
escaping the levitator. Similar charge loss during irradi- bon particle will approach equilibrium more quickly
ation has been reported by other investigators in the field because the product of its density and specific heat(i.e., its
[2,31. From their discussions and our observations, it thermal inertia) is smaller. Further, on the basis of room-
appears more likely that the change is due to the loss of temperature index of refraction data from the literature
positive charge from the particle rather than the gain of [4,5], Mie calculations at the CO2 laser wavelength show
negative charge from the environment. We are currently that the carbon particle's absorption cross section should
investigating this behavior in order to minimize its effects. be three or four times larger than that of the aluminum
This will allow us to obtain higher particle temperatures oxide particles. Finally, the carbon particle should show a
and thus expand the domain of our emissivity measure- higher emissivity in the wavelength region observed.
ments. However, it is another matter to explain the large differ-

The experimental apparatus has been used to make ence in signal between the two aluminum oxide particles.
the radiative decay measurements shown in Figures 3 Both particles came from the same sample bottle supplied
through 5. The measuiements are in the 1.3- to 5.5-gm by Tafa Industries. Both were about the same size, and
waveband. All three of the particles were on the order of Mie calculations yield room-temperature absorption
10 Am in radius and were exposed to an irradiance of - 26 cross sections for the first and second particles of - 97
W/cm2 for - 500 ms. Nonlinear least-squares fits of the jim 2 and - 77 jim 2, respectively. This small variation is
data are currently being performed, but a few preliminary certainly not enough to explain a factor of - 6 difference
observations can be made. Figure 3 shows the thermal sig- in peak signal. Perhaps what is indicated is the large varia-
nal from a carbon sphere of 9.6 Aim radius. Note that the tion in the radiative properties of the individual particles
signal levels off during the exposure, indicating that the in the sample under test. Figure 6 shows a scanning elec-
particle has reached equilibrium with the laser. The peak tron microscope image of some of the Tafa aluminum
temperature for the particle is estimated to be - 1000 K. oxide particles. Clearly, there are surface variations from
rigure 4 shows the thermal signal from an aluminum particle to particle; some are fairly smooth, others haxc
oxide sphere of 10 A.m radius under the same conditions. conioluted surfaces. Also found in the sample but not
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the larger scope of our experimental objectives, these re-
sults indicate that the apparatus has developed to a point
where it is now appropriate to pay serious attention to the
purity of the aluminum oxide particles under test. The
question of particle purity may also be relevant to the
problem of charge loss mentioned earlier. At the present
time, we are determining the maximum temperatures we
can achieve without the escape of the Tafa particles due to
charge loss. It will be interesting to see how these temper-
ature limits compare with those of aluminum oxide par-
ticles from other sources.

In summary, the major achievements in the single-
particle emissivity experiment involve control. We now
have the capability to control the particle during the vari-
ous phases of the experiment. Also, we can now control

figure 6. Stanning electron mi,roscope image of 74fa Induhtries the heating of the particle to the point that results are re-
aluminun wride particles used in erperimnent. producible and, when necessary, signal averaging can be

used.
shown are spheres that look like complex balls of string.
Further, under the microscope, some of the particles ap-
pear shiry, whereas others are dull. As discussed pre-
viously I l], the condition of the surface of the aluminum
oxide particle has an enormous effect on the particle's ra- 1. A. Pluchino, D. E. Masturzo, and D. E. Lake,
diating properties. It comes as no surprise, then, that the "Microparticle Linear and Nonlinear Optics,"
aduminum oxide particles from this sample would displty Aerospace Sponsored Research Summary Report,

,variations in emissivity. In order to characterize the radia- Scientific and Engineering Research, ATR-89(8498)- 1,
tive properties of the 'llfa particles, it may be more mean- The Aerospace Corp. (1 December 1989), p. 67.
ingful to determine the emissiitt distribution function 2. R. E. Spjut et al., "Elcctrodynamic Thermograi-
for the particles rather than a single emissi% it) Nalue. In metric Analyzcr," Rev Sci. Instrum. 57, 1604 (1986).
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High-Energy Laser Particle Interaction
D. W. Pack. A. Pluchino, and D. E. Lake.

Chemistry and Physics Laboratory

The potential use of high-power lasers for commu- enhanced stimulated Raman scattering relative to bulk
nication, remote sensing, and strategic defense has stimu- fluids. This may be understood qualitatively as enhance-
lated increased research in the nonlinear optics of the ment from the strong internal fields and many orders of
atmosphere. A great deal of work on atmospheric propa- total internal reflection in the droplet. The amplification
gation has been done on topics such as self focusing, air of SRS is exponential [31:
breakdown, and stimulated Raman scattering. Recently, l,(z) = I,(0) exp (g/z), (1)
more attention has been given to aerosols. Depending on
visibility, micron-size aerosol particles can be the single where 1, is the intensity of the Stokes shifted light,g is the
most important atmospheric component in determining Raman gain factor, I is the intensity of the incident laser
the state of a laser beam traversingan atmospheric path. radiation, and z is the interaction length. The cavity effect
At high-power levels, nonlinear effects become important of a spherical droplet increases I and z, resulting in signifi-
and give rise to a variety of detectable signals. Such phe- cant signal increases relative to bulk conditions.
nomena include plasma emission, multiorder stimulated Enhancement occurs when either the input (laser) or out-
Raman scattering (SRS), and stimulated Brillouin scatter- put (Raman) wavelengths match a mode resonance.
ing. In the Chemistry and Physics Laboratory, we have The Chemistry and Physics Laboratory has a long-
completed preliminary experiments on imaging and stu- standing effort in the levitation, trapping, and optical
died the power dependences of SRS and breakdown- study of small particles [41. This capability has recently
induced plasma emission in micron-size water aerosols. been expanded with the construction of pulsed sources of

A unique aspect of the study of nonlinear optics in micron-size aerosols to study volatile samples such as
liquid microdroplets is the effect of their restricted spheri- water microdroplets. The experimental apparatus in Fig-
cal geometry. Spherical droplets in the micron-size range ure 2 is used to study water aerosol-laser interactions.
(radius a -- laser wavelength X) act as high-Q optical cavi- The aerosol beam uses piezo-ceramic transducers to force
ties for visible light, with resonant modes referred to as a droplet through one of a set of interchangeable micron-
MD&s(morphology-dependent resonances)Il]. 'Tvocon- size orifices. The droplets emerge with a velocity of
ditions may occur when a laser interacts with a spherical approximately 200 cm/s. The size and number of the indi-
system. In the first case, Figure 1(a), the off-resonance vidual droplets per transducer pulse are determined by
case, the droplet acts as a lens, and internal intensity is the orifice diameter and the driving pulse voltage and
increased by a factor of about I(X). In the second case, Fig- duration. The de ice is similar to an ink-jet printer nozzle
ure l(b), the laser frequency is on resonance, and the 15-71. A pulsegencrator triggers the transducers and fires
internal field has man) peaks of comparable intensity Lon- the laser after a delay to synchronize the laser with the
fined near the circumference of the droplet. Both peak droplet train. Laser alignment and safe observation and
and average intensities are greatly increased, with impor- recording of images are aided by iewng the magnified
tint consequences for nonlinear opticdl bchatiot 12]. A image of the aerosol droplets and their emissions through
manifestation of these hligh-Q spherical modes is amicroscopeidcosystemprotectedbyanappropriatefil-
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Figure 1. The effect ofspherical ge- (a)
onety. (a) The internal field disti-
bution when the incident wave-
length does not correspond to an
MDR. The internal field is en-
hanced by - 100; (b) the case when
the incident wavelength does corre-
spond to an MDR. The internal
field is enhanced by factors between
-100 and W0. Thephotographsare
of SRS mapping out the regions of
high intensity in single water drop-
lets (a = 60 Ant) following excita-
tion by a single 7-ns, 532-nn laser
pulse. Resonant 532-nm laser scat-
ter is filtered out. In practice, Jbr
droplets in the tens rf microns size
range, the mode density is such that
a laser always overlaps broad, low.
Q resonances. Greater enhance-
ment occurs when the laser matches
a narrow, high-Q MDR. From
Ref 2. (b)

ter. A 35-mm camera is attached to the microscope to (radius). Figure 3 shows a stimulated Raman scattering
obtain photographs such as those in Figure 1. An addi- spectrum, centered at 650 nm, of a single water droplet of
tional aid to droplet-laser alignment is provided by proj- 60 ±m radius. Ab o shown in Figure 3 is the linear scatter-
ecting the laser on a weakly fluorescent screen after it ing signal of a c( ntinuous-wave HeNe laser (at 633 nm)
passes through the droplet. Thisarrangement provides an that intersects 100 droplets from the same beam train.
image of the overlap netween the beam area and the The Raman shift of approximately 3400 cm- 1 to the red of
microdroplet, allowing the beam to be centered accurate- the 532-nm exciting energy corresponds to one quantum
ly. In both the camera and projected views, radiation from of the v1 stretch vibration of 1-120. The 13 peaks in the
the YAG laser is synthronized with the pulsed droplets at spectrum result from the enhancement of the stimulated
10 Hz, producing a stroboscopic image. scattering at specific wavelengths within the wide sponta-

Our first experimental efforts ha~e focused on stu- neous Raman bandwidth, wavclengths that correspond to
dying the spectrum and power-dependent intensit) of morphological resonan-es of the apherical %ater droplets
stimulated Raman scattering and breakdown-induced [8). The contour of the band is roughly a con olution of
plasma emission with 532-nm light from the Q-sitched the broad spontaneous Raman spctrum of %atcr %kith the
Nd;YAG second harmonic. The first samples studied discrete morphological resonan-es obsercd in linear
were water aerosols in the size range of 20 to 65 Am scatteringand predicted by Nite theory [8]. From the reso-
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nant peak spacings, the microdroplets can be sized of incident laser photons. The range of values found is in
through the use of the approximate formula 11: agreement with the only published measurement,

tan-1(m 2 _ 1)1/.2 A2 ISRS/IS = 0.2 to 2.0% at 90 deg [9]. The intensity of the
= (A n - 1)/2 (2) SRS signal increases when the laser input matches a high-

n2 -1)'/2Q MDR. This makes the size stability of an aerosol source
The refractive index of water is m = 1.33 at 532 nm. From important when comparing averaged results from differ-
the 0.87-nm spacing AX of the peaks in Figure 3, a radius ent laboratories. '[he size stability of the Aerospace
of 63 Aim is calculated from Eq. (2) for the water droplet, source isat least 0.1% and often much better. Astudyof
in close agreement with microscopic measurements. the amount of variation in SRS intensity from input reso-

From the integrated intensities of the linearscatter- nance effects is coitinuing.
ing signal and the stimulated Raman scattering signal, and Figure 4 shows the effeLt of size on the water drop-
from knowledge of the relevant laser parameters such as let SRS spectrum for radii varying from 29 to 65 Mm. The
power and spot sie, a value can be calculated for the effi- smaller particles show more widely spaced morphological
ciency of SRS relative to linear scattering. For the data in resonances, as predicted by Mie theory. Sizes from Eq. (2)
Figure 3, the collection optics gather light at an angle of agree closely with optically measured ones. The spectrum
approximately 90 deg relative to the collinear I leNe and in Figure 4 of the a = 29 Am droplet shows two different
YAG laser beams. From several series of measurements mode orders appearing, both spaced by 1.96 nm. The
of water droplets of 60-Mm radius, 1SRS 11- = I to 6,, %as range of particle sizes for these particular four spectra wkas
found (ISRs and 11, are the integrated scattering signal obtained by ar)ing the impulse dri ing the transdui-cr on
intensities for SRS and linear scattering, respectikely.) the aerosol beam. At low transdu,.cr Noltages, only one
These Is contain all of the ph)sical parameters such as droplet per pulse is emitted. At higher voltages, the
Raman cross section. but are normaliied for the number stronger impulse produt-k. smaller satellite droplets in
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Figure 3. Linear and nonlinear laser scattering from 60 Wn radius 1.96 nm
water droplets. OMA spectrum from exposure to HeNe laser reso-
nant scattering at 633 nm from 100 droplets and Nd:YAG 532-nm
stimulated Raman scatter from a single droplet at approximately 650
nim. The 13 equally spaced peaks are from enhanced SRS at wave- a = 29 Pm
lengths corresponding to spherical cavity resonances.

addition to the larger primary one. Satellite droplets are 640 650 660
closely spaced but have sufficiently different velocities WAVELENGTH nm
that a focused laser beam triggered at varying time delays
can select them out individually. This technique provides Figure 4. 77te effect of changing droplet size on stimulated Raman
a new method to generate and size precisely controlled scattering spectra from single water droplets interacting with a single
multidroplet sprays. This method of generating and sizing 7-ns, 532-min laser pulse. a is the droplet radits. Spacings ofpeaks

individual particles and sprays could find use in combus- fiomn spherical cavity resonances are inverselyproportional to droplet

tion studies. size.

As laser power is increased above the SRS thrcsh- In 5(d), the laser intensity is - 8 GW/cm 2, SRS appears
old in water droplets, the intensity of the signal increases totally quenched, and the spectrum is dominated by con-
until, possibly, a saturation level is reached. At higher tinuum plasma emission. This quenching of SRS is attrib-
power densities, laser-induced breakdown occurs and uted to lowering of the Q-factor of the spherical cavity
generates a broad continuum spectrum. The continuum resonances from absorptive loss in the plasma region.
is from the recombination and radiative energy losses of Additional data are being collected to fully map out the
the laser-induced plasma. The breakdown process in- gain curve for SRS in water microdroplets.
volves initial multiphoton ionization followed by rapidly In the initial work reported here, we have measured
multiplying cascade ionization and subsequent laser heat- the efficiency of SRS relative to resonant scattering and
ing of the absorbing plasma [10]. A power study of this studied the emission from water droplets around the
progression from SRS to plasma emission in approximate- breakdown power threshold. The quenching of SRS from
ly 60 gim water droplets is shown in Figure 5. Spectrum (a) plasma formation within droplets has been observed. On-
shows SRS only at a power level of about 3.0 GW/cm 2. As going and planned experimental work includes the follow-
the droplets are pumped harder, Figure 5(b), 3.5 GW/ ing:
cm2, SRS intensity increases and more modes appear • The study of other types of samples, such as highly
around 642 nm. These are from a lower gain shoulder in concentrated sulfate solutions similar to sulfate
the hydrogen bond symmetric stretch region of water. In ceratds u
Figure 5(c), the breakdown threshold has been exceeded a ersols.
and the SRS intensity is decreasing ( - 6 GW/cm 2). As a • The measurement of higher-order Raman shifts,
point of reference, air breaks down at about 80 GW/cm 2. including anti-Stokes shifts.
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CHEMISTRY AND PHYSICS

Laser Surface Photolyzed Chemistry
H Helvajian, H -S. Kim, and L. H. Wiedeman,

Aerophysics Laboratory

Three years ago we succeeded in measuring the schematically in Figure 1. For simplicity, we have inte-
nascent photoejected kinetic energy distributions from grated both experimental facilities using an idealized
pulsed ultraviolet laser excitation of a crystalline silver experimental chamber. In reality, the ultrahigh vacuum
metal 11-2]. This was achieved by maintaining the laser apparatus incorporates a time-of-flight ([OF) mass spec-
fluence near the threshold for particle ejection, thereby trometcr and measures the nascent photoejected ions; -I
isolating, at the molecular level, the fundamental process quadrupole (QP) mass spectrometer mounted on the
in the laser/surface interaction. The data established for high-vacuum apparatus measures both neutrals and ions.
the first time that the threshold excitation proceeds not The TOF technique is well suited for the study of
through thermal initiation as previously believed, but by adsorbate ablation, since the measurement does not dis-
means of an electronic excitation in the solid. These turb the chemical composition of the target surface. An
results arc measurable only when the laser fluence is well Auger spectrometer, mounted near the TOF spectrome-
below the threshold for substrate evaporation and laser- ter, is used to characterize the surface. An additional dif-
induced plasma formation. Since that initial observation, ference between the two chambers is the sample holder.
we have observed similar phenomena in the threshold- The one installed in the ultrahigh vacuum chamber can be
fluence laser ablation of crystalline aluminum, copper heated (1173 K, max), the one in the high-vacuum cham-
(110), and polycrystalline YB1a2u30, +6 13-41. Our ber is designed for cooling only (10 K, min). Apart from
experimental results show that cationic species are these differences, both experimental arrangements are
ejected with high kinetic energy (KE) (3-10 eV), and that the same. Figure 1 also shows the pulsed lasers used in
the energy value is specific to the target atomic composi- these experiments. An excimer laser operating at 193,
tion. 248, and 351 nm wavelengths was used to photoablate the

This past year, we conducted experiments to deter- Perovskite YBa 2Cu3O + 6 ceramic; the third harmonic
mine the following: (355 nm) of a Nd:YAG laser was used in the Al (111)

- The effect of adsorbates on the laser ablation of oxi- threshold ablation studies. The excimer laser radiation is
dized Al ( 11i). randomly polarized, whereas that from the Nd:YAG laser

- The effect of'the YILI 2Cu3() . ,bulk target temper- is rotated to 3 polariation (electric field normal to the
ature on the photoejected species KI:. plane of incidence). The output from both lasers is spa-

- The anion (0-, O) KE distnrbution from the laser tially filtered to provide a uniform intensity distribution
on the target. In addition, a Raman cell is used to tempo-ablation of YIla2Cu 3 0, +6. rarily smooth the laser pulse through optical nonlinear

Only the results from the first two experiments are pres- mixing in 12 gas. The incident laser beam is focused (f =
ented here. 50 cm) on the target in the latter two experiments. The

'Two experimental facilities were used for studying laser fluence used in all the experiments is maintained at
the threshold-fluence laser ablation process. The first the threshold for product ejection. The measured thresh-
experiment was conducted in an ultrahigh vacuum (10 -10 old 'uence value is approximately 30 mJ/cm 2 for the
'lirr) apparatus. '[tie other two experiments were con- ads(,rbate/aluminum studies and 100 to 200 mJ/cm 2 for
ducted in a different apparatus, maintaining only high vac- the Y t13a2Cu 30 + 6 bulk target ablation.
uum (10- 9'lbrr). The experimental arrangement is shown
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Figure I. Experimental apparatus CRYOGENICSAMPLE
schematic integrating two facilities HOLDER EXCIMER
used in thresholdfluence laser abla- LASER
tion studies.

The photoablationofoxidized crystalline aluminum lower laser fluences, and for a room-temperature oxi-
displays a sharp threshold in the laser fluence for ion dized crystal, we measured the nascent ion KE distribu-
product formation. Figure 2 shows this result for the pho- tion of the substrate and the adsorbate species to be the
toejectcd Al + ions. If the data are fit to an equation of the same. Figure 3 shows a high-resolution TOF mass spec-
form Y = C*(ion signal) n, n :_ 6 is deduced. This result trum of the potassium (K +) adsorbate and the Al + sub-
identifies the photoejection process as a multiphoton strate ions. The upper scale represents the nascent pho-
absorption event requiring approximately 21 eV for AI+ toejected KE. The data show that, regardless of mass,
ion photoejection. Unlike the result from the silver target both ejected species have a mean KE, < KE >, of approxi-
experiment [1], the KE of the photoejected Al+ shows mately 4eV with a 3 ± 1 eV full width at half maximum.
two distinct distributions. Furthermore, these distribu- However, after a large number of laser shots, we mea-
tions appear at laser fluences that do not overlap. At the sured an abrupt increase (50%) in the laser fluences

required to eject Al + species. Also, the KE distribution
1579 1 1 1 1 measured for the substrate (Al+) species broadens

(< KE > 5-6 eV), whereas that for the adsorbates (K +,
0 0 Na+) remains the same. This result is shown in Figures 4

1263 - and 5. Figure 4 shows a 'TOF mass spectrum following
4 many laser shots. The data show that the Al + TOF distri-

0 bution is much broader than that of the adsorbates (K+
2 947 0- andNa + ). In Figure 5, the Al + 'TOF signal is plotted with

the calibrated energy axis. The broadening in the KE dis-
<" 8otribution relative to that shown in Figure 3 is apparent. In

z 631 - 0 addition, there is a distinct asymmetry to the Figure 5

0°o 'TOF shape. As a function of the laser shot number, two
' 0 0 aluminum ion KE distributions appear independently.

316 - 0 00 This discontinuous change in the monomer ion KE distri-
o 0 bution is shown in a contour plot representation (Figure

n'0 0o 6), which shows two 300 laser shot sequences, each plotted
5 8 11 14 17 20 as a function of the laser fluence. The contour plot basi-

LASER ENERGY, arbitrary unts cally displays a cut in the three-dimensional TOF mass
spectrum. The cross-sectional area shown in Figure 6 is a

l',1urt2 Dtpendtematuftl/kpItutu!'Lg uts.,t+iuniijgnalutltela- slice just abo e the noise amplitude le el and identifies
erfltiene near the threshold for prodLt fomlatiow 'Te 355 nni the arrival of the fastest and slowest ions for a partitular

wavelength laser was not focused Eachpoint isatn individual laser species. Figure btka) represents the data taken after the
shot.
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Figure 3. Sum of 300 TOF mass spectra of K+ contaminant and Figure4. Sum of 3OO 'OFiii iapectra taken wilth low inassresolu-
Al+ substrate ions ejected from an alinuhmn crystal suirface under tion. (a) Near threshold fluenme (1th = 30 ,niJcnj2 ), (b) above the
high mass resolution (10 ns/point digitization). The laserflu, nce initial threshold fluence.
was maintained near the threshold for product fornnation. the broadening in the ion KE distributions is a continuous

function of the laser fluence. In Figure 6(b), the laser

target was exposed to only a few thousand laser shots; fluenceisvariedoverarangeof40%,which, fora plasma-

Figure 6(b) shows the data after many thousand laser process, would have resulted in a measurable change in

shots with the surffice contaminant level educed signifi- the fastest ion TOF. The broad AI+ KE distribution (Fig.

cantly. In comparing Figures 6(a) and 6(b), the laser flu- ure 5) may be the result of a laser-induced Coulombic

ence in the transition region should be noted. Within this explosion process at the surface. This occurs by the photo-

laser fluence transition region, the data in 6(a) show the generation of excess surface charge, which reduces the

Al+ TO cross-sectional width to be the same as that Madelung potential and allows tl'e positive species ejec-

measured at the lower laser fluences. However, in 6(b), tion. At the present time we believe this enhancement in

nosignalappears. At higher laser fluences, a new channel excess surface charge to be due to the increase of crystal-

for Al + ablation appears with t larger variance in the line defects caused by the laser ablation process. Prelimi-
TOF arrival times relative to that measured in b£a). Fliis nary experimental evidence in this laboratoiy shows that,

broadening in the Al + TOF arrival time signals is not the after annealing the crystal, the measured AI+ KE distri-

result of an above-surface plasma acceleration process. butions revert to the narrow profile shown in Figure 3. We

This is c% dent in Figure 6(b), where the arrival time width are preparing a systematic stud) to identify the physical

does not appreciably change with increase in the laser flu- basis for the measured broad Al + KE distribution.

ence. In ail above-surface plasma acceleration process,
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PHOTOEJECTED ENERGY, eV We believe that the narrow KE distribution (Figure
201510 54321 0 3) is the result of a direct multiphoton excitation to excited

4000 electronic states of the adsorbate/substrate system. We
have measured a similar narrow ion KE distribution from
the ultraviolet laser ablation of a crystalline silver target.

3000 - 27A;+ In this experiment, the excitation energy correlated with a
core electronic state of the substrate. Also, our result is
comparable with those from ESD (electron stimulated

S2000- desorption) and PSD (photon stimulated desorption) stu-
dies, where high-KE ions with narrow KE distributions
have also been reported [5,6]. The mechanism for ESD

< and PSD is believed to be by means of electronic excita-
(n1000 tion of the adsorbate/substrate system. The results in this
z experiment confirm that, for laser fluences near ion prod-

0 uct formatiop thresholds, the ablation process ejects spe-
13.0 13.5 14.0 14.5 15.0 15.5 16,0 16.5 cies with high KE, which cannot be explained by the ther-

mal excitation mechanism. Our results further show that
TIME OF FLIGHT, ps surface oxidation and contamination do noy seem to inhib-

Figure5. Sum of 300 TOF mass spectra taken with highi mass reso- it the ejection of the high-KE ion species.
lution (IOns/point digitization). The laser fluence is at product for- Our experimerttal results sho, that, for both crys-
ination threshold (1 = 1.5 h'). talline (aluminum, copper, and silver) and polycrystalline

(Y1Ba2Cu3Ox +6) samples, we measure photoejected cat-
INCIDENT LASER ion species with high KE [1-4]. The mean KE for these
ENERGY0 02,5 30 species is in excess of 2 eV and cannot be explained by

300 __ 10 1 2 either a plasma acceleration or a thermionic emission
_mechanism. At present, there is no theory for explaining

250 - the photoejection of hyperkinetic energy species. In our
first experiment [1], we observed that the KE of the

200 27A+ ejected species corresponded to the free-electron metal
_o plasmon frequency of the silver substrate. Tb first order,

z 150 6eV the plasmon frequency, in centimeter-gram-seconds, is
=" 0 __,. -.... given by

-I-100 , = [4rn(T)e2/m] /2, (1)

where n(T) is the electron concentration in the conduc-
50 -b) tion band, T is the temperature, e is the electron charge,

and i is the electron mass. The free- electron plasmon
energy in silver is 9.0 eV [7], which agrees with the value
we measured for the mean Ag+ ion KE [1]. If the plas-

250 - o mon oscillations are somehow coupled to nuclear motion,
.. 21+ one should be able to observe a temperature dependence

200 A7 in the ion KE [Eq. (1)]. For pure metals, n(T) does not
o 6 eV change much with T; therefore, a weak temperature
z" io0 .. dependence of the ion KE would be expected. However,

for narrow band gap semiconductors or semimetals, there
- " is a strong temperature dependence of the carrierconcen-

tration. The YlBa2Cu3Ox+6 material is one such semi-
metal. Forx between 0.9 and 1.0, the compound has the

50 (a) orthorhombic (o) structure with superconducting proper-

. ties below 93 K. However, for x much less than 0.9, the
135 140 14.5 15.0 15.5 160 lattice structure converts to the tetragonal (t) form, which

TIME OF FLIGHT. ps acts more like a semiconductor. Figure 7 shows the
Figure 6. Contour plot representation of the Al + TOF mass spec- results of our temperature-dependence studies using sint-

tranm vs incident laserenergy. (a) 7'iget after intial thresholh laser ered Y 1I3a2Cu 30, +6 targets. Shown are two TOF mass

fl' 4'~iesturfaca cleaning, (b) after 10 Kshot ,tti laierfluente mun- spectra taken using 308-nm laser ablation of
tamned near threshold. Y1IBa2Cu 3Ox+ 6 at the target temperatures of 30 K and
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30,000 1 1 1 lap energy difference to be 80 cm- 1 for the
YlBa2Cu3Ox+6 semimetal. On comparison with our
data, the ratio of the maximum photoablated ion KE at 30

24,000 - K and 300 K is 1.4 [Rm.as = wp(T- 300 K)/wp(T = 30 K) =
*. 14 eV/10 eV]. The measured ratio (Rmeas = 1.4) is close
"" to that calculated (Rcalc = 1.3) by using Eqs. (1) and(2)." 18,00 '...T =30K=

S18,000". An additional comparison can be made with the published
T =300K values of the intrinsic carrier concentration measured by

C- ". the Hall effect. Karpe and co-workers [8] have measuredu 12,000-"
LU 12,00the carrier concentration [n(T)] for both the orthorhom-

". \300bic and tetragonal forms of Y1Ba2Cu3Ox + 6 as a function
6,000 - of temperature (90-300 K). Using their values for

oYtBa 2Cu 3,% + 6 and extrapolating their curve to T = 30

K yields a ratio [RK,rpc = wp(T - 300 K)/wp(T - 30 K)] of
0 1.6.
40 80 120 160 200 240 In summary, the ratio of our measured ion kinetic

TIME OF FLIGHT, s energies, taken at 30 K and 300 K, yields a value of 1.4.

Figure7 TOFnassspectraofphotoejectedCu speuesforthe bulk When the ratio of the plasmon energies is calculated at
YBa 2CujO,+targetteinperatwesof3OOand3OK TheTOFwas the two temperatures using a reasonable band overlap
taken with the quadnipole mass spectrometer configured for TOF energy, a value of 1.3 is obtained. When the carrier con-
detection. centration of Karpe and co-workers is used (extrapolated

to 30 K), a value of 1.6 is obtained. The results of Karpe
300 K. For both spectra, the laser fluence is maintained and co-workers and the precedingcalculation both predict
near the threshold for Cu + ejection. The data show that large changes in the plasmon energy, with the ratios sur-
there is a 4 eV change in the Cu + KE for a 22-meV prisingly close to our measured ratio of the maximum ion
change in the bulk target energy kT (where k is Boltz- KE. The fact that the results from our initial experiment
mann's constant). This strong temperature dependence also show a correlation between the measured Ag+ KE
in the ion KE cannot be due to optical excitaton differ- and the free-metal plasmon energy further supports our

ences resulting from hotband absorption. Our exper- hypothesis. We believe that the substrate charge carrier

dence of the photoejected-on KE distribution and, as density is involved in promoting nuclear motion during

shown in Figure 2 for the aluminum target, we also have the threshold-fluence laser ablation process. The mecha-
asurednism by which this nuclear motion is initiated may be

Yazud30 +6. Therefore, any ctmperature dpen- through the normal mode oscillations (plasmons) of the

dence in the initial electronic-state distribution is not free carrier density. We have not yet determined howthis

expected to strongly influence the access to different dis- coupling can be effected. A similar set of experiments is

sociative electronic states. We therefore believe that the being prepared using single-crystal semiconductors (ger-

large change measured in the ion KE cannot result from manium) where both (ef) and ES are well known.

the small changes in the initial and final state distribu-
tions However, the charge carrier density, in some semi-
metals and semiconductors, is strongly affected by a rela-
tively small change in the substrate temperature. The I. H. -telvajan and R. P. Welle, "Threshold Level
question is whether or not the measured maximum KE of Laser Photoabiation of Crystalline Silver: Ejected
the photoejected ions depends on the substrate carrier Ion Translational Energy Distributions," J. Chem.
concentration. It is possible to calculate the intrinsic Phys. 91, 2616 (1989).
carrier concentration n(T) if the Fermi energy ej and the 2. H. Helvajian and R. P. Welle, "Ejected Product En-
bandgap energy Eg between the valence and conduction ergy Distributions from Laser Ablated Solids,"
bands are known. The concentration of electrons in the Proc. Mater Res. Soc. Symp. 129, 359 (1989).
conduction band is given by 3. L. Wiedeman and H. lelvajian, "Ilreshold Level

11 (7) = f Dje)f,(e)de, (2) Laser Ablation of YiBa2Cu3O+ 6 at 351 nm, 248
f nm and 193 nm; Ejected Product Population and

where D (e) is the electron density of states, andf,(e) is the Kinetic Energy l)rstributions," Proc. Mater. Res. Soc.
Fermi-Dirac distribution function 171. Making a first-ord- Syrup. 191 (1990).
er calculation of n(T) and inserting the result in Eq. (1) 4. L. Wiedeman and H. Helvaian, "UV Tunable
yields the plasmon frequency [u,(T = 300 K)/,, (T = 30 Laser Ablation of Y113a 2Cu 30, +6: Changes in the
K)J ratio, I?-,/, of 1.3. We selected the (e. Eg) band over- Product Population and Kihetic Energy Distribu-
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5. M. L. Yu, "Observations of Positive and Negative 7. C. Kittel, Introduction to Solid State Physics, 5th ed.,
Oxygen Ions During Electron Bombardment of J. Wiley and Sons, New York (1976).
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Ultraviolet-Visible Plume Chemistry and Spectroscopy
R. F. Heidner, D. G. Sutton, R. B. Cohen, J. F. Bott,

J Steadman, J. B. Koffend, and J A. Syage,
Aerophysics Laboratory

Information on the processes that give rise to ultra- ume will typically be less than 1%. The weak absorption
violct-visible (UV-VIS) signatures supports critical Air demands a very stable light source and elimination of
Force missions involving surveillance, launch detection, noise sources. We have recently replaced our analog
and battle management, although the information has a detection system with a photon counting system and have
much wider audience. UV-VIS spectroscopy and radi- achieved the statistical photon noise limit. An example of
ation rate constants comprise vital inputs to plume pheno- a recorded VUV spectrum is shown in Figure 1 for NH3.
menology codes. Despite the pivotal role served by hydra- To our knowledge, this is the first single-photon VUV
zinc fuels for a broad range of space vehicle activities, the absorption spectrum recorded for a supersonic jet-cooled
collective body of known spectroscopic and chemical molecule 13]. We have also recorded spectra for CH 31 and
dynamic properties of these molecules is surprisingly NF3. The absorption cross section for N2H4 is sufficiently
sparse. The plume signature effort in the Aerophysics
Laboratory focuses on the elucidation of the complex 13 12 11 10 9 8 7 C(n)
chemical physics of the plume environment. I '__I___I____I___I___ - I

'[he emphasis, aring the past year was on the devel- 6 5 4 3 2 1 0(n)
opment of new molecular beam spectroscopic techniques
to improve our understanding of propellant spectroscopy AJand dissociation. "lbward this end, the spectroscopy and

dynamics of fuels such as ammonia (NH3), hydrazine
(N2H4), and substituted hydrazine [1,21 were studied by L L.,..
supersonic jet vacuum ultraviolet (VUV) spectroscopy 5 130 134 138 142
and by molecular beam multiphoton ionization (MPl)
spectroscopy. We are progressively developing the VUV
supersonic jet spectrometer to improve performarce and A A

enhance capabilities.
The objectives of the past year's work were to obtain

spectroscopic data to provide information on electronic B

states and geometries, and to provide the information
needed to undertake dynamical studies. The most chal- I -lenging experiments involving the VUV jet spectrometer. .. .. .. .... .. ... '..... ..

are direct absorption measurements. The difficulty arises 120 140 160 180 200 220

because of the low molecular densities (about 1016 mole- WAVELENGTH, nm
k.ules/h.m 3) and short p,tth length (-- I cm) in the jet. For- Figure 1 Supersonit-jet VUV absorption specinum of NH 7hte
small absorption ross ,cutions (e.g., - 10-I 91m2), tile uvedapping Cand ) branl/tar tpadedntheupperpurt a of
attcnu,ttion of the light beam irossing the absorbing vol- the figure to shot thew inhi4idual ,rnibratinal lines
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weak that we could not obtain reliable jet-cooled absorp- The recorded photoionization efficiency curves in Figure
tion spectra using our prototype apparatus. Instead, VUV 3 reveal a very sharp threshold for NH 3, but diffuse
spectra were recorded (Figure 2) for room-temperature- thresholds for the series of hydrazine molecules. This
hydrazine, methyl hydrazine (MMH), and unsymmetrical behavior is typical of molecules that have geometries that
dimethyl hydrazine (UDMH) reaching to energies (wave- are very different in their neutral and ionic forms. The
lengths) exceeding the ionization potential. Very distinct product chemiluminescence excitation spectrum of
spectra were recorded; however, the features were broad hydrazine was recorded and showed a strong onset at
for all three molecules. This contrasts with observations 145 nm. From energetic considerations, the fluorescing
for ammonia, which has well-resolved absorption lines, species must be a product other than the hydrogen atom,
even undef ambient conditions. The jet spectrometer is which has been invoked as the primary photoproduct at
undergoing a number of other improvements that will 193 nm [4,5]. Either N2H3 fluoresces or a different disso-
enhance sensitivity by more than an order of magnitude ciation mechanism occurs at higher energy. Electron.
and make possible the future recording of direct absorp- impact excitation has been shown to lead to chemilu-
tion spectra of weak absorbers such as the hydrazines. minescence in NH fragments [6,7].

The VUV jet spectrometer was configured for two A crossed electron-molecular beam mass spectrom-
other experiments: single-photon ionization, and product eter apparatus [8,9] was used to study the energy-depend-
chemiluminescence detection. Excellent sensitivity was ent single-collision electron ionization/dissociation of
obtained for the ionization threshold measurements lead- hydrazine. Dissociative ionization in the electron energy
ing to values for the vertical ionization potential of 8.70 range of 20 to 100 eV leads primarily to products of the
eV (hydrazine), 8.45 eV (MMH), and 8.11 eV (UI)MI). form N2H,, where values of n = 0 to 3 were formed in

nearly equal abundance.
In conclusion, we have developed a versatile VUV

supersonic-jet spectrometer capable of recording direct
UDMH absorption spectra, single-photon photoionization effi-

ciency curves, and product chemiluminescence excitation
spectra. Next year, we will focus on the study of unimolec-
ular photoreactions to establish the primary photodissoci-
ation pathways among the energetically likely candidates.

_ 1 1L_ . I 1 Previous investigators suggested that only the higher-en.
ergy hydrogen atom dissociation occurs by a collisionless

MMH m echanism; however, this work was conducted in a colli-
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Figure 2 Ambient temperature VUK absorption spectra of NHj, Fiare 3. Single-photon photoionizahion efficiency curves for jet-
hydrazine (N2H4), monomethyl hydrazine (MMII), and unsymmet- cooled NH, N,1 4, MM!!, and UDMH. Ionization thresholds are
ical dimethyl hydrazine (UDMH). given in electron volts.
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sional low-pressure cell [4,5]. We plan to validate the cor- 5. M. Arvis et al., "Isothermal Flash Photolysis of
rect mechanism by using the collisionless conditions of a Hydrazine," J. Phys. Chem. 78, 1356 (1974).
molecular beam. We will extend our understanding by 6. I. Tokue, A. Fujimaki, and T. Ito, "Formation and
measuring product branching ratios and state distribu- Internal Energy Distribution of the NH(A,c) Radi-
tions by nanosecond probing, and reaction rates by pico- cals by Electron-Impact Dissociation of Hydrazine
second probing. A new tunable source of far-ultraviolet and Methylamine," J. Phys. Chem. 88, 6250 (1984).
laser pulses and a scanning autotracking system have been 7. K. Fukui, 1. Fujita, and K. Kuwata, "Formation of
developed that will enable the convenient detection of the NH(Ac) Radicals by Electron Impact Near
hydrogen atoms resulting from anticipated hydrazine Threshold,"2 Phys. Chem. 81, 1252 (1977).
chemistry. This capability will complement our methods
for detecting other reactive intermediates such as OH, 8. J. A. Syage, "Measurements of Electron-Impact
NH, and NH 2. Ionization and Dissociation Cross Sections in a

Crossed Electron-Supersonic Molecular Beam,"
Chem. Phys. Lett. 143, 19 (1988); also,
ATR-88(8366)-l, The Aerospace Corp. (31 May
1988).
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N2D4at 93 n," ol. hys 62,129 (197).nance Ion Dissociation Spectroscopy of CH3 +

N2D4 at 193 nm," Mol. Phys. 62, 1297 (1987). Produced by Molecular Beam Electron-Impact Ion-
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Supersonic Jet Absorption Spectrometer," Appl.
Spectrosc. (in press). Bott, J. F., et al., Electronic Energy Transfer from N2 (A)

4. W. 0. Hawkins and P. L. Houston, "Hydrazine Pho- to NO, ATR-89(8438)-l, The Aerospace Corp. (15
tochemistry Induced by an ArF Laser," J Phys September 1989).
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Flame Front Kinetics
T. A. Spiglanin, J. A. Syage. and R. B. Cohen,

Aerophysics Laboratory

The microscopic details of the chemical and dynam- attempted ignition. These experiments must provide a
ical processes that produce ignition are important to the great deal of information on each attempted ignition,
future of high-performance rocket motors and airbreath- since averaging between separated ignition events may
ing engines. Although the literature is laden with reports blur or obscure important information. These measure-
on stationary flames, few detailed studies exist of the igni ments must meet two important goals: they must provide
tion and flame propagation processes [1-12]. A number information that can be immediately used to understand
of obstacles impede study on this subject, notably that the ignition so we may better optimize our combustion s)s-
time scale for observation is extremely short and repro- tems, and they must supply data critical to improving
ducibility from one event to another is poor due to the sta- theoretical modeling. In the process, we expect to fit a
tistical nature of the process. Theoretiadl studies are like- simple parametric ignition model to the results from our
wisc restriated, primarily by the innate complexity of the experiments. Although it is not as accurate or intuitive as
process, but also by an inLomplcte knolcdgc of all chem a comprehensi\ e computer simulation, the parametric
ical reaction rates that may be important o%er the wide model will allow us to predict important events such as
temperature range that encompasses ignition. ignition,'nonignition, a capability that is greatly needed.

As a result, we focus our efforts on making very Ver) few experimental studies have focused on the
dctailcd experimental measurcments of Spc1ieCb _onL n nitcros.opc dctails of ignition and flame formation rcuhlt
trations as a function of timc and spac folloming ing from point ignition, where energ is deposited into a
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small region of an otherwise cold gas mixture in a short state-of-the-art laser-based diagnostic techniques to
period of time [13-20]. Point ignition begins with the make specific, detailed measurements within the forming
deposition of energy into the gas, energy that can convert flame. The important aspects are presented here with
to heat, rupture chemical bonds, or ionize the gas. The reference to the diagram in Figure 1(a). The ignition
excited kernel of gas then begins to react, liberating more sequence begins with a pulse from a passively Q-switched
heat in the process by producing species that are chemi- Nd:YAG laser (the spark laser), radiating at 1024 nm. This
cally more stable than either the fuel or the oxidizer. The infrared pulse is expanded with a diverging spherical
immediate result of the reactions is an expansion of the quartz lens, then focused with a converging quartz lens to
flame kernel. Depending on the amount of energy depos- produce a small spark at the center of a flowing flammable
ited, the time to deposit the ignition energy, and the time gas mixture immediately above a sintered bronze burner
to ignition, energy may be lost from the region in the form assembly. Perpendicular to the direction of gas flow and
of a shock wave or may dissipate through conduction and to the direction of propagation of the spark laser, all-
diffusion. The kernel of hot gas will continue to react and quartz optics collect light from the plane containing the
to expand to a point where the flame will clearly form or spark, imaging this region onto the focal plane of our cus-
extinguish. Because the initial flame is relatively small, tomized charge-coupled device (CCD) camera system
the ratio of the initial surface area to the initial volume is (described later). At a selected time following the spark
greater than at any other time. The rate of heat lost from laser pulse, the probe laser fires. Its beam is formed into a
this region may be considered to scale with the surface sheet and directed along a path that eventually intersects
area, leading us to conclude that the greatest heat loss per the region where the spark had occurred, crossing as near
unit volume occurs during the early critical stages of igni- as possible to 180 deg relative to the spark laser beam.
tion. This beam illuminates the region of the spark and its

Our approach for studying flame formation and immediate surroundings for approximately 7 ns. The
propagation is based on pulsed-laser ignition and several fr quency of this probe laser is tuned to coincide exactly

Figure 1. Erperitnental arrange-
M~ent for planar laser-induced
fluorescence (PIF) imaging of
species in nascent flames follow-

Nd:YAG CAMERA IGNITION ing laser ignition (a) Key compo-
LASER TIMING CONTROL COMPUTER LASER nents of the system; (b) tie basic

S ELECTRONICS timing sequence. The delay
S CAEbetween the spark laser and the
CCD CAMERA probe laser can be continuously
IMAGE INTENSIFIER varied fromt 0 to 10 ins.DYEIMGINESFR

LASER IMAGING LENSES

ROBEr PUEIGNITION PULSE

CYLINDRICAL LENSES

BURNER
(a)

cco CAMERA EXPOSURE (0 1 s) L

SPARK LASER PULSE (7 ns)
II

INTENSIFIER PULSE (100-200 ns)

PROBE LASER PULSE (7 ns)

VARIABLE TIME DELAY
(b)

75



with a molecular or atomic absorption transition. If these Figure 2 shows a series of images of an igniting
selected molecules or atoms are present in the illumi- hydrogen/air mixture following laser-induced sparks
nated volume, they are excited by the laser pulse. As recorded at several times following the spark. These
these excited states decay by fluorescence, this emission is images are photographs of OH luminescence excited by
captured by the camera collection optics and recorded by the sheet of light from the probe laser, effectively slices
the CCD camera. The result is a 7-ns, species-specific through the three-dimensional developing flame. The
snapshot of the spark as it forms into a flame at a well- images point up several interesting effects of laser-ignited
specified time in its evolution. The all-important timing gases. Most notable is the nonspherical nature of the
that is used to capture data with this system is illustrated in exuansion. As early as 20 pts following the initial spark, the
Figure 1(b). forming flame front is approximately toroidal in shape,

The CCD camera system was dtveloped specifically expanding radially about the axis defined by the spark
to support this work. It uses a highly sensitive image laser beam, resulting in the image shown in Figure 2(b).
intensifier tube as the ultraviolet sensor, which doubles as Planar laser-induced fluorescence imaging of OH in
an electronic shutter. The intensifier tube pulses on to flames that develop following laser-induced sparks had
permit the flow of photoelectrons generated at the photo- been used only once before, by Seitzman, Paul, and Han-
sensitive surface through the image-quality electron mul- son at Stanford University, who observed similar struc-
tiplier system. When off, this intensifier tube very effec- ture in the development of a methane/air flame with sub-
tively blocks light from entering the camera system; when tIe differences [20]. First, the development of the flame
on it amplifies its intensity (measured in electron flux), in the direction toward the spark laser was less pro-
thus making extremely low-light exposures possible. nounced relative to the radial spreading of the nascent
Without the intensifier, the CCD camera itself would flame. Second, the time required to achieve the closure of
beincapable of producing these short-duration exposures the flame around the leading edge of the spark region
of the nascent flames. seen clearly in Figure 2(f) at 242 gs, required approxi-

Last year, we reported initial measurements made mately 1200 pts.
with this system. These measurements revealed the sys- The unique shape of the ignition kernel results
tern to be capable of amplifying the emission of a single from several effects. The initial toroidal expansion
photon to a level significantly above the background cur- appears likely to result from the shock of the laser-
rent generated within the CCD detector. We exper- induced spark that imparts initial momentum to the flame
imented with several optical designs for optimally collect- gases in the radial direction. Propagation of the flame in
ing emission and maintaining adequate image fidelity at the direction of the spark laser arises from some preheat-
the focal plane of the camera system. We then examined ing caused by the original ignition laser beam. We do not
in detail the nature of the laser-induced sparks we use know at this point whether this preheating is truly ther-
routinely as our ignition source. This information is vital mal, aided by radical production within the converging
both forplanning new experiments and for analyzingtheir ignition laser beam, or some other artifact of the laser-
results. induced plasma that started the flame. We then made a

The single most important achievement during this series of chemical kinetics calculations bsed on the
past year was the capability of making routine planar las- CHEMKIN [21-221 packages that clearly show that a
er-induced fluorescence (PLIF) measurements of the OH small difference in temperature between the front and
radical in evolving flame fronts. This is significant for sev- back of the ignition kernel can lead to significant differ-
eral reasons: ences in thermal ignition times.

" Our experiments effectively prove the performance We have also started a study of the ignition pro-
of the timing system and demonstrate dramatically cessesas a function of the fuel/oxidizer ratio. In thesestu-
the performance of the camera system. dies, the ratio of hydrogen fuel to the oxidizer/inert gas

" We determined limitations in the apparatus, particu- mixture is varied and PLIF images of the OH spatial dis-

larly in the timing mechanism that sets the time tribution are captured as a function of time following

delay between the two lasers, and can now plan mod- attempted laser-ignition. It is clear that the initial devel-

ifications for future generations of the experiments opment of the nascent flame that extinguishes spatially

to overcome these shortcomings. mimics the development of a nascent flame that at longer
times ignites, the principal differences being the intensity

i The OH radical is one of the more important radi- of the flame kernel as a function of time and the longer
cals in the formation and propagation ofahydrogen/ time behavior where dynamics attributable to the initial
air flame and is also a key species in reaction mecha- spark are less important and flame propagation dynamics
nisms for virtually all hydrocarbon combustion. Our itisct h a itr r oeiprat hs
ability to map relative concentrations of OH in itisct h a itr r oeiprat hs
abilito mafrlaive concentns exp ofure OH ine e studies are under way, but the results have shown that we
developiyg flames with a 10-ns exposure is therefore need to better control and measure both the intensity of
extremely important.
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the laser-induced spark and the flux of our probe laser 5. G. Kychakoff, R. K. Hanson, and R. D. Howe,
beam. We have identified solutions to our difficulties and "Simultaneous Multiple-Point Measurements of
are continuing to improve the techniques. OH in Combustion Gases Using Planar Laser-

Future studies will follow three well-defined paths: Induced Fluorescence," ibid., p. 1265.
" We will continue to study ignition of hydrogen/air 6. R. J. Cattolica and S. R. Vosen, "Two-Dimensional

mixtures and develop the diagnostic capabilities Measurements of the [OH] in a Constant Volume
required to spatially image H and 0 atoms. These Combustion Chamber," ibid., p. 1273.
species are key to almost all oxygen-sustained com- 7. J. A. Vanderhoff et al., "Raman and Fluorescence
bustion and are extremely important in the propaga- Spectroscopy in a Methane-Nitrous Oxide Laminar
tion of the flame front. The high concentration and Flame," ibid., p. 1299.
mobility of H atoms in a hydrogen-fueled flame is 8. K. Kohse-Hohinghaus, P. Koczar, and Th. Just,
believed responsible for its extraordinarily high "Absolute Concentration Measurements of OH in
velocity. These two species also happen to be very Low-Pressure Hydrogen-Oxygen, Methane-Oxy-
difficult to image using PLIF techniques and reuire gen, and Acetylene-Oxygen Flames," 21st Interna-
a somewhat different strategy involving two-photon tional Symposium on Combustion, Combustion Insti-
spectroscopy.tute, Pittsburgh (1986), p. 1719.

" We will concentrate on determining the flame initia-
tion and propagation dynamics for other fuels. 9. R. J. Hennessy, C. Robinson, and D. B. Smith, "A

These include methane and propane (candidates for Comparative Study of Methane and Ethane Flame
supersonic combustor fuels) and NHx-containing Chemistryby Experiment and Detailed Modelling,"
fuels that are used for satellite propulsion and some ibid., p. 761.
large boosters. 10. R. 0. Joklik, J. W. Daily, and W. J. Pitz, "Measure-

" We will also continue to study the dynamics of flame ments of CH Radical Coacentrations in an Acetyle-
formation, assuming the 100 gis time as the end of ne/Oxygen Flame and Comparisons to Modeling
the period where measurements are dominated by Calculations," ibid., p. 895.
the dynamics of spark formation. These studies will 11 .J. Bian, J. Vandooren, and P. J. Van Tigglen,
clarify the mechanism that leads to ignition and "Experimental Study of the Structure of an Ammo-
extinction of flames. nia-Oxygen Flame," ibid., p. 953.

We are also pursuing the laser-facilitated flame propaga- 12. L. R. Thorne et al., "Hydrocarbon/Nitric Oxide
tion implied by the growth of the flame kernel in the direc- Interactions in Low-Pressure Flames," ibid., p. 965.
tion of the spark laser beam. This growth, backed by our 13. G. Dixon-Lewis and I. G. Shepherd, "Some Aspects
chemical kinetics calculations, is strong evidence that a of Ignition by Localized Sources, and of Cylindrical
laser can greatly reduce the ignition time in flammable and Spherical Flames," 15th International Sympo-
gases. This technology has applications for future launch sium on Combustion, Combustion Institute, Pitts-
vehicle ignition processes and for the National Aerospace burgh (1974), p. 1483.
Plane, where flame holding at supersonic velocities is 14. R. Maly and M. Vogel, "Initiation and Propagation
extremely important. of Flame Fronts in Lean CH 4-Air Mixtures by

Three Models of the lgniition Spark," 17th Interna-
tional Symposium on Combustion, Combustion Insti-
tute, Pittsburgh (1978), p. 821.
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High-Resolution Chemical Dynamics
J. E. Pollard, L. K. Johnson. D. A. Uchtin, and R. B. Cohen,

Aerophysics Laboratory

The investigation of bimolecular reactive scattering the ion and neutral at Ecru < 3 eV. Net electron transfer
under single-collision conditions gives direct insight into (H2+ + H2 -. H2 + H2" ) is the major product channel
the forces that control chemical reactivity. Basic research for Ecrn 2 2 eV, and the cross section is not strongly
in this area is closely tied to progress in propulsion and dependent on collision energy. Collision-induced dissoci-
combustion science, atmosphericchemistry, and chemical ation (H2" + H2 ! H+ + H + H2) becomes a more
laser development. Scattering experiments can identify probable outcome than H3 formation at Ecm - 5 eV
whether a reaction proceeds by a direct mechanism or and is substantially enhanced by reactant vibrational exci-
through a long-lived intermediate, and whether it tation.
involves head-on or glancing collisions. Also revealed are The integral cross section for H2 + H2 -* H3 +

the effects of reactant translational and internal energy H has been measured previously using the guided-beam
and the distribution of energy release to the products. method for Ecru = 0.1 to 100 eV [1,2]. Experiments with

The ion-neutral reaction H2+ + 1-12 continues to crossed ion and neutral beams have recorded product
challenge the understanding of chemical dynamicists, due angular and energy distributions (relative differential
primarily to the participation of competing product chan- cross sections) for Ecru = 1-4 eV without reactant state
nels whose relative contributions are strongly dependent selection (31. The merged-beam method has been used to
on collision energy and on reactant vibrational excitation. measure absolute integral cross sections and axial energy
- + H., is of fundamental interest because of the distributions for Ecrn = 0.002 to 10 eV [4]. The experi-

opportunity for meaningful comparisons between experi- ments have been interpreted with a direct reaction mech-
ment and theory in a system where calculation of the anism that does not involve a long-lived complex. The
potential energy surface is tractable. The 1.72 eV exoerg- ne,tr-Langevin dependence of the cross section (ra
ic product channel, H2, + 1H2 -- H+ + H, predomi- Ecm 1/2) indicates that reaction occurs primarily at large
nates at center-of-mass translational energies (Eru) less impact parameter with no significant energy barrier. Sur-
than 2 eV. The process can occur either by protoa (H+ ) fact;-hopping trajectory calculations have been applied to
transfer or by atom (1-1) transfer, but proton transfer is electron transfer, to H3 formation, and to collision-
expected to be the more likely route due to the weaker induced dissociation in H* + H2 [5]. The results are gen-
bond energy of H (lDo = 2.65eV) compared with H2 (Do erally in good agreement with the measured integral cross

- 4.48 eV). Isotopic substitution experiments indicate sections, but a quantitative comparison with measured
that charge equilibration (by multiple electron transfers differential cross sections has been not been possible.
between H+ and -12) scrambles the original identities of Crossed-beam and merged-beam experiments tradition-
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ally rely on electron-bombardment ion sources that pro- 8
duce H+ in a broad distribution of vibrational states, / \
allowing for less definitive tests of theory. H ( 0

We have developed a technique to measure ion- 6
neutral differential cross sections (Figure 1) in which 7 H
vibrationally state-selected -I+ reactant ions are pro- H
duced within a collimated molecular beam by resonantly *< 4 '

enhanced multiphoton ionization of H2. The ions are
accelerated by a variable-angle impulsive electric field
and collide with neutral H2 molecules in the beam. Veloc- 2\ ,
ity distributions for the H+ product ions a'c de.termined (a)
from time of-arrival spectra with a q. adrupole mass spec-
trometer. Angular distributions are measured by rotating 0
the reactant ion velocity vector relative to the fixed axes of 0 1 2 3 4 5 6
the detector and neutral beam. The scattering data are RECOIL ENERGY, E, (eV)
transformed from the laboratory frame to the center-
of-mass frame for subsequent manipulation. Coverage of
product velocity space is sufficiently complete for the 8 r
results to be put on an absolute scale by normalizing to the
known integral cross sections [21. The ability to obtain dif- Hj(v = 0)
ferential cross sections for state-selected reactions by this 6 - H(=0
method is a significant advance in the field of experimen- 7 - - H+(v = 2) /

tal chemical dynamics.
Dv ring the past year, we investigated H+ + H2 - * < 4 , //

H+ + H at collision energies of Ecrn = 1.5, 2.3, 3.5, and
5.3 eVwith H+ in the vibrational states ' = 0, v = land
v = 2. Figures 2 and 3 show examples of the differential 2

(b)

0

MCP 0r/2

3H+ C m. ANGLE, 0 (rad)
Figure2. Differential cross section, measured with repect toprod.
uct recoil eneiwj and scattering angle for H + H 2 + -. H +
Ht at a collision en of = 2.3 eV 7Tte incident H+ velocity

OPMS vector is at 0 = 0; the incident H2 velocity vector is at 0 = 'it. Prod.
uct ions are described as forward scattered for the range

.... 0 < 0 < "rr!2 and backward scattered for the range w/2 5 0 < rt.

t ' Icross sections, dr IdEr and dcr dO, measured with respect
HE to product recoil energy Er and center of mass scattering

PULSEO angle 0.
VALVEH 2  The reaction cross section decreases with increasing

_ - / collision energy but is enhanced by HI vibrational excita-
tion. The recoil energy distribution is determined mainly
by the collision energy and to a lesscr extent by H + vibra-

LASER tion. The fraction of the available energy (total reactant
BEAM energy plus 1.72 eV exoergicity) that appears as product

t' inslation is in the range of 27 to 4 1/ for all cases stu-i igure 2 Schemtatic of t/e optparatus s/howing the laser beani andl died. Hence, the major portion of the available energy
molecular beanm intersecting at the center of the rotatng grid assem-

bly Reactant tons are detectea by a nacrochannel plate (MCP), and goes into product internal excitation, as is often observed
product tuns ar detected by a quadrupole mass spectrometer for exoergic reactions. In fact, at higher E,,,, we find evi-
(QPMS). E denotes the direction of the unpulsive elet fild. dence for product ions with internal energies substantially
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in good agreement with the predictions of surface-
hopping trajectory calculations [5]. An analysis of the

- complete data set and a quantitative comparison with
6- - H'(v = 2) theory are given in a paper to be published later.

7 2 A search for scattering resonances in the theoreti-
cally important endoergic reaction H" + He -- HeH

<4- /+ H [7] is now underway. This search involves measuring
the product ion velocity distribution at 0 = 0 and 0 = Tr as
a function of collision energy. If successful, the experi-

2- -ment will provide a uniquely sensitive probe of the poten-
tial energy surface for comparison with theory.
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Picosecond State-Specific Reaction Dynamics
J. A. Syage and J. Steadman,

Aerophysics Laboratory

One of the fundamental issues in chemical dynam- which shows time-dependent measurements of the paren"
ics is understanding how solvent molecules influence the ion signals. An important result that confirms the proton
properties of chemical reactions. This has traditionally transfer mechanism is the measurement of the kinetics of
been investigated by comparing the kinetics of gas phase formation of product, which is detected by monitoring the
reactions with that in solvents of varying viscosity [1-3]. protonated solvent signal in the mass spectrum. As illus-
Our approach in th;s work is to examine how a gas phase trated in Figure 2, the 60-ps time constant for decay of
reaction is modified by the stepwise addition of single sol- reactant is matched by the formation of product. The
vent molecules [4-9]. Important topics include learning product formation channel, quite interestingly, revealed a
how unimolecular and bimolecular gas phase reactions sequential double time dependence that can be explained
are influenced by stepwise solvation, or how large a sol- by a rapid (60 ps) proton transfer from phenol to the
vent shell must be to make a bulk solution phase reaction (NH 3 ) solvent cluster followed by a slower (0.3 ns) rear-
energetically favorable in a small cluster. Molecules rangcment of the solvent cluster about the proton; i.e.,
seeded in solvent clusters have great appeal because they rate of solvation. Finally, time-dependent measurements
represent an environment that is intermediate between of reactant phenol seeded in the less basic solvent clusters
the gas phase and the condensed phase. (CH 3OH), and (H20 show that no proton transfer

The most noteworthy achievement of the past year occurs for the same solvent sizes that reacted in (NH 3),
involves our success in obtaining picosecond measure- solvent [9].
ments of intermolecular reaction rates in molecular clus-
ters [5-91. The experiment is based on a two-pulse pico- ... ............. ....
second pump-probe sequence in which the first pulse
excites the cluster and initiates a chemical reaction, and
the second pulse, delayed in time, ionizes either reactant,
product, or reactive intermediate. The time evolution of n)4
each species of interest is obtained by scanning the pump- 0 n 4

probe delay time. 'rhe molecular clusters are forred in a
molecular beam expansion, and the ions are formed by
resonance-enhanced multiphoton ionization. The ion
masses are identified in a time-of-flight (I'OF) mass spec- _
trometer.

In one study, we chose as a prototype for excited- n 5

state proton transfer 110,11] the molecule phenol bonded
to a selected number (it = 1-20) of solvent molecules of
various basicity; e.g., NH 3, CH 3OH, 1120, N2H4, and n = 6
N(CH 3)3 [7-91. This model system forms the basis for
understanding the evolution of acid-base chemistry as we
systematically solvate a gas-phase reaction, one molecule n = 7
at atime, toapproach thecondensedphase. Ourworkhas , ,,, ,, , , , ,
revealed striking solvent-cluster effects that depend 0 200 doo 600
strongly on the cluster size and basicity. For the relatively TIME, ps
basic solvent NH 3 , we observed a striking onset to proton
transfer as %e increased the solvent cluster size. The Figure 1 Time-resolved measurements of reactant cluster

addition of a single solvent molecule from size n = 4 to ROH(NH3 ), as detected by the ion signal ROH(NH3 ),, withonset to reaction at n = 5 shown. The calculated curves, based on a
n = 5 increased the rate of proton transfer by at least two se mo ar ncludedho r cariy.
orders of magnitude to (60 ps)-1, as illustrated in Figure 1,
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species (Figure 3). The cluster dynamics and geometries
allow for sequential loss of CH3 radicals and substantial

0 caging of fragment I atoms and recombined 12 molecules.
H+(NH3)4  Loss of up to five CH3 radicals for cluster sizes n _> 8

00 o occurs within the 25-ps excitation pulse duration, as indi-
0 0 000 cated by the presence of ion signals such as 15(CH 3I) 3 +.

0 0 00The evidence suggests that the extensive demethylation
00 in the larger clusters is driven in part by the energy of

intracluster recombination of two CH 3 radicals and elimi-
_D nation of ethane [6].
CIn other developments, we have further refined our
o TOF low-mass filter technique for mass-selective ion and

0 cluster ion photodissociation studies. We have reportel
ROH(NH3)6  on the metastable dissociation of aniline cation in solvent

. '0) clusters and the photodissociation of methyl iodide clus-
0 0 CO ter ions and have presented a full description of the tech-

nique [5,8,13]. The importance of ion dissociation mea-
surements to the picosecond study of neutral cluster reac-

, . tions is illustrated in Figure 4 for (CH 3I), clusters. The
-100 0 100 200 300 400 electron-impact cluster mass spectrum in Figure 4(a)

TIME, ps shows ion fragment signals that occur exclusively by ion
dissociation mechanisms. In Figure 4(b), the TOF low-

Figure 2. Representative tracesfor reactant cluster ROH'(Ntl1),, as mass filter is activated to reject all noncluster species. In
detected by the ion signal ROH+(NH3)n, and product 4(c), subsequent resonant photodissociation of the cluster
RO"H+(NH3)., as detected by the ion signal H+(NH3),. with the ions reveals only van der Waals dissociation. Picosecond
same 65 ± 10 ps tine-constant for proton transfer shown, resonance-enhanced multiphoton ionization excitation of

In another picosecond molecular beam study, we (CH3I), through the dissociative A-state gives a distinctly

investigated the properties of free-radical chemistry in different mass spectrum in Figure 4(d). These additional

molecular clusters [6,81. Our system of choice was CH 3I signals can be unambiguously assigned to ionization of

clusters. With 266-nm excitation, a single molecule in the neutral products [8].

cluster undergoes very rapid (< 1 ps) dissociation [ 121 to In summary, we have made considerable progress in

produce very energetic (1-2 eV) and reactive methyl CH 3  developing methods toward gaining a better understand-
radicals. The partner iodine atom is formed at very low ing of the microscopic properties of chemical reactions as

kinetic energy due to the very different masses of the frag- they evolve from the gas phase to the condensed phase on

ments and therefore acts as a spectator on the short mea- a single molecule basis. The next series of experiments

surement time scales of the experiment. The hot methyl will probe the energy dependence of reaction for specific
radical, on the other hand, can induce a chain mechanism, cluster sizes in an effort to model the changes that occur

much like that encountered in combustion processes. in the potential energy surface by stepwise addition of sol-

Indeed, our picosecond measurements revealed very vent molecules. We hope that this effort will enable clas-

complex and rapid sequenti, chemistry in the clusters. sical chemistry to be understood on a more quantum

Short-lived reactive intermediates are evident by the mechanical level.

complex time-dependences measured for many fragment
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Mechanism of Diamond Film Growth
L. R. Martin,

Aerophysics Laboratory

The new field of diamond film synthesis at low pres- cursors for diamond film growth at low pressure, although
sures is continuing to develop with extraordinary speed. results also indicate that acetylene molecules will yield a
Some of the recent technological advances include het- small growth rate. We have further shown that nucleation
eroepitaxy of diamond on cubic boron nitride, and the pro- of the diamond microcrystals is inhibited by the presence
duction of carbon- 12 enriched diamonds. Ilomoepitax) of of oxygen-containing molecules. Since growth rates are
diamond on high-pressure diamond substrates was enhanced by oxygen-containing molecules, it appears that
achieved last year, but heteroepitaxy is believed to be nucleation and growth kin.-tics will have conflicting opti-
essential for the practical production of single-crystal mal conditions.
semiconducting devices. The carbon-12 enricl'od dia- Our experiments are carried out on the rudimenta-
monds were produced at General Electric by first making ry apparatus shown in Figure 1. A flowtube made entirely
enriched diamond films using a new low-pressure tech- of quartz is passivated to prevemt wall loss of atoms and
nique and then recrystallizing the diamonds at high pres- molecules. A hydrogen/argon gas mixture passes through
sure. This approach yielded approximately 1 carat gem a microwave discharge to generate hydrogen atoms in tht,
quality diamonds with a heat conductivity 50% higher flow. After going through a 90-degree bend to Keep out
than natural diamonds. Since natural diamonds have the most of the ultraiolet light, the flowing gas enters a tube
highest heat conductivity known -five times that of sil- furnace, where organic material is injected into the flow.
ver - this improN ement is Nery significant. Further purifi- Diamonds crystallize on single-crystal silicon sabstrates
cation of the carbon- 12 diamonds is expected to) ield e en near the point of injection and for a short distance down-
better performance. stream. Since the system is at uniform temperature and

Our own work has now shown conclusvely that flow speed, and since the chemistry is simplified, the s)s-
methyl radicals and hydrogen atoms are the essential pre- tem lends itself to computer modchng.
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The most important improvement in the apparatus as determined by Raman spectroscopy, is much superior
this past year was the addition of a probe for hydrogen [21 to the acetylene-deriveddiamonds. We believe that, in
atoms. This probe consists of two thermocouples, one the case of methane injection, the diamond comes from
shielded with a quartz thimble, the other wrapped with methyl radicals generated by the reaction of hydrogen
platinum wire. Hydrogen atom recombination on the atoms with the methane.
platinum wire produces a large temperature difference The results of a modeling study, conducted jointly
between the two thermocouples. By titrating the hydro- with S. J. Harris of General Motors Research Laborato-
gen atoms with nitrosyl chloride (NOCI), we have been ries, have increased our knowledge of this system. The
able to calibrate this detector and used it to measure stick- results show that secondary chemical reactions produce
ing coefficients for hydrogen atoms on quartz. silicon, and very little interference between the two experiments; i.e.,
diamond. These numbers are very useful for the model- very little acetylene is generated in the methane system
ing. The probe also contributed to our discovery of a prob- and very little methyl radical is generated in the acetylene
lem with the wall passivation in the microwave discharge system. Hence, we can say with confidence that the two
region; the elimination of this has tripled the diamond reactivities are very different. Also, the calculated con-
growth rate. centrations of the chemical species allow us to estimate

Since our apparatus keeps the organic material out heterogeneous reactivities for diamond formation. The
of the microwave plasma, and shields it from the ultravio- sticking coefficients are about 10-3 for methyl radical and
let light, it allows us to operate in a kinetic rather than a 10-5 for acetylene.
thermodynamic regime [11. In other words, the maximum The modeling results indicate further that the tem-
temperature seen by the the organic molecule is not so poral profile of diamond formation follows the product of
great that it decomposes into an equilibrium mixture of the hydrogen atom and the methyl radical concentrations.
carbon species. Rather, it retains its structural integrity, This result is consistent with the most recent theories of
and reaction kinetics govern the systeni's behavior. With the mechanism of diamond film growth.
this capability, we have been able to compare the reactiv- We have used our knowledge of the mechanism to
ity of different carbon-containing species directly, as design several new synthesis routes for diamond, includ-
shown in Figure 2, which shows the diamond growth rates ing methyl bromide and methyl alcohol as the organic
for methane injection and acetylene injection. Prior to reactants. Methyl alcohol appears to be particularly effi-
this work, theoretical calculations had indicated that acet- cient. We have also used molecules that decompose to
ylene was the most likely precursor for diamond forma- give methyl radical directly, rather than by reaction with
tion, and this view was widely accepted. It is clear from the hydrogen atoms. The most successful of these is biacetyl,
results of our studies that growth from methane injection (CH 3CO)2, which readily decomposes to methyl radicals
is about 10 times faster tha,- that for acetylene. We -,iso and carbon monoxide at the temperature of the tube
found that the quality of the methane-derived diamonds, furnace.
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1.0 I In conclusion, we believe that this past year's work
has been highly successful:0 0 4  Two key theories of diamond growth were tested and

SA-C 2 l found to be in error.
* * Information about nucleation of diamond was

10'1 - obtained that is distinct from the mechanism of
A growth.

A * • Our understanding of our apparatus was increased
0 •and its capabilities and performance greatly

improved.
*A* New synthetic methods for diamond were developed

A A based on the new mechanistic knowledge.
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Propulsion Diagnostics Program
S. W. Janson, R. P Welle, T. A. Spiglanin, and R. B. Cohen,

Aerophysics Laboratory

Advances in propulsion technology are needed to have been used since 1963 [1]. These methods have gen-
support cost-effective development of military and com- erally been limited to emission and absorption measure-
mercial space-based assets. The complexity and cost of ments using filters [2,3], spectrographs [1,41, and a scan-
modern satellites and their launch systems require that ning Fabry-Perot interferometer used for Doppler veloci-
the propulsion system used for orbit transfer, on-orbit metry [5]. These techniques have been used to measure
maneuvering, or stationkeeping, be mass efficient, power line-integrated electron densities, electron temperatures,
efficient, and have minimum impact on other satellite sys- and excited species number densities and velocities.
tems. Mass efficiency is characterized by the thruster's With the introduction of high-power pulsed tunable
specific impulse !s,, the ratio of thrust produced to propel- dye lasers, new diagnostic techniques are now available.
lant flow rate; power efficiency, or thrust efficiency, is Laser-induced fluorescence (LIF) and planar laser-
determined by the directed kinetic energy in the exhaust induced fluorescence (PLIF) have been used to measure
plume divided by the input energy. Conventional chemi- two-dimensional species resolved vibrational and rota-
cal thrusters are inherently power efficient, since thrust tional distributions v, for NO [6,7], OH [8.9], 02 [10,11],
power is produced by propellant chemical reactions, but CH [12,131, and NH [14,15] in flames. For probing high-
the I,,, is limited by the thermochemistry of the propel- density flows, where LIF techniques become difficult due
lants to a maximum of - 470 s for a well-designed hydro- to temperature-dependent quenching effects, coherent
gen/oxygen thruster. Electric thrusters use energy added anti-Stokes Raman spectroscopy (CARS) has been used
to a propellant stream from an external power source, [16]. After almost two decades of neglect, diagnostic
either a solar array or a nuclear reactor, to generate approaches and instrumentation available for electric
exhaust velocities that lead to 1,, between 500and 10,000s thruster development are beginning to match the state-
with power efficiency between 30 and 75%. The dramatic of-the.art in chemical thruster combustion diagnostics.
increase in specific impulse offered by electric propulsion The Aerorhysics Laboratory has already developed
enables larger payloads, increased maneuvering capabili- a mass/velocity analyzer (MVA) that is capable of measur-
ty, or increased lifetime on-station for existing and future ing, in real-time, the velocity distributions of up to six
satellite systems due to lower propellant mass require- masses (species), simultaneously, with a temporal resolu-
ments. tion of 20 gts 117]. We used this device to measure the

For an ideal thruster, the propellant chemical mass distributions and axial N2 velocity distributions in
energy plus any added energy is converted into directed the plume of a l-kW ammonia arcjet [ 18]. Although the
kinetic energy in the exhaust plume, antiparallel to the MVA measures the kinetic energy component of plume
thrust vector. In real thrusters, it fraction of this energy is species which in turn provides information on species
converted into internal energy and nonaxial velocity of translational temperatures and Math numbers, it cannot
the plume species, thereby reducing the energy available measure species internal energy distributions. Our focus
for thrust generation. By analying the species velocities is on the development and application of state-resolved
[ and internal energy present in the plume (i.e., the ion- diagnostic techniques, as well as techniques to character-
ization fraction, dissociation fractions, electronic state L, ize the electron component of these flows, to complement
distributions, and vibration-rotation v,,j distributions), the capabilities of the MVA.
the energy losses for a given thruster can be evaluated. Forplume flowfield studies, thrusters must be oper-
Our objective is to develop the species, velocity, and state- ated in a vacuum with pressures below 1 Ibrr and prefer-
resolved (V,E,,v,) diagnostic techniques necessary to ably below 10- 3 to 10- 4 lbrr, depending on the thruster
obtain a scientific and engineering understanding of and degree of full plume expansion required. Our overall
thruster operation. This microstopic characterization of experimental arrangement, based on our 2.4-ni diam x
thruster plumes can contribute to the development of 5.8-m long vacuum chamber and MVA, is shown schemat-
thrusters with improved performance, reliability, and ically in Figure 1. The vacuum pumping rate of our cham-
reduced potential foi contamination. The application of ber with all pumps functioning is sufficient to allow 1-kW
these advanced diagnostic techniques will also enable per- ammonia arcjet or 10-kW xenon ton engine operation at
formance and contamination codes to be validated and pressures below 5 x 10- 4 Torr. By relaxing the vacuum
improved with a minimum of ground test time, thereby requirement to I to 10-2 'Tbrr, our diagnostic techniques
expediting thruster development. may be extended to thrusters ranging from small bipropel-

Optical diagnostic techniques that can yield limited lant thrusters to 30-kW electrothermal thrusters.
species state-resolved (E,,v,,j) data for electric thrusters
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, (a)

AMMONIA NI3  (b)

300 350 400 450 500 550

WAVELENGTH, nm

ThL. first step toward determining the frozen-flow dominated by NH emission between 330 and 344 nm due
loss mechanisms for chemical and electric thrusters is the to A1I1 -+ X'7 - electronic transitions, but additional
measurement of optical emission spectra from the plume. struLture due to hydrogen Balmer emission at 434 and 486
We have obtained emission spectra for the near-ultravio- nm also exists in the simulated ammonia spectrum.
let through visible range from a 1 kW class ammonia arc- By moving the arcjet axially and obtaining emission
jet operating at a power level of 1.05 kW with a mass flow bpectra at a number of radial locations, we obtained two-
rate of 38 mg/s [191. The spectrum produced by a 13 dimensional images of the plume over selected wave-
N2/112 propellant mixture used to simulate ammonia is length ranges. Figure 3 is a contour plot of emission
shown in Figure 2(a), Figure 2(b) shows the equialent intensity integrated between 330 and 345 nm for arcjet
spectrum produced by neat ammonia. Both spectra are operation with simulated ammonia. The nozzle exit plane
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is at an axial distance of 0 mm, the contour lines are spaced
50 Ile apart in emission intensity, and the most intense emis-

sion occurs on axis 3 mm downstream of the nozzle.
Velocity measurements obtained with our MVA indicated
that exhaust velocities of- 5 km/s occur under these
operating conditions [ 18]. When combined with the 0.5 gs
lifetime of the A3rI state [20], the Ile emission decay dis-
tance should be 2.5 mm. Since the measured Ile emission
decay distance was 6 mm, active repopulation of the NH
A31I state must occur during plume expansion.

40 A high-resolution spectrum of the 330- to 344-nm
NH emission is shown in Figure 4. This rovibrational sig-
nature is due to the 0-0 and 1-1 bands of the NH A3rI -_+

X3y- system. The strong peak centered at 336 nm is the
0-0 Q branch, the smaller peak centered at 337.2 nm is the
1-1 Q branch, and the rotational bands to the right and left
of these peaks are the P and R branches, respectively.

Sufficient structure exists in Figure 4 to obtain a
lower bound on the rotational temperatures for the

30 A31- state of NH. Comparison of our spectra with pre-
viously published spectra reveals that our rotational tem-

E peratures, as determined by analysis of the Q-branch
E intensity distributions, are greater than 4300 K. We are

tjU, now developing software that calculates emission spectra
< as a function of rotational temperature to enable more ac-

curate temperature determinations.
< 'lb measure the electron temperature and density in

the plume, we used a Langmuir double probe on a two-
dimensional positioning system. A surface plot of plume

20 electron density for a 1-kW arcjet operatin~g with N2 as
propellant is shown in Figure 5. The measured electron
density peaked at 3 x 1010 cm- 3 at locations closest to the
nozzle and decayed in a roughly inverse square manner
with distance from the nozzle exit plane. Electron tem-
perature was nearly constant at 0.4 eV over this spatial
range, indicating that little collisional cooling occurs with-
in this plume.

Our objective is to determine the best techniques
10 for measuring the species-specific state-resolved number

densities of atomic, molecular, and charged species
throughout the plume flowfield. Active probing with LIF
or CARS is required in order to obtain vi,ji distributions in
the molecular ground electronic state. LIF is especially
well suited for determining atomic and molecular state
distributions in the low-density external plume, where
quenching interferences are minimized, whereas CARS,
a three-wave mixing process, isbest suited for the rovibra-
tional distribution measurement in high-density and high-

-6 -4 -2 0 2 4 6 luminosity regions.
RADIAL DISTANCE, mm From our emission data, we obtained excited-state

information on NH and N2, making these molecules
Figure 3, Emission contourifor the NH emission between 328 and prime candidates for our initial LIF testing. At the pres-
345 nim. 7e nozzle irit plane is at the arial distance of0 inn, and ent time, we are preparing a one-photon LIF experiment
the contour spacing is lie.
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ROVIBRATIONAL STRUCTURE DUE TO NH
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Figure 4. High-resolution spec- 0-i ki ll- -- --

trimn of NH emission from an 328 330 332 334 336 338 340 342 344
ammonia arcjet. WAVELENGTH, nm

that uses 337-nm radiation to excite ground-state NH
molecules to the A3I' state, which subsequently fluo-
resces back down to the ground state. Excitation of N2 out
of its ground state wil! be more challenging because of the
higher energies involved, which necessitate a two-photon
process.

Next year, we plan to optimize our diagnostic tech- -
niques for hydrogen arcjets, ammonia arcjets, xenon ion x
engines, krypton ion engines, and microwave thrusters.
Development of diagnostic techniques will continue, ,
based on emission spectroscopy, LIF, and Langmuir U , \ \
probes, with an emphasis on microcomputer-based data \ ' . ,
acquisition and processing to reduce the time required for I ,

complete thruster characterization. We will experiment 0 ' /
with CARS, mass-spectrometric techniques, and electron 2.7
beam fluorescence to determine which techniques are the "
most cost-effective for a given application. We will also . -

develop models of thrustei operation based on the -, - 62
improved database generated by our diagnostic experi- 8.7 4210 7 -- " 2 2 -

ments. From these models, improved thrusters may be 0107 o 02CO
-18 O

developed. 127 -3.8 ,

Figure 5. Plume electron density vs position for a nitrogen arcjet
operating at 0.8 kW with a mass flow rate of 42 megs.
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Reacting Flow Field Kinetics
N. Cohen and J. F. Bott,
Aerophysics Laboratory

Several current Air Force programs are affected by theories are not always adequate to predict how rate coef-
the chemistry and fluid dynamics of high-temperature ficients determined under such conditions will extrapo-
reacting flowfields. Tpical applications include (1) the late to the conditions of interest in reentry flowfields (for
hydrocarbon-oxygen thermochemistry and kinetics of which ion and neutral temperatures are generally equili-
combustors for both ground vehicles and advanced launch brated, but at very high values).
systems, (2) the high-temperature clean air (HTCA) This broad survey revealed that the five principal
re-entry flowfield associated with the national aerospace neutral species reactions in the N2-O2 system, NO -

plane (NASP), and (3) the hydrogen-air combustion N ++ N2 + 0 (1), 02 + N +-+ NO + 0 (2), 2N + M +-+ N2
chemistry (HAC) of a scramjet engine. + M (3), 20 + +- 02 + M (4), and N + 0 + M + NO +

This project's long-term objectives are M (5), required more detailed analysis, which was done in
" To survey existing reacting flowfield kinetics ,nodels. a separate report to be pub'.shed later. This critical study

revealed considerable scatter in the experimental record
* To reevaluate critically the required kinetic and for reaction (1): a factor of 1.8 at high temperatures

thermochemical parameters. (>2000 K), a factor of 5 at 700 K, and a factor of 3 at 300 K.
" To conduct exploratory calculations to identify criti- With such a database, an accurate temperature depen-

cal reactions and rate parameters. dence of kl is difficult to discern, and it was only with the
" To identify and execute appropriate experiments and support of transition state theory calculations that we had

calculations to provide the requisite data. any assurance of the temperature behavior of the rate
A major undertaking during the past year was a crit- coefficient. Reaction (2) seems to be much better estab-

ical and extensive review of the thermochemistry of lished; the scatter over the entire temperature range of
alkane and cycloalkane compounds [1]. The primary 300 to 5000 K is no worse than a factor of 2. The three
objective of the study was to survey, update, and extend three-body combination reactions (3-5) all exhibit large
semiempirical techniques for estimating fundamental scatter. Furthermore, in all cases the consensus of the
thermochemical properties (heat capacities, entropies, high-temperature studies (generally on the reaction in the
and enthalpies) for this large body of hydrocarbons. The reverse direction) is in poor accord with low-temperature
review describes important data sources and experimental measurements (on the reaction in the forward direction).
techniques, critiques the reliability of the database, and In some studies, early high-temperature measurements,
discusses in detail methods for calculating or estimating made in the presence of more than one third body M, were
thermochemical properties at temperatures from 298 to interpreted with an assumed, rather than deduced, tern-
1500 K for gaseous and liquid phase species that have not perature dependence, and this may account for some of
been studied in the laboratory. The compounds under the discrepancies. Similarly, it was often assumed that dif-
review (alkanes and cycloalkanes) include many hydrocar- ferent third bodies had the same temperature depen-
bons that are of interest as fuels and propellants, such as dences. All of these reactions deserve reinvestigation, if
methane, ethane, propane, butane, the octanes, and possible, under conditions where these questionable
cetane (hexadecane). In addition to being used as fuels by assumptions need not be made.
themselves, alkanes are among the major constituents of The second review consisted of an evaluation of 57
kerosene, diesel oil, and jet fuel. Hydrocarbon fuels are reactions of hydrogen and oxygen and their compcinds,
being used (or considered) for advanced launch systems. ions, and electronically ,xcited states. Rate coefficient

Two extensive kinetics data reviews were carried out expressions, with par:icular attention to the temperature
and published [2,3]. The first, a survey of HTCA kinetics, regime above 1000 K, were recommended. One consis-
evaluated 87 reactions involving nitrogen, ox)gen, their tent shortcoming noted was the absence of rate coeffi-
compounds, ions, and excited states, with recommended cient data for ion-molecule reactions above 300 K. This
rate coefficients tor each. Thib survey revealed that many can seriously impede modeling efforts at high tempera-
of the reactions have not been studied at sufficiently high tures because theoreticl models for predicting rates of
temperatures to provide a reliable database for all condi- such reactions are not ncarly so reliable as for reactions
tions likely to be of interkst in reentry flowfield applica- involving neutral species.
tions. In particular, many reactions inv olving ionic spCies In the course of evaluating teaction rate coeffi-
are studied at high electron temperatures of the ionh but Lents and endeavoring to previde best estimates for mod-
ambient kinetic temperatures of the neutral species, cling applications, it became apparent that there was a
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need for a simpl- method to predict the temperature National Bureau of Standards. The models included 76
dependence of a ratc .oefficient. It is common to express separate reactions (in both forward and reverse direc-
rate coefficients in a three-parameter modified Arrhenius tions). The calculations revealed that, at such high tem-
form, k(7) = A T exp(-B/T). The constant B is essential- peratures, the concentrations of ionic species and elec-
ly a measure of the energy barrier that must be sur- tronicolly excited states are considerable, illustrating the
mounted for the reaction to occur; it must be known accu- importance of these constituents in the overall chemistry.
rately, but is very difficult to calculate from first princi- Although the chemistry of the neutral ground-state
ples. However, it can be estimated from a measurement species (N2, 02, N, 0, and NO) is well-characterized up to
of the rate coefficient at a single temperature. Formerly, 3000 K, very little is known abc.tt ionic species chemistry,
it vis common to assume that the exponent n is 0 or, at and electronically excited-state chemistry is very poorly
most 1/2, (the latter is a consequence of simple hard- understood. These calculations illustrate the necessity of
sphere kinetic theory). For many purposes, particularly if sensitivity studies to establish which ionic and excited-
one is interested only in a small temperature range, it is state processes are important in determining species con-
sufficiently accurate to assume that n = 0. However, for centrations and affecting fluid-dynamic parameters.
combustion applications, or for the chemistry of a reentry A chemical kinetic bibliographic database was set
vehicle that can pass from the low tL:.aperatures of ambi- up for future application to this and other projects involv-
ent outer space to the high temperatures of an ablation- ing the use of kinetic data. The entries in the database are
induced boundary layer, the value of n can be critical. citations of articles in the current scientific literature that
Rate coefficients estimated at 2000 K can underpredict contain rate coefficient data for the several chemical sys-
actual values by an ord;r of magnitude if it is assumed that tems enumerated herein. The entries are indexed by
n = 0. A more detailed analysis was undertaken in order reagents, authors, and selected keywords. At present, the
to develop simple rules for predicting the value of n with database contains over 750 bibliographic entries from
greater accuracy than that of the earlier crude assump- 1986 to 1990.
tions. The results of this study were presented in techni- This past year was the third and final year of our
cal meetings and subsequentiy published [4]. It was found work on this project. Substantial progress was made on all
that n can be evaluated explicitly for each type of reaction of our major objectives related to the HTCA, the HAC,
(atom + diatom, diatom + linear polyatom ...) if the har- and the hydrocarbon-oxygen system. Less focus was given
monic oscillator-rigid free rotor approximation is valid for the other systems that were scheduled for similar investi-
the reagents and activated complex (the transitory inter- gation, in particular, hydrazine/UDMH/MMH chemical
mediate that separates reagents from products), and if the systems. The importance of these chemical systems to a
contribution from quantum mechanical tunneling is variety of Air Force programs suggests that the kinds of
small. When allowances are made for more realistic studiescarried out underthisprojectshouldbecontinued.
molecular pararr eters, n can be defined within a small
range of values. Various reaction types were examined,
and the range of n was computed for each one.

A preliminary survey of various computer codes for 1. N. Cohen and S. W Benson, "The Thermochemis-
chemical and fluid dynamic modeling presently available try of Alkanes and Cycloalkanes," The Chemisty of
in the Aerophysics Laboratory was conducted. A simple Alkanes and Cycloalkanes, S. Paai and Z. Rappo-
test case was run on both the CHEMKIN program, pon, .published) .
obtained from Sandia National Laboratories, and on the port, eds., Wiley (to be published).
Aerospace NEST (N-Element System) program. Agree- 2. N. Cohen, A Survey of High-Temperature Clean Air
ment between the two calculations was satisfactory except (N2-02) Kinetics, ATR-89(8412)-l, The Aerospace
for minor concentration species. On some of these, Corp. (15 September 1989).
CHEMKIN allowed conc-ntrations to go negative. 3. N. Cohen, A Brief Review of the Kinetics of H2-02

A series of constant-temperature calculations was Reactions, The Aerospace Corp. ATR-89(8412)-2
carried out to determine th,,- sensitivity of a model used by (15 September 1989).
Widhopf and Wang [5] to diflerences in the incorporated 4. N. Cohen, "Predicting the Preexponential Temper-
chemistry and kinetics. These sensitivity analysis calcula- ature Dependence of Bimolecular Metathesis
tions showed that reactions involved in plume radiation Reaction Rate Coefficients using Transition State
phenomena are particularly sensitive to uncertainties in Theory," Int. J. Chem. Kinet. 21, 909 (1989).
the database, and point out the need for more experimen- 5. G. F. Widhopf and J. C. T Wang, 'A TVD Finite-
tal data.Initial model calculations for reactions in the Volume Tchnique for Nonequilibrium ChemicallyHC syteat 10,000 calcaon 2 0 Krecarrsid ot Reacting Flows," paper 88-2711, AIAA Thermo-HTCA system at 10,000 and 20,000 K were carried out physics, Plasmadynamics, and Lasers Conference,
using the Acuchem code, a program suitable for use on an San Antonio June 1988.
IBM personal computer, recently obtained from the
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Foster, K. L., The Aerospace Thermodynamic Library

Tapes Data Generation Program and Maintenance

Cohen, N., Revised Group Additivity Values of Enthalpies Programs, ATR-89(8412)-l, The Aerospace Corp.

for Linear Alkanes and Alkyl Radicals, ATR-88 (1 March 1989).

(7073)-2, The Aerospace Corp. (15 June 1988). Vaghjiani, G. L., A. R. Ravishankara, and N. Cohen,

Cohen, N., and K. R. Westberg, Chemical Kinetic Data "Reactions of OH and OD with H20 2 and D202,"
Sheets For High- Temperature Chemical Reactions, Vol. J. Phys. Chem. 93, 7833 (1989).

HI, ATR-88(7073)-3, The Aerospace Corp. (14
November 1988).

Chemically Reacting Flows
J. C. T Wang and G. F Widhopf,

Vehicle and Control Systems Division

The overall objective of this project is to develop a species mass fractions and the conserved mixture flow
versatile three-dimensional viscous chemically reacting quantities (mass, momentum, and total energy), F and G
flow analysis tool for broad application to geometrically are vectors representing convective and diffusive flux of
complex problems of interest in space and launch vehicle these quantities, and S represents the time-rate of pro-
systems. During the first year of this work, an efficient duction of irdividual species due to chemical reactions as
and accurate numerical algorithm for solving general well as other source terms. These terms have been de-
multispecies chemically reacting inviscid flows was devel- tailed in previous reports [ 1-31 and are not repeated here.
oped and tested by simulating one-dimensional hyperson- A finite-volume numerical algorithm using general
ic shocked flows. The algorithm eliminated the chemical transformed grids was previously developed to solve these
stiffness introduced by multiple chemical time scales. equations, either in a time-consistent manner or by relax-
Strong shocks were accurately resolved in a few computa- ing the solution quickly to a steady state. Detailed
tional cells. During the second year, the work was descriptions of these numerical techniques are contained
extended to the solution of the viscous two-dimensional/ in [4-71.
axisymmetric time-dependent Navier-Stokes equations, During the past year, our work focused on optimiz-
including multispecies finite-rate chemical reactions. ing the implicit relaxation techniques and validating the
Solution of the viscous reacting flow over a spherical fore- numerical procedures by solving complex three-dimen-
body at Mach 29.5 demonstrated the accuracy and utility sional multibody viscous turbulent flow problems. The
of the numerical model. During the third year, the work primary example was the solution of the Mach 1.6 flow
was extended to three dimensions and to developing effi- over a Titan IV launch vehicle configuration (Figure 1).
cient implicit numerical techniques capable of obtaining Flow over the solid rocket motors interacts with that over
steady-state solutions that are orders of magnitude faster the core vehicle. Very complex flow patterns define the
than previous explicit schemes. Various three-dimension- flow and pressure environment in this region. Shocks
al inviscid solutions were obtained using the derived code formed in front of the solid rocket motor (SRM) nosetip
and compared to available data, which verified the solu- interact %ith the separated region behind the core boattail
tion technique. During the past year, the emphasis war on and, as a result of the three dimensionality of the geome-
extending the work to complex three-dimensional multi- try, the flow over the core, between the SRMs, becomes a
body viscous problems and to coupling the multicompon- spiraling .'ortex. This example was selected because of its
ent reacting chemistry into this final version. importance to Titan dynamic loads and because wind tun-

Tht, governing Navier-Stokes equations can be writ- nel pressure data are available that can be used to validate
ten in the form where U is the vector of the chemical the code results.

aU a(F1 + GI) a(F2 + G2) Because of the multibody three-dimensional con-
- + + figuration and the resulting complex flowfield, a large
at ax (1) number of cells were needed to obtain a proper numerical

a(F3 + G3) resolution. An innovative three-dimensional grid was
+ az - S designed by Dr. P. Than that consists of a highly stretched
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grid in all three spatial directions using approximately tions for the flow environment about a multibody expend-
370,000 cells. Because of this large number of cells and able launch vehicle. They will be described in detail in a
corresponding large computer memory requirements, the forthcoming report. The previously developed multicom-
Cray-2 at The Air Force Weapons Laboratory (AFWL) ponent :hemistry model has been incorporated into the
was needed to perform the calculations. The converged implicit three-dimensional line relaxation code and will
results are shown in Figure 1 in three orthogonal color be validated during the next year.
contour perspective views of the pressure environment. All of the past year's objectives were accomplished
Shown in Figure 2 are sample comparisons with wind tun- and the project is on schedule. These codes have already
nel test data to demonstrate the qcantitative accuracy of proved invaluable in solving a number of SRM and launch
the computation. It should be noted that these are the vehicle problems and are being used extensively through-
first available detailed three-dimensional viscous solu- out Aerospace.

TITAN IV.I
COMPUTATIONAL GRID

PRESSURE CONTOURS
MACH=1.6,AI PHA=0 "'
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Figure I The computled pressure field (normalized vith the free orthogonal views. Die newly developed imphut IVD code was used
stream pressure) about the depicted Titan IV ependable launch to obtain these results,
vehicle configuration at a Mach numnber of 1.6 is shown in three
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Figure 2. The computed nonalized pressure (p/pX) on the surface Similar comnpafsons are also depicted for the surface ofthe SRM, as
of the core section of the Titan IV, between the core and SRM and 90 indicated.
deg from this plane, is compared to wind tunnel ineasurements.
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18, 103 (1990). Finite Volume TVD Scheme for Steady State Solu-

6. G. F. Widhopf and J. C. T. Wang, 'A TVD Finite- tions of the 3-D Compressible Euler/Navier-Stokes

Volume Technique for Non-Equilibrium Chemical- Equations." Paper 90-1523, AIAA 21st Fluid

ly Reacting Flows," Paper 88-2711, AIAA Thermo- Dynamics, Plasma Dynamics and Lasers Confer-

physics, Plasmadynamics, and Lasers Conference, ence, Seattle, 18-20 June 1990.
San Antonio, June 1988.

Extended X-ray Absorption Fine Structure of Metal Dichalcogei ides
J. R. Lince, M. R Hilton, and J. L. Childs,

Chemistry and Physics Laboratory

Co-sputtering agents such as oxygen [1,2] and nickel resenting the local environment around the Ni and Mo
[3,4] can cause densification of sputter-deposited MoS2 atoms, respectively. Data reduction has been discussed
films. Under certain conditions, the doped films give con- elsewhere [2,51 but will be briefly described here. After
siderably longer wear lives for high-load applications such the absorption edge is removed from the data (only data
as gimbal bearings in satellite pointing-and-tracking 30 eV above the absorption edge and higher are used for
mechanisms. However, there is much confusion over the analysis), a smooth background is fitted to the data using a
role of the additives in these films, and no mechanism of spline-fitting technique. This background is subtiacted
densification has been determined. In addition, the from A, which is then divided by the x-ray absorption edgL,
effects of the dopants on nanostructure and local (short- height j±o to norrialize the data. The result is defined as
range) order have not been assessed. Consequently, film X. The X data are then multiplied by a factor k3 (k is the
pr~duction has been rather arbitrary with poor quality vavevector) to enhance the lower-amplitude oscillations
co atrol. at high k values and are plotted as a function of k (instead

In previous years, we conducted extended x-ray of energy). The resultant Ni-K EXAFS (or k'. X) for
absorption fine structure (EXAFS) and x-ray photoelec- the MoS2 (9% Ni) film is Ahown in Figure 1.
tror, soectroscopy (XPS) studies on sputter-deposited
MoS 2 f"lms [2]. Our results indicated that oxygen com- 10
monly becomes incorporated in these films (from small
amounts of background 02 and H20 in the sputtering 8
ambient), resulting in the production of a MoS2.xOx phase
(with the MoS2 crystal structure) coexisting with a rela- 6-
tively pure MoS2 phase The results illustrate the utility
of EXAFS in this area of materials science, since it can
probe shoct -range order, obtaining information on poorly k
crystalline phases within these films that would elude . 2-

other techniques [5]. 0
Recently, we extended these studies to MoS 2 films

that were co- sputtered with Ni, SbOx, and Au. In our sec- -2
ond and third experimental runs at the National Synchro- 41
tron Light Source (NSLS) at Brookhaven National Labo- -4
ratory, we concentrated on MoS 2 films co-sputtered with

9% and 3% Ni, and with SbO, (produced at Hohman Plat- -61 I I I

ing and Manufacturing) and two multilayer MoS 2 films 0 2 4 6 8 10 12 14 16 18

with layers separated by thin films of Ni and Au, respec- k, A

tively (produced at Ovonics, Inc.). The results of data Figurel. EXAFSforaNidoped(9%)sputter-dtpositedMoS2filh
analysis performed for the Hohman Ni-doped films are after removal of a smooth backgroundfiomn the raw data. The data
reported here. were taken at the Ni-K x-ray absorption edge at 8.3 keV photon

X-ray absorption spectra (i.e, plots of the x-ray energy. The data are plotted here vs the wavenumber k and are
absorption coefficient g± versus photon energy hij) were weighted by a faLtor of k in preparation for Founer analysis.

taken of the films for both the Ni-K and Mo-K edges, rep-
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The magnitude of the Fourier transform of the higher neighbors. This result is also sim.-Jar to that for a
EXAFS data is a qualitative radial distribution function sputter-deposited MoS 2 (3% Ni) film (data not repro-
(RDF). This RDF describes the local order around the duced here).
element whose absorption spectrum was taken. Results The RDF produced from the Mo-K x-ray absorp-
of our previous studies have shown that these plots, when tion spectrum of the sputter-deposited MoS2 (9% Ni) film
compared with those produced for appropriate standards is shown in Figure 3(b), together with one for a sputter-
(i.e., pure MoS2 and MoO 2 powders in the earlier study), deposited film that was not co-sputtered with Ni [Figure
can allow the identification of phases present in the films 3(a)] and one for a pure MoS2 powder standard [Figure
[2]. 3(c)]. XPS and x-ray diffraction results show that the films

The RDF for Ni in the MoS 2 (9% Ni) film is shown exist as small, somewhat disordered crystallites of
in Figure 2(b) and displays only one peak (nonzero data MoS 2-like phases whose lattice constants depend on oxy-
below 1.5 A are generally neglected in analysis, since this gen concentration [2]. Comparison of the RDF for the
is due to difficulties in background subtraction). In Figure pure MoS 2 film with the MoS2 standard [Figures 3(a) and
2, curves (a) and (c) represent similarly produced RDFs 3(c), respectively] indicates the presence of the two
for Ni and NiO powders, respectively. Comparison of the phases, MoS2.xOx and MoS 2. This is shown by tLe pres-
RDF for the MoS2 (9% Ni) film with that for the NiO ence of two Mo-Mo(1) distances in the RDF [Figure 3(a)]
powder indicates that the peak in Figure 2(b) represents for the film, the shorter one corresponding to the
an Ni-O bond. (The presence of oxygen in the film has MoS2.xOx phase.
been corroborated by XPS.) That the Ni in the MoS 2 (9% Comparison of Figures 3(a) and 3(b) indicates that
Ni) film is not in the elemental form is shown by compari- sputter-deposited MoS 2 films have similar short-range
son with the RDF for the Ni powder [Figure 2(a)], which order, regardless of the presence or absence of Ni in the
exhibits a first nearest-neighbor peak (representing the films. However, transmission electron microscopy (TEM)
Ni-Ni bond length) that is considcrably higher than for the shows that the microstructure of Ni-doped MoS2 films is
film. In addition, Ni bonding to S or Mo can be rulcd out, quite different than that for undoped films. Specifically,
since a Ni-S or Ni-Mo bond would occur in other loca- addition of Ni causes a large reduction in the crystallite
tions. The lack of additional peaks in Figure 2(b) indicates size (of either the MoS2 or MoS2.xO, phases) in the films,
that the Ni is present in a finely dispersed, amorphous resulting in a less porous film with a resultant increase in
form, and is probably present in particles only a few ang- density.
stroms in diameter, resultig in the lack of second and The Ni-K and Mo-K EXAFS results for the

Ni-doped MoS 2 films suggest that when Ni is co-sputtered
10,000 ------- with MoS 2, no reaction occurs between the Ni and the

Ni-N MoS2/MoS2.xOx phases. However, the Ni causes inter-
Ni-O NiO POWDER

: 8,000 ( M 5000C: '- Mo-Mo(l) '

0

z 6,000 (b) SPUTTERED MoS 2(90/o Ni) 2 4000
4:,000 - MoSrn

O 4,0 3000-
u,- m r-Ni ii~i 30r 00MoM(2)..
-- MoS 2 STANDARD

Z 0
0$2,000 W 2000

/Ni POWDER() Z (b) SPUTTERED MoS 2(9/o Ni)

0 L _ ..... < 1000
0 2 4 6 8 10 2

RADIAL DISTANCE, A (a) SPUTTERED MoS2
Figure 2. Radial distribution functions (RDFs) produced sy Fourier 2 4 6 8 10

transionnation ofEXAFS data at the Ni-K absorption edge Spectra RADIAL DISTANCE, A
arefor (a) a pure Ni standard, (b) the sputter-deposited MoS2 (9%
Ni) film, and (c) a pure NiO standard. The peak positions in the Figure3. Radial distribution functions (RDFs) produced tyFourier
cwve t.-currespond to interato,niL dirtan4es (minus a correction fac- transformation ofEXAFS data at the Mo-K absorption edge. Spec-
tor due to phase shift effect). The intensity below - 1.5 A is due to tra are for (a) an undoped sputter-deposited MoS2 (i.e., with both
tackgrouid subtraction effe, ti and does not represent interatomic MoS2., O andkMoS phayespresent), (b) the sputter-deposited MoS2
distances. (9% Ni) film, and (c) a pure MoS2 standard.
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ruption of crystallite growth of these phases, resulting in a ity in bond lengths between the two films confirms the
large size reduction and reorientation of the platelets in qualitative observations just discussed, that the MoS2-like
the films. The Ni probably affects this rearrangement by phases in the Ni-doped and undoped films have similar
forming a monolayer-thick nucleation barrier on the local orders.
edges of the growing crystallites. Although there is such a The MoS24.xOQ phase gave rise to a Mo-Mo(l) dis-
large change in the microstructure of 'he film, the local tance of - 2.78 A in each of the two films, the MoS 2 phase
order of the film does not change appreciably; hence, the gave rise to a Mo-Mo(l) distance of - 3.06 A in each of
basic lubricating MoS 2 crystal structure is preserved, the two films. The Mo-Mo(l) distance for the MoS2.xOx
During exposure of the film to the sputtering ambient or phase in the films is 12% smaller than for the pure MoS2
after exposure to atmosphere (or both), the Ni becomes standard. This considerable contraction of the crystal lat-
oxidized, giving rise to the Ni-O bond length observed in tice in the (1 0 0) and (11 0) (or edgeplane) directions has
the Ni-K EXAFS. been discussed previously in terms of the molecular orbit-

Although the RDF gives a qualitative picture of the al (MO) structure of MoS 2 [6]. Briefly, the higher electro-
phases present in the film, significant errors can result negativity of 0, as compared with S, causes removal of
from attempts to determine the bond lengths in these electron density from the Mo atom, resulting in lower
phases simply by measuring where the peak maxima electrostatic repulsion between Mo atoms and contrac-
occur. This difficulty arises because the Fourier trans- tion in that direction in the lattice.
form (FT) of the EXAFS data has both real and imaginary A surprising result is that the Mo-Mo(l) distance
parts, whereas the RDF represents only the magnitude of for the MoS2 phase in the films is actually - 3% smaller
the complex transform. One way of overcoming this diffi- than for the MoS 2 standard. This small contraction may
culty is to perform a least-squares (LS) fit of the data to be caused by the presence of S vacancy defects in this
the theoretical EX:\FS X (k) equation. In practice, R can phase. There is some support for this interpretation, since
be determined with .- 9.02.A accuracy. We have per- the MO model discussed previously indicates that lattice
formed a preliminary fit of the first- and second-shell contraction in the edge plane directions can occur for S
Mo-K EXAFS and the Ni-K EXAFS to give values for vacancies in addition to 0 substitution [6].
RMO-S, RMO4!O, and RNi-O; the results are given in In summary, EXAFS has been used to investigate
Thble 1. the effect of adding Ni during growth of sputter-deposited

MoS2 films. Because EXAFS is a local, or short-range
Table 1. EXAFS Fitting Results for Sputter-Depositea order probe, it provides information on these films that

MoS2 Filmsa other techniques cannot. Specifically, it was shown that
Material RMo.S, A RMo.mo, A RNI.o. A Ni did not form a compound with the MoS2-like phases

within the film, but formed very finely dispersed Ni that
Sputtered 2.32 2.79 became oxidized during growth and after exposure to
MoS2 atmosphere (or both). The ability of Ni to cause such a

3.08 large reduction in crystallite size is probably due to its
Sputtered 2.32 2.77 2.07 action as a nucleation barrier to growing MoS2.xOx and

MoS 2 (9%Ni) MoS2 crystallites in the film, whereas the retention of the

3.04 lubricating properties of the film is due to the unreactivity
of Ni with these MoS 2-like phases.

Standards: Continuing studies will involve more detailed LS
MoS 2  2.41 3.16 fitting of the EXAFS spectra to determine if two Mo-S

NiO 2.08 bond lengths can be deconvoluted from the data, or even
I I_ if the Mo-O bond length (from the MoS2.xOx phase) can

aUncertainty in R values is - - 0.02 A be separated from the Mo-S peak. The LS analysis will
also be applied to prcvious EXAFS data taken for a num-

Two coordination ',ells were used in the LS fit to ber of samples that were sputter-deposited at our labora-
simulate the two Mo-Mo(l) distances in each of the tory and at several other laboratories [2]. The overall
phases MoS2.xO and MoS 2 in the sputter-deposited objective is to determine if a systematic correlation can be
films. For these preiiminary calculations, only one coordi- developed between the bond lengths, the chemical com-
nation shell was used to fit the Mo-S peak in the FT mag- position (as determined by XPS). the long-range order (as
nitude. Even though the presence of two phases might determined by x-ray diffraction), and the micro-/nanos-
give rise to two slightly different Mo-S bond lengths, the tructure (as determined by transmission electron micros-
difference in these lengths is expected to be much smaller copy) in the doped and undoped films so that this informa-
than for the Mo-Mo(l) distances. In general, the similar- tion can be used ultimately to interpret film performance.
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Ab Initio Calculations of Solid Lubricants
T B. Stewart,

Chemistry and Physics Laboratory

Metal dichalcogenides such as molybdenum disul- 2H • MoS2
fide are becoming an important class of compounds for
use as solid lubricants for spacecraft applications. The
electronic structure and chemical bonding of transition T
metal dichalcogenides are fundamentally important to an E
understanding of the properties of these materials as they I
relate to their use as solid lubricants. These compounds Ci
are of interest because of their unusual chemical struc- -
ture, which consists of atomic sandwiches stacked in layers I
with transition-metal atoms between two layers of chalco-
gen atoms (Figure 1). A qualitative model in which
molecular orbital description of the electronic structureOf MoS2, for example, has been proposed to explain the [[0.

source of its lubricating properties and the difference in k '00 1/ Ij;-
the properties of MoS 6 and NbSe 2 [1]. This model sug-
gests that the energy and occupancy of the transition-me- (010)
tal 4d orbitals are responsible for the inherent difference
in the lubricating properties of MoS 2 and NbSe2. The for-
mer is considered a good lubricant because of a filled 4d
orbital which leads to a repulsive interaction between lay- ,M
ers; the latter is an abrasive because of a partially filled 4d
orbital, which leads to a bonding interaction between lay- OS
ers (Figure 2).

Experimental studies by means of valence level Figure I. Crystal stncture of 2H-MoS, with primay crystallograph-
photoelectron spectroscopy (VLPS) and electron energy ic directions and dimensions shown.
loss spectroscopy (EELS) have been made to determine
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Figure 2. Influence of d orbitals i ite stnictres and lubrication
properties of MoS., and NbSe.,.

the electronic structure of MoS 2 and the nature of the The size and complexity of these calculations are
atomic orbitals involved in bonding that gives rise to lubri- determined by the number of electrons in the cluster. For
cant performance. The exact assignment has not yet been example, in the case of MoS6, there are 146 electrons that
made. Ab initio calculations were undertaken to deter- must be considered in order to do an all-electron calcula-
mine the electronic structure of MoS2, make quantitative tion for this cluster. This number of electrons is too large
atomic orbital assignments to the molecular orbitals, and for most computers; therefore, the size is reduced to a
correlate the computed orbital energies to experimental 58-electron problem by using effective core potentials to
measurements. A knowledge of the electronic structure replace the Is. 2s, 3s, and 3p core electrons on molybde-
will allow prediction of the effect that structural and num and Is, 2s, and 2p electrons on sulfur. Such replace-
chemical modifications such as doping or intercalation ments are considered valid because the chemistry of
will have on lubricant performance and will enable design atoms occurs mainly with the valance electrons, which for
of solid lubricants for particular applications. These cal- these calculations are the 4s, 4p, 5s, and 4d electrons on
culations were done in collaboration with Dr. N. W. molybdenum and 3s and 3p on sulfur, The effective core
Winter at the Lawrence Livermore National Laboratory. potentials and Gaussian analytical functions used to

The approach consisted of carrying out Hartree- describe the valence atomic orbitals were taken from La-
Fock self-consistent field (SCF) calculations on the John and co-workers [2] and Pacios and Christiansen [3].
moiety MoS6 (Figure 3). The essence of the Hartree-Fock The energy assignments, atomic orbital contribu-
approximation is to replace the complicated N electron- tions to the molecular orbitals of MoS 2, and the electron
electron repulsion problem in the cluster by a one-elec- densities of the atoms have been computed for the moiety
tron problem in which the energy of one electron is solved MoS6 . The results of the Hartree-Fock calculations are
in the presence of an average field vIIFproduced by N-i displayed in Figure 4, an energy-level diagram for the van-
electrons. This average potential depends on the spin or- ous molecular orbitals. In Table 1, the orbital energies
bitals of the other N-I electrons and must be solved itera- and the Mulliken population analysis are given for
tively. This iteration procedure is called the self-consistent selected molecular orbitals that have prominent bands in
field method. EELS and the VLPS of MoS 2. The Mulliken population
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tion perpendicular to the molybdenum plane of the crystal
and directed between the sulfur atoms (Figure 3). This
observation agrees with the result of an x-ray photoelec-
tron spectroscopy (XPS) study of MoS2 by Haycock, Urch,
and Wiech [5], who found that the Mo 4d character is ex-
tensively present in the sulfur 3p band, and that the sulfur
3p character is present in the tight Mo 4d orbital. This
result disagrees, however, with a resonance photoemis-
sion study of MoS 2 by Lince and Didizulis [6], who found
that a, is composed primarily of one of the molybdenum
4d orbitals with no contributions from the sulfur 3p orbit-
al. The disagreement may result from the inadequate
description of the MoS 2 crystal by the MoS 6 cluster. This
point will be covered later. The next peak at 5.5 eV of aj
symmetry is mainly S 3p with some contributions from Mo
4p and 5p atomic orbitals, The peak at 6.5 eV is assigned to
e',which is composed of S 3p and Mo 4d, and Mo (4p + 5p)

o wooatomic orbitals. The 7.4 eV peak is assigned to e,, and
0 0o consists of S 3p and Mo 4d atomic orbitals. Our assign-

ments of the el and e,, peaks are the reverse of the pub-
lished assignments [4]. The peak at 8.6 eV is a and con-
sists of Mo 4d and S 3p atomic orbitals. The results of the
calculation do show some Mo Sp contributions to the 5.5
and 6.5 cV peaks in the photoelectron spectrum. Evi-
dence for such contributions from the Mo 5p has been

Figure3. Moiety MoS6 clusterusedforcalculations with theprinci- observed in the valence level photoelectron spectra of
pal Mo 4d atomic orbitals shown. MoS 2.

The calculated orbital energies appear to agree
is obtained from the solution to the Hartree-Fock calcula- more closely with EELS measdrements. This is not sur-
tions, from which one obtains a set of molecular orbitals prising when one considers that EELS measures the
that is used to determine the electron density of the atoms molecular orbital energies by scattering electrons off the
hi the cluster and the atomic orbital contributions to the surface atoms and exciting electronic transitions of these
molecular orbitals. The orbital energies are referenced to orbitals. The surface atoms are in an environment much
the Fcrmi Level, which is composed of sulfur 3p orbitals. ike the MoS 6 cluster approximation. The XPS measure-

A comparison of the theoretical and experimental ments, however, are detecting photoelectrons from atoms
excitation energies from VLPS and EELS measurements in the bulk, which are a few atoms belov, the surface and
for the molecular orbitals of MoS2 is given in 'Tble 2. The are exposed to a different electrostatic !nvironment.
correlation diagram for the band assignments is shown in The results of the calculation place formal charges
Figure 5. of + 0.4 and -1.3 on the molybdenum and sulfur atoms,

The calculation shows fair agreement between the respectively. The presence of the -1.3 charge on the sul-
theoretical results and experimentally measured excita- fur atoms in positions in the crystal lattice would lead to a
tion energies; however, the position of the sulfur 3p orbit- large repulsive interaction between sandwich layers and,
al as the highest occupied molecular orbital does not in concert with the repulsive interactions of the Mo 4d
agree with previous assumptions [4], which place one non- orbitals, provide low shear strength between layers.
bonding molybdenum 4d atomic orbital as the highest The results of the calculations produce too large an
occupied molecular orbital. electron density c n the molybdenum atom. The problem

Using the MoS 6 results, one can make definitive arises from electrons being transferred from the sulfur
assignments of the observed contributions. The highest atoms to the molybdenum atom. Although the computed
a' molecular orbital at 2.7 eV (2.5 eV, VLPS; 3.5 eV, orbital energies are in agreement with experiment, the
EELS) is composed of sulfur 3p and molybdenum 4d excessive charge on the molybdenum atom and the
atomic orbitals. The calculations do show that the sulfur reduced S 3p orbital population indicate that the S 3p
3p is a major contributor to the highest a1 molecular orbitals are not being propeily coordinated in this cluster
orbital with significant molybdenum 4d contribution. This model.
particular molybdenum 4d orbital is oriented in a direc-

104



0" Table 1. Computed Molecular Orbital Energies and Mulliken
Population Analysis for MoS6

Orbital-2 Molecular Energy, Mulliken Population Analysis with
a; Orbital eV Atomic Orbital Character

a; -2.7 63% S 3p + 37% Mo 4d-4 -- a,

e a2  -5.5 82% S 3p + 18% Mo (4p and 5p)

-6- a;6 70% S 3p + 27% Mo 4de' el 6.
-6_ e -6.5+ 3% Mo (4p + 5p)

el, e"t -7. 59% S 3p - 3% S 3S
8 e+ 37% Mo 4d

a -8.6 55% Mo 4d -,. 45% S 3

-10 - Table2. Theoretical and Expeimental Excitation Energies

M. 0. VLPS, eV EELS, eV Theory, eV
-12- a, 2.5 3.5 2.7

a" 3.8 5.3 5.5
-14

el 5.1 6.5

e" 5.8 7.5 7.4
-16

a, 7.1 8.5 8.6

-18- electrons. Further work must be done to vary the point
e charges and refine the Madelung potential and determine
at 3 the effect on populations and orbital energies in the clus-

-20- ter.
a1  The ab initio calculations of MoS6 have been com-

pleted and have produced an energy correlation diagram
-22- for MoS 2. Orbital energies have been calculated that are

in reasonably good f.greement with the experimental
measurements. The tesults of the calculation show con-
siderable mixing of the 33p and Mo 4d atomic orbitals and
that the highest molecular oibital in the XPS measure-
ments is of a, symmetry. The computed regative charge
on the sulfur atoms and the fact that the highest-energy-

Figure 4 Molecular orbital energy le'els for the moiety MoS. occupied molecular orbital has some Mo 4d character
would give rise to a repulsive interaction between sulfur

An effort was made to stabilize the 3p electrons on atoms on adjacent layers, thus enhanced lubricity. ''he
the sulfur atom by placing a lattice consisting of 42 Mo + 4 calculations do, however, place an excessive electron pop-
and 56 S - 2 point charges to approximate a Madelung ulation on the molybdenum atom, and placement of the
potential around the MoS 6 cluster (Figure 6). The results sulfur 3p orbital as the highest occupied molecular orbital
produced an excessive amount of electron density on the does not agree with published assignments. It is believed
molybdenum atom. The problem arises from the exces- that this is due to the incomplete coordination of sulfur 3p
sive repulsive interaction between the unbound sulfur 3p orbitals in the MoS6 cluster approximation. Calculations
electrons in the cl .ster and the -2 negative charge at posi- are in progress in which the sulfur 3p orbitals are formally
tion of the sulfur ions in the adjacent layers. This repul- bonded to molybdenum atoms in a M0 7S6 cluster. The
sive interaction is forcing electrons from the S 3p orbitals results from the MoS 6 cluster are being used to assist this
into the Mo 4d and higher-energy 5s and 5p atomic orbit- phase of the calculations.
als. The presence of the Mo + 4 point charge in the same
plane as the cluster is not enough to stabilize the sulfur 3p
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Scanning Tunneling Microscope Studies of Nickel Oxyhydroxides
A. H. Zimmerman, M. V. Ouinzio, and N. A. Ives.

Chemistry and Physics Laboratory

The development of the scanning tunneling micro- extremely high resolution because the electron tunneling
scope (STM) within the past 5 years has made it possible current is extraordinarily sensitive to distance variations
for the first time to routinely obtain images of surfaces on the order of sev.ral angstroms or less; i.e., atomic
with a resolution equal to or better than the sizes of the dimensions. Because the STM measures electron tunnel-
individual atoms making up the surface. In the STM ing current from the surface, it actually measures the den.
method, a fine metal tip is allowed to approach the surface sity of electrons available for conduction at the surface.
being imaged. The electron tunneling current that flows Thus, assuming that the surface is conductive, the STM
between the surfal-e and the metal tip is monitored as the senses the electron clouds around each of the atoms that
tip is scanned across the surface. The method is capable of make up the surface.
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In recent years, STM has been widely used to
examine the structure of highly ordered surfaces such as A
single crystals at the atomic level or to examine the mor-
phology of solid surfaces with a resolution much better
than is attainable by means of scanning electron microsco- IF
py or other methods. The use of STM for studying the -
poorly ordered surfaces typically found for many oxides,
particularly at the atomic level, has generally been more
6ifficult. A major objective of this project is to evaluate K .
the capability of STM to provide atomic-level structural
data for oxyhydroxide compounds of nickel. These corn- ,
pounds, when properly duped with foreign elements, have
technical applications ranging from battery electrode
materials to clectrochromic ele.,cnts. Initial STM stu-
dies of these materials are reported here for pure nickel
oxyhydroxides. An additional future objective is to use
STM to evaluate the electronic and structural mecha-
nisms by which commonly used dopants alter the charac-
teristics of the oxyhydroxides.

Nickel oxyhydroxide compounds, which are the 5A
energy storage materials used in nickel electrodes for bat-
tery cells, tend to have only short-range crystallinity. In
addition, they are typically nonstoichiometric compounds.
able to accommodate. wide ranges of nickel oxidation
states and intercalated components within a single crys-
talline habit. Atomic-level imaging of these materials
offers promise for direct observation of defect structures,
grain sizes, and variations in electronic density either at
localized charge transfer sites or delocalized through indi-
vidual crystal grains. Correlation of the local structural
characteristics with the electrochemical performance of
these materials should provide major advances in under-
standing how they work most effectively in battery elec-
trodes, as wcll as general data for modeling the relation- Figure 1. STM image of bare nickel substrate covered with native
ships between solid-state structure and electrochemical aide at atomic resolution. Lattice image is consistent with a

activity. strained nickel aride layer.

Nickel oxyhydroxide samples were prepared as thin Regions of high electron density (such as atoms) are light;
films oi, both single-crystal (11) and polycrystalline nick. regions of low electron density are dark. To our knowl-
el metal surfaces. The nickel metal surfices were pol- edge, this is the first published report of atomic level
ished, annealed, and cleaned prior to electrochemical ed ge (as xide) onblied e oxi leveideposition of a thin film of nickel hydroxide from a nickel imaging of oxygen (as oxide) on nickel. The oxide layer in

Figure 1 has a highly strained cubic NiO structure. The
nitrate solution. Subsequent oxidation of the film in alka- strained and defect-filled structure is to be expected
line electrolyte produced the nickel oxyhydroxide at any because of the lattice mismatch between the cubic nickel
desired oxidation state. This method was used to produce metal, which has a 3.53 A unit cell, and the NiO, which has
films that ranged from 0.66 to 1000 A in average thickness. a 4.18 A unit cell. Figure I shows the typical lattice defect
STM images of the thin film surfaces were obtained using to be an interstitial NiO species that is forced into the NiO
existing SIM facilities previously developed in this labo- lattice as it forms from the more compact Ni metal lattice.
ratory in other company-sponsored work. It is apparent from the figure that each light area is not an

The bare nickel substrates, on which the oxyhydrox- individual atom, since the light spots are not symmetric.
ides were deposited for imaging, were examined to deter- The length of each light area is about 1.9 A, corresponding
mine the native oxide structure upon which the films were quite well to typical transition metal/oxygen bond lengths.
deposited. Nickel metal reacts with atmospheric oxygen Asubmonolayer film (0.66Aaverage thickness) was
to produce a thin (6.1 A, as deduced by ion microprobe produced in a fully oxidized state, for which the nickel

sputtering, or several monolayers) layer of native oxide. atomsctypically av e an ave oi te ice
Figue Ishos th naiveoxie laer t aomicresluton. atoms typically have an average oxidation state in excess

Figure 1 shows the native oxide layer at atomic resolution. of + 3. STM images of this film revealed islands of crys-

107



tals (typically 25-30 A in diameter) spread over the nickel Nickel oxyhydroxides in layers about 100 A thick
substrate. These islands covered about 15 to 20% of the typically yielded surface images such as that shown in Fig-
substrate. This suggests that the nickel hydroxide deposi- ure 4 for a 50 x 50 A area. In Figure 4, tb.' ht.xagonal lat-
tion initiated at nucleation sites that then grew in size to tice structure of the oxyhydroxide is
form crystalline islands that are strictly two-dimensional. clearly shown. However, the film also contains a region
Images of one of these flat crystalline islands are shown in approximately 10 to 20 A across on the right-center of the
Figures 2 and 3. The hexagonal structure of the nickel image, which stands out noticeably from the surface. The
oxyhydroxide is clearly shown. Measurement of the raised area in the figure appears to be the beginning of the
angles Pnd bond lengths in the two-dimensional crystallite growth of another layer of hexagonal cells on top of the
of Figuies 2 and 3 indicates a somewhat distorted hexago- underlying layer. Thus, the film growth mode encoun-
nal structure with a nickel hydroxide bond length in one tered here appears to be similar to that of Figure 2; i.e.,
direction and a significantly expanded bond length in the single molecular layer growth prior to nucleation of the
other direction. Further studies are under way to corn- next layer.
pare the electrocherristry of these two-dimensional crys- Closer examination of a thick oxyhydroxide film
tallites with that of thicker three-dimensional materials. (100-A thick) af!er oxidation reveals an image such as that

Sufficient oxidation can force the hexagonal nickel in Figure 5. A hexagonal lattice pattern is observed; how-
oxyhydroxide structure to reorganize into a rhombohedral ever, the lattice is significantly distorted and less regular
superstructure [1] that has a unit cell extending through than that of the thin layer in Figure 2. The hexagonal unit
multiple sheets of the type shown in Figure 2. The size of cells in Figure 5 are much more distorted than those in
the unit cell in this case is 23.6 A. For an oxidized film with Figure 2. This distortion appears to result largely from
an average thickness of about 100 A, a region was located lattice dislocations. In Figure 5, a lattice dislocation runs
that exhibited ridges of higher electronic density with a diagonally through the center of the structure and is indi-
23.8 A separation, and extending over about 100 A. It is cated by the cross marks.
likely that this crystallite has reorganized into the rhom-
bohedral structure as a result of electrochemical oxida-
tion.

44

Figure 2. STM image of a small crystallite of nickel o.Xyhydroxide at ture and appears to be a two-dimensional ctystallite formed frTm a
atomic resolution. This crystallite has a distorted hexagonal stnic- submonolayer filn.
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Figure 3. 7bp.down STM view of ite ctystallite of Figure 2. 7he Figure4. STM imageofa )00.,,, icknickeloy hydroxidehfilm mdi-
hexagonal ordering of the lattice is illustrated. Thte fudl size of this cating atomic level resolution ofthe molecules in the film. 77he raised
cystallite is only 10 to 20 . across and was pan of a subinonolayer stnicture in the left center ofthe inage, which is sketched in the lower
filn. view, appears to be an ovedayer that had just begun to fomi during

the film deposition.

The morphology of the oxyhydroxide crystallites The results of STM imaging of pure nickel oxyhy-
was found to be highly dependent on the film deposition droxides reported here clearly illustrate the usefulness of
rate. Quite low deposition ratesyielded highly crystalline this method for measuring the structute and morphology
films, intermediate deposition rates yielded films with of these types of materials with atomic level resolution.
crystalline order extending up to 100 A, and quite high As stated earlier, we believe these measurements are the
deposition rates yielded films with relatively short-range first reported atomic imaging in the nickel oxide and oxy-
atomic order but large variations in surface morphology hydroxide classes of materials and suggest a number of
several hundred angstroms acros,,. Since electron delo- factors expected to be important in maintaining the func-
calization appears to be primarily within individual layers tion of these materials in battery electroues. The results
of hexagenal cells, it is quite possible that the disorder reported here provide a good baseline for undoped nickel
created by the high deposition rates is important in main- oxyhydroxide, thus enabling further studies that are
taining good electronic conductivity through thick layers planned to examine the effLct of various dopants on the
and is thus critical in maintaining electrochemical activit), atomic level strutures ir. the nickel :xyhydroxide lattice.
Studies are continuing to determine how morphology Since a number of dopants, materials such as cobalt, si!i-
variations influence the electrochemical properties of con, and platii.um, have been found to have a significant
oxyhydroxide layers. effect on nickel electrode performance in batteries used
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in satellite programs, this future work will enable a direct
transfer of results from these studies to answering battery
performance questions. The results from this work will
also be used in modeling the active material in nickel elec-
trodes as part of a program to model the nickel hydrogen
battery cell.

1. A. H. Zimmcrman and V. E. Johnson, Electrochemical
Reactions of Mixed Cobalt/Nickel Oxide Hydroxides
in Alkaline Solution, ATR-86(9561)-4, The Aero-

• $M'- space Corp. (15 July 1987).
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FigureS. STM inage ofinickel ayhydmride in a 100-A thick filmi at
atomic level resohtion. The positions oflthe molecules in this image
are sketched it tie lower view. A dislocation, maiked by crosses,
appears to nin diagonally through the lattice in this region.

Metallic Cluster Ions-Electronic Structure and Stability
N. D. Bhaskar and C. M. KJimcak.
Chem:stry and Physics Laboratory

When metals or semiconductors are shrunk down lated atoms or molecules and extended solids. Our pres-
to clmps only 10 to 100 atoms or molecules in size, they ent understanding of their fundamental properties still
become a totally new class of materials with potentially remains fragmentary. They represent a new frontier,
Naluable applications. These clumps are called custers. exploration of which will unioubtedly answer many ques-
Th, have many unique physical and chemical properties tions that are posed by a variety of scientific disciplines.
go ernedby theirsizeand the cxplicit natureof theirbind- Astrophysicists speculating on interstellar grains, che-
ing frces. Clusters form a natural bridge between iso- mists and materials scientists concerned with catalysis and
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the properties of nanophase materials, and even solid- linear counter-propagating pulsed laser beam approxi-
state theorists who design novel quantum devices-all are mately 1 ms in duration interacts with the pulsed ion beam
ultimately concerned with the properties and behavior of at the entrance of a 2-m long time-of-flight (TOF) drift
clusters. tube. Very good spatial and temporal overlap of the two

The elucidation of the structures of clusters is one beams is essential to obtaining a reliable measurement of
of the principal goals of research in this field [1-4]. The the cross sections. An off-axis electron multiplier
structures are governed by the internal binding forces. (CEM2) fitted with an energy analyzer/retarder assembly
For example, geometric structure plays a dominant role in is used for the detection of cluster ions.
covalently bonded species such as semiconductor clusters Here, we present new results regarding the interac-
(Sin, Ca...). On the other hand, clusters of simple metals tion of the cluster ions with light produced by a laser. The
that have a highly delocalized valence shell of electrons TOF mass spectra of the cluster ions are shown in Figure 2
(Nan, Aun...) are species 'or which electronic structure with the laserbeam off and on. In this case, the laserbeam
effects become dominant [5,6]. In this case, the details of causes a large depletion in the cluster beam strength for
the geometrical arrangement play only a minor role. With sizes in the range of n = 4 to 9. Because of the laser
this sensitivity to both geometric and electronic effects, beam's narrow temporal width, only a limited range of
clusters exhibit a very rich spectrum of properties. cluster sizes interact with the laser beam at one time.

In the Chemistry and Physics Laboratory, we are However, by adjusting the time delay between the pulsed
investigating the electronic properties of cluster ions of ion beam and the laser pulse, any desired mass range for
simple metals (alkali metals). Our earlier efforts concen- the laser interaction can be obtained. The foregoing data
trated on studying the structure and stability of small clus- were obtaincd for 600-nm laser wavelength.
ter ions Rb and Cs, [7,81. We observed magic numbers The sharp reduction in the cluster beam intensity
corresponding ton = 9, 19, 21. This was explained using when the laser beam is present arises due to photofrag-
the electronic shell model of simple metal clusters devel- mentation. Absorption of a photon leads to internal exci-
oped by Knight and co-workers [3]. The magic numbers tation of the cluster. The increase in the internal energy
correspond to enhanced intrinsic stability of certain clus- of the cluster ion is rapidly redistributed among the
ter sizes resulting from a closed electronic shell structure. numerous vibrational modes of the cluster leading to
At the present time, we are investigating the optical prop- evaporative cooling. The process can be represented by
erties of these clusters to gain further insight into their Cs, + hv - Csp + p(Cs),
electronic properties. This is a nascent field with vast
unexplored areas. wherep is approximately proportional to the photon ener-

Our experimental apparatus is shown schematically gy. The laser excitation occurs in an electric-field-free
in Figure 1. We use a liquid metal ion source (LMIS) [9] to region. The energy required for fragmentation is typically
generate the clusters. Cluster ions are extracted from a several electron volts, which is much smaller than the
tungsten capillary needle by applying a strong electric kinetic energy of the cluster ions (a few kiloelectron
field (on the order of volts/angstrom) to the tip. The capil- volts). Therefore, in the fragmentation process, the
lary is filled with the liquid metal of interest. The cluster kinietic energy is partitioned in inverse proportion of the
ion beam is collimated by an electrostatic lens assembly. masses of the fragments; although the parent and the
With the use of two pairs of deflecting plates (A and B), a fragment ion kinetic energies are different, they travel
mass-selected pulsed cluster ion beam is produced. A col- with essentially the same speed. However, the fragments
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Figure 1. Schematic of the cluster ion beam apparatus.
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will have a much larger angular divergence than the par. the photoabsorption cross section. The photovalence
ents and therefore some of the fragments will miss the electrons in the cluster, which are relatively free in metal-
detector. In our experiments, we use the energy retarder lic clusters and can be treated as an electron gas. The dis-
very effectively to isolate the fragment ions from reaching placement by an electromagnetic field of the electron gas,
the detector without relying on the differential diver- as a whole, with respect to the fixed positive background
gence. The electrostatic energy retarder is set to transmit of the ions, which provide the restoring force, giv,:s rise to
only the parent ions. Although the neutral fragments are a collective plasma excitation. Our estimates for the cross
not affected by the retarder, they do not reach the off-axis section using this approach are in qualitative agreement
ion detector. This enables us to obtain a reliable measure- with the measured values. The damping of the plasma os-
ment of the fractiona' loss in the parent ion signal due to cillation into a localized vibration then fragments the clus-
the photofragmentation process. ter.

For a particular parent cluster ion size n, let N,
denote the cluster beam signals for laser on and off, 5.2
respectively. Then, 5.0 -

N, = N,1 exp(- c¢) , 4.8 -

where a is the single-photon absorption cross section and 4.6 -
C4J 4.4() is the number of photons per unit area per laser pulse. <.

This relationship is valid only when the observed photo- 2 4.2
fragmentation results from a single-photon absorption 0 4.0 -
process, a condition we have experimentally verified. w 3.8 -
From our experimental results, we then determine the 3.6 -
absorption cross sections. 0 3.4 -

In Figur' 3, the experimentally measured photoab- o 3.2
sorption cross section is shown as a function of the size of 3.0
the cesium cluster ion. These measurements were made 2.8 -

at a laser wavelength of 600 nm. We have made a limited 2.6
scan of the laser wavelength. Out preliminary observa- 2.4 ..
tion is that the absorption features are fairly broad. 100 4 5 6 7 8 9
nm is the typical spectral width. Similar observations have CLUSTER SIZE (n)
been reported in Na, [101 and in K+ [11]. Our results may Figure3. Measuredtotalphotoabsorptioncrosssectonas.fincton
be explained as follows: If we treat these clusters as small of cluster size for laser wavelength of 600 nm.
metal particles, we can use the classical Mie theory for ab-
sorption results in collective excitation of the calculating
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Experiments are in progress to measure carefully 6. W. D. Knight et al., "Electronic Shell Structure in
the cross section as a function of the wavelength of the la- Potassium Clusters," Solid State Commun. 53, 445
ser radiation. This will enable us to accurately obtain the (1985)
width of the -bsorption curve and also locate the reso- 7. N. D. Bhaskar et al., "Evidence of Electronic Shell
nance maxima in the absorption curves. The width is a Structure in Rb+ (N = 1-100) Produced in a Liquid
measure of the damping of the collective plasma oscilla- M.
tion. These studies will give us further insight into the

electronic structure of simple metal clusters. 8. N. D. Bhaskar, C. M. Klimcak, and R. A. Cook,
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Vibrational Chemiluminescence in Gas-Solid Reactions
G. S. Arnold and D. J. Coleman.

Chemistry and Physics Laboratory

It has become well known that a spacecraft in low Laboratory. This work has already found application in
earth orbit glows as a result of some chemical or physical enhancing the understanding of the performance of space
interaction between vehicle surfaces and the earth's systems [6].
residual atmosphere [1]. Although observations of The objective for the past year was to begin the
vehicle glows have been limited to the visible [ I] and (per- experimental portion of the project. Laboratory mea-
haps) vacuum ultraviolet [2], there is a legitimate concern surements were performed to enhance our confidence
that gas-surface interactions of the type that cause visible that low-piobability surface reactions actually could be
glows may also contribute to the infrared environment of detected in the face of potentially interfering gas-phase
a space vehicle in the thermosphere, a matter of signifi- reactions. Laboratory facility modifications were initiated
cant systems concern [3-51. so that infrared chemiluminescence and modulated beam

The overall objective of this project is to enhance scattering techniques could be used to study vibrational
the understanding of the partitioning of chemical energy excitations in gas-solid reactions.
into molecular vibrations of gas-phase products of surface The approach proposed in this work was to study
reactions, so that the impact of these processes on a vibrational excitation by direct infrared chemilumines-
vehicle's environment may be more nearly quantitatively cence measurements from molecular beam-solid interac-
predicted The specific tasks for last year were to review tions, ultimately from 0 atom surface reactions [6]. Fur-
the existing literature base, to estimate the potential im- thermore, it was decided to use essentially continuous-
pact of such phenomena on a vehicle environment, and to wave beams, rather than the pulsed-beam approaches
examine the feasibility of performing laboratory research used in other laboratories [7] in order that the reactions
in this field with the facilities of the Chemistry and Physics obsened might be representative of those that would
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occur in low earth orbit. This approach requires an adsorbed reagent. The 0 + NO and 0 4f 0 chemilumi-
experiment sensitive to surface reactions, not gas-phase nescent reactions both procced most rapidly on nickel and
reaction. Our confidence in this approach was based, to nick 4-1containing substrates [i0,11]. This indicates that
some degree, on our earlicr studies of visible chemilu- an adsorbed 0 atom is involved in the 0 + NO reaction.
minescence from the surface-mediated reaction of 0 and
NO, which produces electronically excited NO2 [8]. 7.I I

Additional examination of the results of those stu-
dies raised the concern that we had not actually observed
a primary surface process, but rather the results of a gas-
phase reaction on NO with excited molecular oxy- 7.6 /gen (O2) produced by surface recombination of 0 atoms.
Since one objective of this effort is to examine vibrational
excitation in this reaction system, it was important to L
resolve this question. Q

To help distinguish whether the chemilummes- 7.5

cence we had observed came from a surface reaction of 0
and NO or a gas phase reaction of NO with O2, we mea- a.

sured the luminescence while NO source temperature "

was varied from 308 to 413 K. This measurement was
intended to examine whether there was any activation 7.4

energy in NO velocity, which would be indicative of a gas-
phase reaction, not a surface reaction. A decrease in vis-
ible chemiluminescence with increasing source tempera-
ture was observed. One might imagine that this shows an 7.3
inverse translational energy dependence for the 2.4 2.6 2.8 3.0 3.2 3.4
NO + O reaction, indicating an exoergic reaction with- 10001Touce
out a barrier [9]. However, examination of the results and 1 Anienisplot iOOubtraure rFigure .An:eispo( substrate temperature) of the rate of chie.
procedures reveals this is not the case. miluminescence fon the nickel catalyzed reaction of 0 and NO.

The NO source temperature was varied by first That these results are not reproducible indicates the observed effect is
heating the source, allowing the NO flow to stabilize, an experimental anifact, not a dynamic effect of NO velocity. See
starting the 0 atom beam, and then recording the chemi- text for details.
luminescent intensity as the NO source cooled. It was
observed that the magnitude of the apparent inverse 8.0
source temperature effect was not reproducible; it
depended on the length of time spent at high tempera-
ture. Figure 1 shows Arrhenius plots, in source tempe,.a-
ture, recorded after two different dwell times at high tem- 7.5 -

perature. In fact, the effect observed could be explained Z

by radiant heating of the catalyst surface by the NO e 6
source, as seen in Figure 2, which shows Arrhenius plots 7.0 7-MONEL
(in substrate temperature) of the metal catalyzed 0 6-
luminescence. The diamonds and reczangles on the main d 5- *-."o NICKEL
plot %ere obtained in two of the NO source heating ex- 6.5 -4K

periments (using much the same source temperature 3
range) wit.i a nickel catalyst. When pl'tted against NO i
source temperature, these two measurements show strik- 2.8 2.9 3.0 3.1 3.2 3.3 3.4
ii:gly different behaviors. The inset compares these 3.20 3.25 3.30 3.35 340
results to those measured by i,,tentionally varying the sub-
strate temperature. These plots show that there is no dis- lOTsuace, I/K
LeI nible dynamic effect of NO source temperature (velo..- Figure 2. Ardienius plot (in substrate temperature) of the rate ofche-
ty) on the rate of chemiluiuinescence, nihtminescence [Tom the metal catalyzed reaction of 0 and NO.onthe reatve fcheiuinseh n s eTie diamonds and rectangles in the main plot are the results of vary.

The negative Arrhenius behavior (in surface tem- ing the NO source temperature, which radiantly heats the substrate
perature) of the metal-catalyzed chemiluminescent reac- (Figure 1). The inset compares these results with the Ardenius plots
tio'.i of 0 and NO is characteristic of a surface process, for nickel and a nickel-containing alloy, Monel 400, for a constant
coirlolled by the concentration of some transiently NO source temperature. (Compare only the slopes.)
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Results obtained earlier argue strongly that the rate of for mass-spectrometric detection of surface reaction
chemiluminescence we observe is controlled by theflux of products and velocities. All of these elements have been
NO striking the surface, not the number density of NO designed and built or are under construction. Figure 3
near the surface [11]. Therefore, a surface reaction of 0 presents schematic views of the detection chamber of the
and NO is indicated. Recently, Caledonia and co-workers molecular beam apparatus configured for the two types of
have shown that similar 0 + 0 + surface luminescence experiments. An InSb infrared detector with a cooled fil-
can be produced by directing atomic oxygen at a surface ter wheel for wavelength selection has been obtained and
previously exposed to NO [12]. It can be concluded, tested.
therefore, that the most likely mechanism for the metal- In summary, we have confirmed that the surface-
mediated chemiluminescent react'on of 0 and NO is the mediated chemiluminescent reaction of 0 and NO is,
reaction of adsorbed 0 and NO, to produce excited gas- indeed, a surface process. With this confirmation, we
phase NO 2. With confidence restored in the ability (with have supported the validity of our approach to studying
some effort) to separate gas-phase from surface pro- energy disposal in surface chemical reactions with gas-
cesses, we proceeded with the apparatus modifications phase products. Assembly of the experimental facilities
necessary for infrared chemiluminescence and mass spec- for direct infrared luminescence and mass spectrometric
trometric vibrational excitation experiments. These mod- detection of vibrational excitation in surface processes is
ifications involved construction of a new, high-tempera- well advanced. These facilities will be tested in studies of
ture supersonic molecular bean, source, a liquid-nitrogen excitation of ammonia and carbon dioxide in collision with
cooled shroud in the detection chamber to provide a low an inert surface, lithium fluoride.
infrared background, and building differential pumping
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Figure 3. (a) Apparatus configured INFRARED MASS
for photometric measurements; (b) DETECTOR SPECTROMETER

apparatus configured for mass spec- - ARRIVAL TIME
trometric observations. (a) (b) DISTRIBUTION
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Chaotic Dynamics of Atoms
J. C. Camparo,

Chemistry and Physics Laboratory

In recent years, a new branch of both 6assical and rithms that are required to analyze the geometrical char-
quantum mechanics called chaos has emerged, which acteristics of phase space attractors as follows:
deals with simple, nonlinear systems in regimes where the * To construct Poincare sections for multidimensional
dynamics exhibit random-like behavior [1]. For example, dynamical systems.
although the few simple equations governing the general * To reconstruct multidimensional attractors from
behavior of masers and lasers are completely determinis- one-dimensional time-series signals.
tic, the intensity output of such devices will become very - To calculate an important characteristic of the
erratic under certain conditions [2,3]. This random-like
behavior is not due to any noise process, but arises attractor, its Hausdorf (scaling) dimension.
because certain maser and laser operating conditions lead Although geometrical dimensions are conmonly found to
to exceedingly complicated dynamics; i.e., chaos. In atom- be integer (e.g., one-dimensional line and two-dimension-
ic physics, theoretical calculations have indicated that al surface), the Hausdorf dimension of an entity can be
simple quantum systems, similar to those used in atomic fractional. When an object has a noninteger Hausdorf
clocks, may exhibit chaotic behavior when thcy are sub- dimension, it is called a fractal [5], and attractors that are
jected to quasiperiodic perturbations. The abjective of fractal entities are said to be strange attractors [4]. Strange
this project is to investigate experimentally and computa- attractors are often used as evidence for an underlying
tionally the complicated dynamical behavior that can arise nonlinearity in the dynamical system.
in atomic systems when they interact with quasiperiodic Since our primary interest is in the chaotic dynamics
electromagnetic fields. Since very little is known about of atoms, these analytical tools were initially applied to
the actual chaotic behavior of quantum systems, often the computational problem of an idealized two-level atom
referred to as quantum chaos, experimental results are interacting with a resonant field whose phase 0 varies in a
needed to indicate the strengths and limitations of various quasiperiodic fashion:
theoretical calculations. In addition, even though many 0(t) = ;{ sin(ot) + H(t)),
new techniques have been developed, their application to
other problems of complicated, but not necessarily chaot- where H(t) represents a square wave varying between 0
ic, dynamics has be. ' limited. An additional objective of and 1 with a period of Tsq. Although the idealized two-
the present study, therefore, is to develop the analytical level atom does not exist in nature, it is the standard mod-
tools of chaos in the Aerospace laboratories, so that they el system for studying the field-atom interaction. Further,
may be applied to more general problems of complicated this particular quasiperiodic phase variation was chosen
dynamics. Space programs where complicated dynamics because of its relevance to previous studies performed in
often arise include lasers, atomic clocks, orbital mechan- this laboratory [6]. 'lb describe the atom's response to the
ics, and meteorology, field, we used the optical Bloch equations 171. Oscilla-

Chaotic behavior is analyzed in the phase space of tions in the population imbalance between the two quan-
the dynamical system [4] and, as a result of dissipative tum states Z result from a coherent superposition of
forces, dynamical systems will move toward a steady-!state ground and excited-state wavefunctions called atomic
orbit in phase space called the attractor. Cross-sectional coherence, represented by the complex quantity X - iY
slices of this attractor are called Poincare set.ton. During The strength of the field-atom interaction is character-
the past year, we developed many of the numerical algo- ized by a quantity f) called the Rabi frequency. Essentially,
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when ai > > o, the atom-field interaction is adiabatic, 0.0038
and the atom easily follows all the rapid phase variations oa,01
of the field. However, when I < < w,, the atom-field
interaction ii nonadiabatic, and the atom averages the
field fluctuations. It is important to note that the system -,

of equations describing the atom-field interaction is lin- ,n
ear, and that the attractor exists in a four-dimensional 0.0030
phase space consisting of X, Y, Z, and 0 coordinates. .?

Figure 1 is an example of Poincare sections for the .
atomic system's attractor [4]. The Poincare sections are
formed by plotting all (XI) attractor coordinates that are (a)
associated with some specific value of the pair [Z,sign(dZ/
dt)]. (In actuality, the Poincare sections of Figure 1 repre- 0.0022
sent a family of Poincare sections, obtained by summing -0.003 0 0.003
individual Poincare sections over all values of 0.) The X-AXIS
triplet (X,Y,Z) forms a vector called the Bloch vector, 0
which contains complete information on the state of an
ensemble of two-level atoms. Hence, the Poincare sec-
tions of Figure 1 provide a cross-sectional slice of the 4,
Bloch vector's trajectory in what could be called an .-.
atomic-state space. 0

Three separate Poincare sections are illustrated in
Figure 1 for three different values of the Rabi frequency.
Figure l(a) corresponds to fl " 17,772, the adiabatic re-
gime of dynamics; (b) corresponds to 0 = 1200, an inter-
mediate regime of dynamics; and (c) corresponds to 11 = (b)
300, the nonadiabatic regime of dynamics. From a study of . I
these Poincare sections, it can be argued that, even -0.1 0 0.1
though the temporal evolution of the atomic dynamics is x.AxIS
quite complicated, the attractor geometry typically falls 0.50
into one of two limiting categories. There is a geometrical
category for adiabatic dynamics and a geometrical catego-
ry for nonadiabatic dynamics. (We will not consider the
possibility of a third category associated with the transi-
tion from nonadiabatic to adiabatic dynamics.) Thus, by
analyzing the atomic dynamics graphically with Poincare .0.45 " '

sections, we find that the attractor geometry is controlled
to a large extent by a single parameter, adiabaticity.

To describe the attractor of the atomic dynamics in a
more quantitative fashion, we used another analytical
tool, the Grassberger-Procaccia correlation integral C(r) 0 4
[81, which, basically, is defined as the probability of finding -0.3 0 0.3
two points on the attractor within a distance r of each oth- x.xIS
er, where r i the scaling length. In many, but not all, cases, Figure1 Poincaresectionsofthe Bloch vector's motion through te
C(r) displays a power-law dependence on r with exponent %yplane (sign(dZd >0/. Thexy plane cuts the z. ais at the average

value of Z, which varies between -1 and 0 as fl increases. (a) Partial

C(r) - r". (2) section of adiabatic regime with L = 17,772; (b) intennediate re-
gilne with fL = 1200; (c) pantial section of nonadiabatic regime withi

The usefulness of V as a measure of attractor geometry is t = 20

that it is a lower bound on the Hausdorf dimension of the

attractor, and in the case of a uniformly covered attractor, small scaling lengths, the attractor geometry yields
it is equal to the Hausdorf dimension. v, - 3, whereas for larger scaling lengths, it is described

An example of the dependence of the correlation by va = 1. This large scaling behavior of the attractor is
integral on scaling length is shown in Figure 2(a), where dominated by 0 variations, implying that the small scaling
two different correlation dimensions are apparent. For behavior is primarily associated with the atomic popula-
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1 I I I I I ments in the amplitude of field-induced population oscil-
0 - lations. Such enhancements in the transient response of a

-1 Va = 1 quantum system to a train of radiation field changes are
-2 - called Rabi-resonances [6].
-3 - Since the hypersurface portion of the attractor is
-.4 - Ps  3 (2.65) associated with the Bloch vector's motion, it can be ar-
-5 - gued that the attractor's geometrical change results from

o changes in the hypersurface. It should therefore be possi-0 -6-
7 ble to quantify the change in attractor geometry by calcu-

(a) lating v, as a function of T1. Unfortunately, the determina-
-8 tion of v, is not always straightforward. In the nonadiabat-

-101 ic and transition regimes of the dynamics, the small scal-
-7 -6 -5 -4 -3 -2 -1 0 1 2 3 ing length behavior of C(r) does not obey a simple power-

LOGIQ (r) law scaling relation with r, so that the Grassberger-
Procaccia algorithm provides an ambiguous determina-

0.4 ~tion of Vs. However, as shown in Figure 2(a), the correla-
tion integral C(r) does obey a simple power-law scaling

cc relation with r in the adiabatic regime. Consequently, one
0.3 can at least examine v, as a function of - in this regime of

< cc .dynamics.
< 0. Figure 3 shows the variation of vs with Tj in the adia-

L. batic regime of the atomic dynamics. (Error bars are sta-
St0.2 tistical in nature and reflect the ability to fit a straight line

NW through the log[C(r)] versus log[r] data at the 95% confi-
S(b) dence level.) Near the transition region from nonadia-

0.1 batic to adiabatic dynamics (-q < 4), the correlation di-
mension is integer: vs = 3. However, for values of -n

cc - greater than about 4, Figure 3 indicates that the geometry
0 ._! of the hypersurface changes, becoming noninteger with
0.001 0.01 0.1 1.0 10 vs 2.65. Under the assumption of a uniformly covered

ADIABATICITY PARAMETER

Figure 2. (a) Logarithm of the correlation integral C(r) vs tse loga- 3.5
ritlsm ofthe scaling length rforthe case of fl = 17,772. Note the two
different scaling regions with v, - 3. and v" = 1. 77te actual value
of s obtained by a least-squares fit to the cune is shown in paren-
theses. r and ra are related to the size of the attractor's hypenrurface
ponion and size of the whole attractor, respectively; (b) variation in 0
the relative size of te attractor's hypersurface portion (rlra) with Cn 3.0 - -z
adiabaticity parameter 1). WU

tion (i.e., Bloch vector) dynamics. We therefore see the z
attractor as a geometrical entity that looks macroscopical- 0 I I

ly like a curve, but on closer examination is actually a hy-
persurface; i.e., a three-dimensional entity existing in a u 2.5
four-dimensional space. o

Note that the scaling length ra indicates the maxi- 0

mum size of the attractor, and that r, is related to the max-
imum extent of the attractor's hypersurface portion. The
ratio rslra is thus a measure of the relative size of the 2. 05 10
attractor's hypersurface portion, and this ratio is plotted 0 5 10 15
in Figure 2(b) as a function of an adiabaticity parameter n, ADIABATICITY PARAMETER (1)
the ratio of fl to w. As the figure clearly shows, there is a Figure 3 Correlation dimension ofhypersurfaceportion ofattractor
large increase in rIra near -n - 1, and near this maximum v, vs tise adiabaticity parameter il, Tsese values were obtained by
therelarge nresnas e -i fneaure I - othand erthcalu , least-squares fits of log[C(r)] vs log[r] Close to the transition fromthere are resonance-like features. In other calculations, nsonadiaba tic to adiabatic, vs = 3. However, in tise reginme where i/se

we have found that these resonant increases in the attrac-

tor's hypersurface portion are correlated with enhance- dynamics are clearly adiabatic (i.e., q > 4), v, - 2.65.
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attractor, this implies that the actual attractor dimension quasiperiodic phase modulation of the microwave field
is noninteger, and that the atomic dynamics have given has induced very complicated atomic population oscilla-
rise to a strange attractor. lb our knowledge, this is the tions. The time series can be analyzed for the correlation
first indication that linear dynamical systems may give rise dimension v, using a variant of the Grassberger-Procaccia
to strange attractors. technique previously discussed [9]. At present, we are

At present, we are performing experiments on an investigating the ability of this experimental analysis tech-
atomic clock system to verify these results on a real multi- nique to yield unambiguous values of the correlation
level atom. The experimental apparatus is shown sche- dimension.
matically in Figure 4. A diode laser optically pumps a We have shown that a careful study of attractor
vapor of rubidium atoms contained in a glass resonance geometry can be quite useful for elucidating the dynamics
cell, creating a population imbalance between the of quantum systems interacting with rapidly fluctuating
ground-state hyperfine levels labeled by the quantum electromagnetic fields. In the specific case of a field
number F. As a result of the optical pumping process, the whose phase varies quasiperiodically, we have found com-
number density of atoms in the absorbing state (F = 2) is putationally that, even though the atomic dynamics
low, hence the intensity of laser light transmitted through appear quite complicated, they nonetheless give rise to
the resonance cell is high. The resonance cell is placed in only two limiting attractor geometries. Although in both
a microwave cavity whose TE011 mode is resonant with cases the attractor is relatively simple, consisting of a
the (F = 2, mF = 0) - (1,0) hyperfine transition at 6.8 hypersurface portion and a curvilinearportion, ourresults
GHz. This is the clock transition of the gas-cell rubidium indicate that the geometrical characteristics of the attrac-
clock, the kind used on both GPS and Milstar satellites. tor's hypersurface portion depend on the perturbation's
As in our calculations, the phase of the microwave field is degree of adiabaticity. Furthermore, the results suggest
made to vary quasiperiodically, and this induces fluctua- that in the adiabatic regime the hypersurface portion
tions in the population density of the F = 2 state. The becomes fractal. The atomic dynamics would therefore
population fluctuations then cause intensity fluctuations exist on a strange attractor, even though the dynamics
of the transmitted laser light, and these are recorded as a result from a system of linear differential equations.
function of time. Experiments are now in progress to confirm these results

An example of the data generated in the experi- in an atomic clock type system. In addition, analyses are in
ment is given in Figure 5. At time t = 0, the quasiperiodic progress to test for chaotic dynamics in the frequency out-
phase modulation of the microwave field begins, and put of an atomic clock, similar to the type used on GPS
there is a corresponding rapid change in the level of trans- satellites. This test will use the analytical tools of chaos
mitted laser light intensity. 10 ms later, erratic light inten- developed in this project.
sity fluctuations are clearly apparent, indicating that the
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Semiclassical Analysis of Two-Electron Atoms
B. R. Johnson,

Chemistry and Physics Laboratory

The traditional model of atomic structure is based and the other electrons. These independent electrons are
on the independent particle approximation. This model then assumed to be only slightly perturbed from their
assumes that, to first order, an atom contains a collection states of energy and angular moment Lm. About 10 ycars
of independent electrons, and the motion of eaLh electron ago, this independent parti.le model was challenged, fast
is determined by an average potential due to the nucleus for a set of rather exotic doubly excited states of helium
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and then for the ground state and ordinary excited states The Langer rule basically states that the factor
of the alkaline earth atoms Be, Mg, Ca, Sr, and Ba. Evi- I (t + 1), which appears in the centrifugal potential
dence now indicates that the quantization of these two- term, should be replaced by the factor (f + 1/2)2. This is
electron and quasi two-electron atoms corresponds to the equivalent to the statement that one should add acentrifu-
collective motion normally associated with the vibration- gal correction potential of the form V(r) = 1/(8r 2) to the
rotation states of a linear triatomic molecule rather than radial equation. If this correction potential is added to the
to independent-particle-like behavior [1,2]. Much effort potential in Eq. (1), then the WKB solution to the hydro-
has been directed in recent years toward understanding gen atom problem is exact. In addition, the correction
this problem; however, no semiclassical analysis has ever potential is repulsive and tends to keep the electron away
been attempted. Semiclassical analysis offers insights from the nucleus, even for the zero angular momentum
into the physics of a problem that is not easily available (I = 0) case.
with a quantum mechanical solution [3]. In addition, The proposed three-body semiclassical correction
quantum mechanical calculations become impractical to rule is similar to the Langer rule. Ageneralized centrifugal
carry out in the regime of high quantum numbers, where- correction potential is added to the potential for the
as the semiclassical calculations are much easier to carry three-body system. The details are given in [6]. 'This
out and, in accordance with the correspondence princi- potential has the property that any two particles of the
ple, are quite accurate in this limit, three-particle system are repelled if they approach too

Recently, we developed a new and very efficient close to each other. For the case of the helium atom, this
semiclassical method for calculating the quantized ener- means that the correction potential prevents the elec-
gy levels of multidimensional, nonseparable systems [4]. trons from coming too close to the nucleus. This property,
This technique, which is now called the adiabatic switching or something similar, is needed if one is to calculate classi-
method (ASM), was applied with great success to several cal electron trajectories in the helium atom. Without this
problems [4-6]. In particular, specialized procedures additional repulsive potential, the classical electron
were developed for applying this method to three particle motion in the helium atom inevitably carries one of the
systems and successfully applied to calculating the vibra- electrons very close to the nucleus, where the potential
tional energy levels of several triatomic molecules [5,6]. and kinetic energies approach infinity. This causes severe
The basic objective of the present research is to apply numerical problems when calculating the classical trajec-
these same semiclassical ASM procedures to two-elec- tories, which terminate tOe calculation.
tron atoms in order to gain more insight into the dynamics The proposed corrt ction rule worked extremely
of these systems. well in improving the accuracy of the semiclassical vibra-

During the past year, our work focused on two tional energy levels of several nonlinear triatomic mole-
major efforts: cules [6]. However, at the time that this rule was proposcl

" 1lbst calculations were carried out to evaluate a pro- it was stated that more testing was required, especially for
posed semiclassical correction rule for three-body sys- linear systems. We have carried out these test calcula-
tems. The test showed that the proposed rule is not tions on a simple model linear system [8]. Unfortunately,
generally valid for linear systems. it must be reported that the proposed correction rule,

* Semiclassical calculations were undertaken to study which worked so well for nonlinear systems, did not
the quasi two-electron magnesium atom. improve the accuracy of the semiclassical eigenvalu,:s of

the linear model test system. Rather than continue to
In previous work on triatomic molecules, a tech- search for a good form for the correction rule, we decided

nique was proposed for improving the accuracy of three- to halt any further attempt to carry out semiclassical cal-
body semiclassical calculations [6]. '[his method, called culations on the helium atom. Instead, we will concen-
the three body semiclassical co rection rule, is basedl on an treonheqaiwolcrnakaieathtms
analogy to the Langer rule 171 of WKI theory. [ThecWKII trate on the quasi two-electron alkalie earth atoms,
angtohe LagerruiofW theory . [ThasemicWassica where no additional correction potential is needed to pre-

etodforrsli ou theo yimensnal seclicl vent the electrons from coming too close to the nucleus.
method for solving the one-dimensional Schrodinger "[he alkaline earth atoms have two outer valence

equation. A discussion of this method can be found in electrons and a tightly bound inner electronic core. The

most quantum mechanics text books.] The Langer rule iepotant ghyaldprop er edetrmine byte

and its implications are most easily explained by showing important physical properties are determined by the
howit s aplid t th hyrogn aom robem.'lle oe- valence electrons. The quantum mechanical treatment of

how it is applied to the hydrogen atom problem. The one- these atoms is greatly simplified by a technique in which
dimensional radial Schrodinger equation for the hydro- the action of the nucleus and the core electrons on the
gen atom is valence electrons is replaced by a nonclassical potential,

1 d2  1 t(t + 1) which is now called the psuedopotential. This reduces the
- + -2 E ()2dr2  r 2r2 problem to that of solving a two-electron system The
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pseudopotential accounts for both the electronic repul- resent configurations in which the electron-electron dis-
sion of the core electrons and also the Pauli exclusion tance r 12 = 0. Points that lie on the positive z axis repre-
principle. We have chosen to work with a very simple form sent configurations in which rl = 0, and points on the neg-
of pseudopotential due to Hellman [9]. The Hellman ative z axis represent configurations in which r2 = 0. The
pseudopotential for a single electron that is outside the potential is infinite at these points on the axes and is large
core is given by and positive in the regions nearby, as is evident from the

U(r) = (Ae'b - 2)/r . (2) contovr plots. Points that are on the negativex axis repre-
sent collinear configurations in which the electrons are at

The parameters in this potential for the Mg+ ion
have been determined by Szaz [10] to be A = 4.656 and b v
= 1.688, where both parameters are given in atomic units.
At short distances, this potential has a positive barrier that 4
simulates the action of the Pauli exclusion principle and
repels the electron away from the nucleus. At long dis-
tances, it is an attractive Coulomb potential. Both of the
valence electrons in the Mg atom are assumed to experi- 2
ence this same potential. Thus, the total potential for the
quasi two-electron system is

V(rI,r 2,rI2) = U(r,)*+ U(r2) + 1r12 , (3) 0
where r1 and r2 are the distances of valence electrons 1
and 2from the nucleus and r1 is the distance between the
two electrons. -

Semiclassical calculations of the electronic states of -2
this two-electron system will be carried out by the adiabat-
ic switching method by the same techniques that were
used to solve the triatomic molecule vibrational motion -4
problem [5,6]. Hyperspherical coordinates p,O,4 are the
most convenient for this calculation. They are related to ,x
the interparticle distances rl, r2, and r12 by: -4 -2 0 2 4

ri = p sin(O/2), z

r 2 = p cos(O/2), (4) 4

rI2 = p [I - sin(O)cos(tO)]" 2 ./

The hyperspherical coordinates can be interpreted 2
as ordinary spherical coordinates in a three-dimensional
space called configuration space [111. Thus, the motion of
the two electrons defines a trajectory in this space.

Sometimes it is useful to use Cartesian coordinates 0
in configuration space. These are related to the spherical (b)
coordinates in the usual way; i.e., x = psin(O)cos( ), y =
psin(0)sin(4), and z = pcos(0). Each point in configura- -2
tion space represents a definite set of values for the three -2
distancesrl, r2, and r12. Thus, the potential that is defined
by Eqs. (2) and (3) can be mapped onto this space. Figure 1
shows the contours of the potential in configuration -4
space. The contours are shown in two orthogonal planes:
the z = 0 (or .,y) plane and the y = 0 (or xz) plane. By X
merging these two images, one can obtain a good picture -4 -2 0 2 4
of the overall form of the potential in configuration space. Figure 1. Contour plots of the potentd energy surface for the two
The potential is almost cylindrically symmetric with valence electrons of Mg in hypersphefical configuration space.
respect to the z axis except in the regions near the positive Lengths are measured in atonic units. Contours are shown on two
half of tLx axis. Points that fall on the positive x axis rep- perpendi~ularplanes. the z = 0 plane and the y = 0 plane.
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equal distance and on opposite sides of the nucleus. It is correction rule for linear systems, it was decided to halt
evident from the contour plots that a stable equilibrium any further attempt to carry out calculations on helium.
potential minimum exists at a point on this axis. The loca- Instead, effort was concentrated on the quasi two-elec-
tion of this point is calculated to be x = -1.77167, y = 0, z tron alkaline earth atoms, where no additional correction
= 0. The system will execute a stable, bound motion in potential is needed to stabilize the electron orbits. Semi-
the region around this potential minimum. Motion in the classical calculations to analyze the magnesium atom are
x direction represents a symmetric stretch, motion in they now under way.
direction is an asymmetric stretch, and motion in the z
direction represents bending. Thus, we see, even before
we carry out any calculations, that the motion will
resemble the motion we normally associate with a linear 1. R. Stephen Berry and Jeffery L. Krause, "Indepen-
triatomic molecule. d en and eer L. A s nd

Adiabatic switching calculations are carried out dent and Collective Behavior within Atoms and
most efficiently in a coordinate system in which the Molecules," Adv. hem. Phys. 70, 35 (1988).
tial contours are most nearly matched to the coordinate 2. C. D. Lin, "Doubly Excited States Including New
surfaces. It is evident from the contour plots that cylindri- Classification Schemes," Adv. At. Mot. Phys. 22, 77
cal coordinates are the most nearly matched to the poten- (1986).
tial contours. Thus, we define cylindrical coordinates 3. Ian C. Percival, "Semiclassical Theory of Bound
r,,,z, where r and z are defined by the relationsr = psin(0) States," Adv. Chem. Phys. 36, 1 (1977).
and z = pcos(0), and the coordinate 4) is unchanged from 4. B. R. Johnson, "On the Adiabatic Invariance Meth-
spherical coordinates. In order to carry out dynamical cal- od of Calculating Semiclassical Eigenvalues," J.
culations, it is necessary to express the classical Hamilto- Chem. Phys. 83, 1204 (1985).
nian function in these coordinates. We have derived this 5. B. R. Johnson, "Semiclassical Vibrational Eigenva-
expression to be luesof H, D, and T, by the Adiabatic Switch-

1 1 + 2 r + zP,)-  ing Method," J. Chem. Phys. 86, 1445 (1987).H [ 4n(P,2 + ;y-P2 + P, - 3(--;3 -
2+ Z (5) 6. B. R. Johnson, "Semiclassical Vibrational Eigenva-
V(r, 0, Z)t lues of 120 and SO2 by the Adiabatic Switching

Method," Comput. Phys. Commun. 51, 1 (1988).
wherePr, P,,Pzarethemomentaconjugatetothecoordi- 7. R. E. Langer, "On Connection Formulas and the
nates r,4,,z. V(r,4),z) is the potential energy function Solutions of the Wave Equation," Phys. Rev. 51, 669
expressed in cylindrical coordinates. H? .!on's equa- (1937).
tions of motion in these coordinates are then easily 8. R. Crandall, R. Whitnell, and R. Bettega, "Exactly
derived using this Hamiltonian. A computer program is Soluble Two-Electron Atomic Model,"Am, J. Phys.
now being written to carry out the classical trajectory adia- 52, 438 (1984).
batic switching calculations in the cylindrical coordinate 9. L. Szasz, Pseudopotential Theory ofAtoms and Mole-
s y s t e m . ul e s , P e y , N e Y o rr ( 1 9 8 5) .

In summary, test calculations were carried out to cu/es, Wiley, New York (1985).
evaluate a proposed semiclassical correction rule. The 10. L. Szasz, Pseudopotential Theory of Atoms and Mole-
tests showed that this rule is not valid for linear systems cules, Wiley, New York (1985), p. 88.
and therefore cannot be applied to the helium atom, 11. B. R. Johnson, "On Hyperspherical Coordinates
where it is needed to stabilize the classical electron orbits. and Mapping the Internal Configurations uf a
Rather than continue to search for a good form for the Three Body System,"J Chem. Phys. 73, 5051 (1980).

Physics and Chemistry of Metal-Semiconductor Clusters
S. M. Beck.

Chemistry and Physics Laboratory

Over the last 10 years, the interest in small clusters ic molecular beam techniques have provided an effective
of atoms has increased dramatically. One factor for this method for preparing small, cold, atomic and molecular
increased interest is experimental technology. Supeison- clusters [1]. However, a more comprehensive reason lies
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in the broad range of scientific and technological disci- been reported. Therefore, as a step toward understand-
plines to which clusters are relevant. From solid-state ing metal-semiconductor cluster structures, we have been
physics and materials science to solution chemistry and applying the experimental technique of mass-selected
catalysis, clusters play a vital role. By studying clusters, photofragmentation spectroscopy to small semiconductor
basic scientific questions associated with the formation cluster ions.
and properties of the condensed phase can be investigated The technique relies on the principle of multipho-
on an atomic or molecular scale. The ability to define and ton fragmentation as a means of detecting photon absorp-
study clusters as a function of their size and composition tion. A mass-selected cluster ion beam is crossed with a
provides insight into the condensed phase at an unprece- tunable dye laser beam. When the dye laser wavelength is
dented level of detail. resonant with a rovibronic transition of the cluster, energy

Associated with the many purely scientific ques- is absorbed by the cluster, causing it to dissociate. The
tions regarding clusters are issues relevant to several charged fragments of the cluster are collected and
important technological areas. Much of the interest in detected. A spectrum is generated by monitoring the
small metal clusters finds its roots in chemical catalysis. fragment signal as a function of the dye laser wavelength.
The high surface-to-volume ratio of the cluster, as well as Only recently have we completed upgrades to our exper-
its size-dependent chemical reactivity, promises new and imental apparatus that allow for efficient signal averag-
more effective catalysts. For instance, a recently devel- ing. This is crucial because the signal strengths are weak
oped form of an iron oxide catalyst used in composite solid and the cluster source is inherently unstable. We have
propellents for rocket motors consists of small particles scanned wavelength regions in the visible and ultraviolet,
with diameters on the order of 30 A [2]. Although this looking for sharp structure from Si2" and Si " No assign-
would be considered a huge cluster, the small particles able structure has been observed, but an increase in the
have much larger surface-to-volume ratios than the con- fragmentation cross section of more than a factor of 2 was
ventional catalyst and thus a higher efficiency. observed in changing from visible to ultraviolet fragmen-

Just as catalysis has driven the study of metal- tation wavelengths. This is in accord with recent theoreti-
containing clusters, solid-state electronics and optics cal calculations, which indicate that Si2 has an allowed,
technologies have motivated the study of semiconductor but broad, transition in the ultraviolet [8]. As these stu-
clusters. Our work on semiconductor and mixed metal/ dies continue we plan to search for spectra of small silicon
semiconductor clusters was conceived from this view- clusters containing single transition metal atoms.
point. The objective of our work is to gain a better under- We have also studied the production and fragmen-
standing of the chemical bonding interactions within a tation behavior of the technologically important III-V
semiconductor and between a metal and a semiconductor semiconductor material, indium phosphide (InP). This
by studying small semiconductor-metal clusters. The semiconductor holds promise for space applications in so-
cluster, which is amenable to detailed experimental and lar cell and microelectronic technology. Our interest has
theoretical study, provides a well-defined model for the been in comparing the bonding characteristics in this ionic
bulk interactions. In the past, we have developed tech- compound semiconductor with those we have measured
niques for producing and studying the bonding interac- for silicon.
tions in small clusters of silicon and silicon mixed with a Figure 1 shows the mass-spectra obtained from
single transition metal atom [3,41. It was discovered that laser vaporization of InP in the supersonic nozzle. The
the addition of a single metal atom to the silicon funda- upper spectrum was obtained by directly extracting the
mentally changed the chemical bonding in the entire clus- positive ion clusters produced in the source. The lower
ter. Close analogies were discovered between the struc- spectrum was obtained by 193-nm photoionization of the
ture of the mixed metal-silicon cluster and metal impuri- neutral clusters produced in the source. Both spectra
ties in bulk silicon. Also, the first observation of a phase show that the most common ion and neutral constituents
transition in a covalently bonded cluster was made in in the source are indium clusters containing from zero to
small silicon clusters [5]. It was determined that this tran- three phosphorus atoms. Apparently, there is no prefer-
sition occurred at a temperature below the bulk melting ence for formation of clusters with the same stoichiome-
temperature but near the temperature where a specific try as the bulk semiconductor, which contains equal num-
surface reconstruction of silicon melts. bers of indium and phosphorus atoms. Interestingly, the

During this past year, we focused on developing mass distributions are also different from those observed
experimental techniques for spectroscopic observation of for GaAs [9], another III-V semiconductor material.
small cluster ions. Spectroscopy is the primary tool for GaAs clusters were formed with a statistical (binomial)
understanding geometric and electronic structure of distribution of compositions, with no preferential bonding
small molecules. Despite the importance of obtaining for As or Ga. The low phosphorus content observed in the
spectra, only a small number of metal dimer [6] and trimer InP clusters is attributed to a generally weak In-P bonding
[7] structures have been determined. No experimentally interaction. This is consistent with bulk InP, which evapo-
determined spectrum from a semiconductor cluster has
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appear as more intense peaks in the mass spectra. This
In6, P = 0 2 intensity alteration is dependent only on the electron

In5 , P 0 2 1 1 1 number and not the identity of the atoms. Electron num-

In6 , P =0 2 F 1 1 ber dependencies of cluster stability have been observed
rI r- Ipreviously for mixed clusters of main group metals (101.

S I I However, the exact formula invoked in the case of the
main group metal clusters relating electron number to
increased stability does not fit our observed spectra.

Bonding in the small indium phosphide clusters was
probed in greater detail by mass-selected photofragmen-
tation experiments. The cluster ion In4P2 was selected
to be fragmented using photons in the visible (532 nm) and
the near ultraviolet (355 nm). Figure 2 shows the result-
ing fragmentation difference spectra, obtained by sub-
tracting the ion signal with the fragmentation laser on
from the signal with the laser off. Negative peaks show a

.0 depletion of the parent ion, and positive peaks show pro-
duction of daughter ions due to the presence of the frag-

Smentation laser. The upper spectrum shows that the frag-
z mentation pathway of In4P.+ at 532 nm is loss of In+ andtW (b) 193 nm PHOTOIONIZATION

not loss of a phosphorus-containing component. The low-
er spectrum shows the results of using more energetic

(a) 532 nm In+
FRAGMENTATION

4)In
4 P

I In+
400 500 600 700 800 C 4

CLUSTER MASS, anu

get wafer in the throat of a supersonic nozzle. The assignment of each o

cltster mass peak for both spectra is indicated above the upper spec- z

tnm. (a) Spectnm of ions ertracted directly froin the source; (b) cc (b) 355 nm
mass spectrum obtained by 193-nm photoionization of the neutral FRAGMENTATION
clusters emitted by the source.

)-

rates noncongruently, evolving P2 at temperatures well (z
below those where In atoms evaporate. However, the W
photofragmentation results of InP clusters discussed here z
show that the one or two phosphorus atoms attached to
the clusters are strongly bound.

The InxP.2 cluster distributions shown in Figure 1
present an interesting anticorrelation with respect to each
other. The distribution of ions from the jet shows higher FRAGMENT TIME OF ARRIVAL
intensities for clusters containing even numbers of atoms Figure 2. Fragmentation difference spectra of mass-velected

(e.g., ln4PZ, InsP+), whereas the neutral clusters show In4P chsters at two different fragmt ntatitn photon energies. Th7e

higher intensities for the odd atom clusters; e.g., In4P, cluster ion is ertracted dire, tlyfroi the source. The iqatIve-going

In5Pz. The origin of this relationship is not certain but peaks result from parent ion depletion due to photoiragmentation.
The positive-going peaks are due to the production of daughter ions

likely derives from ele4tronic considerations. The cluster by the fragmentation process (a) Spectrum resulti.- frotn 532 inr
ions and neutrals have the same anticorrelation between fragmentation with almost erclusive production ol in + daughterion
the even/odd parity of number of atoms and electrons in shown; (b) spectrum resulting fivn 355 nra pholofragmenation.

the cluster. Regardless of whether the cluster is neutral Two fragmentation channels are apporent. loss of in +and los- of

or charged, clusters with a total odd number of electrons neutral P,.
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ultraviolet photons for fragmentation. The higher-energy 4. S. M. Beck, "Mixed Metal-Silicon Clusters Formed
photons allow access to a higher-energy dissociation chan- by Chemical Reaction in a Supersonic Molecular
nel, loss of neutral P2. These results appear to contradict Beam: Implications for Reactions at the Metal/Sili-
the arguments of weak Ir,-P bonds previously presented to con Interface," J. Chem. Phys. 90, 6306 (1989).
explain the observed In-rich cluster distribution. Appar- 5. S. M. Beck and J. M. Andrews, "Phase Transition
ently, more than a single type of In-P interaction is pres- Behavior Observed in Small Silicon Cluster Ions,"
ent in these small clusters. Further work is under way to J. Chem. Phys. 91, 4420 (1989).
clarify this issue. 6. D. E. Powers et al., "Supersonic Metal Cluster

In summary, we have developed the hardware and Beams: Laser Photoionization Studies of Cu2," J.
software to carry out spectroscopic studies of bare semi- Phys. Chem. 86, 2556 (1872).
conductor and mixed metal-semiconductor cluster ions.
These techniques were applied to the study of small sili- 7. M. Broyer et al., "Spectroscopy of Vibrational

con cluster ions, which showed a broad increase in absorp- Ground-State Levels of Na 3," J Phys. Chem. 91,
tion cross section in the ultraviolet. We have also investi- 2626 (1987).
gated the bonding interactions in small clusters of the 8. P. J. Bruna et al., "Theoretical Prediction of the Po-
III-V compound semiconductor InP using techniques of tential Curves for the Lowest-Lying States of the
mass spectroscopy and mass-selected photofragmenta- CSi+ and Si" Molecular Ions," J. Chem. Phys. 74,
tion. Next year we plan to exploit our spectroscopic capa- 4611 (1981).
bilities in pursuit of the spectra of small cluster ions. Also, 9. S.C. O'Brian et al., "Supersonic Cluster Beams of
we will continue our studies of 111-V compound clusters, Ill-V Semiconductors: GaxAsy," J. Phys. Chem. 84,
including GaAs, InP, GaP, and InAs, in order to gain 4074 (1986).
insight into the relative importance of electronic configu- 074 (.
ration, ionic size, polarizability, and electronegativity 10. M.B. Bishop et al., "Growth Patterns and Photoio-effects in the bonding of these species. nization Dynamics of In/Sb and In/Bi Intermetalic

Clusters," J. Phys. Chem. 93 1966 (1989).
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Spin Effects In Electron-Atom Collisions
B. Jaduszliwer and Y. C. Chan,

Chemistry and Physics Laboratory

A multiyear project is under way to study electron state, and to detect the spin state of the atom after a colli-
scattering on cesium atoms under conditions in which the sion with an electron. Technology development and hard-
spin states of both particles are known before and after ware construction and testing for this project have been
the collision. The project will focus on collision processes substantially completed.
in which spin exchange and spin-orbit coupling are both In conventional scattering experiments, performed
significant. In this way, new knowledge will be gained without measurement of the spins of the collision part-
about the role of spin in electron-atom collisions. This ners, effects depending on the relative orientation of elec-
project requires the development of new technologies to tronic and atomic angular momentum and spin are
prepare an atomic iesium beam in a %ell-defined spin washed out by acraging o er all the possible initial states
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of the system and summing over all the allowed final magnetic interactions may both play significant roles in
states. In order to obtain all the information that an elec- this case, and a wealth of unexplored, new physics will be
tron-atom collision experiment can yield about the present in such a collision system. For the types of atomic
dynamics of atomic interactions, the spin states of elec- targets discussed before, two independent scattering
tron and atom must be determined before and after the amplitudes suffice to describe completely an elastic colli-
collision, in the manner known as the perfect scattering sion, but it has been shown [4] that, for this system, six
experiment [1]. independent scattering amplitudes may be required to

Pauli's exclusion principle may introduce a depen- describe that process. We have chosen cesium as the
dence of the collision cross section on the electron and atomic target in a program to investigate this type of colli.
atom spins even in the absence of explicit spin-dependent sion system. Cesium has a sufficiently high atomic num-
interactions. This phenomenon has been investigated by ber Z for relativistic effects to be significant in collisions
performing experimental studies of electron collisions with electrons; it also has the electronic configuration of
with sodium and potassium atoms[2], which have a tight an alkali metal atom, thus simplifying the study of the
closed-shell electronic core and a single s-state valence exchange aspects of spin effects.
electron. In this case, exclusion will cause the effective Performing perfect scattering experiments involv-
electron-atom interaction to depend on whether the ing electron collisions with cesium atoms involves the use
valence and projectile electrons are in a triplet or a singlet of spin-polarized electron and atomic beams, as well as
state, thus leading to different scattering cross sections. substantial post-collisional spin-polarization measure-
The total spin of the system is conserved by these spin ments. However, unpolarized substantial advances can be
exchange processes. made with polarized atoms and unpolarized electrons. In

Magnetic (relativistic) interactions couple orbital our early experiments, we use an unpolarized electron
and spin angular momenta, introducing interactions that source.
depend explicitly on the atomic and electron spins, and The experimental arrangement is shown schemati-
opening up scattering channels that may not conserve cally in Figure 1. It is based on the atomic recoil technique
total system spin. The strength of these interactions is [51, in which post-collisional observations are made on the
proportional to Z4 (the nuclear charge is + Ze), and so recoiled atom rather than on the scattered electron. Dur-
these processes become important for high-Z atoms. For ing the first 3 years of this project, we built the atomic
the foregoing collisions, with sodium and potassium as beam apparatus required to carry out these investigations,
target atoms, such processes are essentially negligible, and developed and demonstrated the novel optical tech-
They can be isolated from exchange effects by using atom- niques (Figure 2) required to spin-polarize the cesium
ic targets with no unpaired electrons; electron collisions atomic beam and perform spin-state selective detection of
with mercury atoms have been studied extensively [3] in the recoiled cesium atoms. Using these techniques, last
this context. year we produced and spin-analyzed a cesium atomic

Let us consider now electron scattering by a high-Z beam with an electron spin polarization of better than
atom with unpaired valence electrons. Exchange and 80% (Figure 3). This experimental apparatus was also

MAGNET DIODE

-STATE

PREPARATION
Cs OVEN ANODE

Figure 1. Expeimental arrange-
ment. "he cesium atomic beam
source is an effitsive oven. A hera-

DIODE pole magnet provides focusing and
LASER velocity-selects the beam. After opti-

cal state preparation, the cesitm
atoms collide with electrons in the

ELECTRON collision region. The recoiled

GUN cesitm atoms are state-analyzed
STATE ANALYSIS and detected by laser-induced
AND DETECTION fluorescence.
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CESIUM
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DETECTOR LASER
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Figure 2, Optical state preparation and state-sensitive detection. optical pumping region and axial downstream. A 433 gauss field in
Two circularly polarized diode lasers transfer essentially all the the detection region allows for separate detection of atoms in each
cesium atoms in the beam to the F = 4, M = 4 hyperfine state (with azimuthal state by providing enough Zeeotan splitting of the hyper.
100% valence electron spin polarization) by optical pumping. The fine transitions.
two coils provide the quantization axis, transverse to the beam in the

PUMPING LASERS ON

Z

PUMPING LASERS OF

F=4 F= 3

PROBE LASER FREQUENCY

Figure 3. Atomic bean fluorescence signal (aibitraty units) vs detec- state-preparation lasers on. All peaks have been essentially
tor laser frequency; the lidl frequency scan is approximately 10 GHz quenched, except for one that has been greatly enhanced; this peak is
wide. Lower trace: state-preparation lasers off. Many emission thesignatureoftheF = 4, M = 4sublevel. Thearea underthispeak
peaks in both the F = 3 and F= 4 manifolds signal that all the indicates that at least 90% of the atoms in the beam are in that state,
hyperfine sublevels of the ground state are populated. Upper trace corresponding to an atomic spin polarization greater than 80o%.

used to investigate optical state preparation and analysis measure the electron energy distribution. A typical elec-
techniques being considered for advanced cesium beam tron beam energy distribution measured using this tech-
atomic frequency standards, of interest for satellite sys- nique is shown in Figure 5.
tems such as Global Positioning System (GPS) or Milstar. In our appa,,tus, the electron and atomic beams are

This past year we installed in the collision chamber orthogonal to each other (Figure 6). After a collision
of our apparatus a planar geometry electron beam system, occurs, the electron motion is conventionally described in
designed in this laboratory, that uses an alkaline-earth terms of the polar scattering angle 0 and azimuthal scat-
oxide cathode to provide an unpolarized electron beam tering angle 4), where the polar axis z is given by the direc-
with the required intensity and momentum-spread char- tion of the electron beam. The atom is recoiled by angles
acteristics to perform scattering experiments at low ener- *-, measured in the plane of the incident beams, and X,
gies. This system is shown schematically in Figure 4. It measured in the orthogonal plane. These angles are usu-
incorporates a retarding-field analyzer at its back end Ally very small, since at the energies these experiments are
which, together with auxiliary electronics, can be used to performed the atomi, momentum in the labora:or
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PIERCE DECELERATING COLLISION RETARDING
GUN LENS REGION FIELD

Figu4. Schematic view of the pla
nar geometry electron beam system,
consisting of a Pierce gun using an
alkaline-earth oxide cathode, a
decelerating lens, an equipotential
collision region, and a retarding-
field electron enery analyzer

Hatched regions are ceramic
1 cm spacers.

/1/

...........vr.1-

MVMV

|y
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Figure 6. Collision kinematics. 7e atomic beam is incident along
Z0 they-axis, with momentum of magnitude MV Thje electron beam is

co incident along the polar axis z, with momentum of magnitude nv.
After the collision, the electron is scattered by polar angle 0 and azi-
muthal angle 4 ; the atom is recoiled by angles *t (in theplane ofthe
beams) and X (in the orthogonal plane).

ELECTRON ENERGY, eV
Figure5. Typical electron beam energy distribution, measured by the
retardingfield technique. The energy spread is 500 meVfidl width at
half maxinum.
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frame is much larger than the electron momentum. The
electron scattering and atomic recoil angles are illus-
trated in Figure 6. Due to the energy and momentum con-
servation laws, it is easy to show that atomic recoil angles
and electron scattering angles are related by

my my cs 1V MV MV

a n d 
V 

J

my' -5 0 5 10 MMX = -- sin0sin, (2) 5m

where mv and MVare the magnitudes of the electron and
atom momenta before the collision, and my' is the magni-
tude of the electron momentum after the collision. Inter-
pretation of our scattering data thus requires the determi-
nation of these quantities. The magnitude of the electron
momentum is of course related to the electron kinetic z
energy E; the determination of the magnitude of the
atomic momentum requires the measurement of the ,
atomic speed.

Since the electron gun cathode is held at ground o
potential, when the target electrode is held at VT the di
kinetic energy of the electrons in the collision region is E <
= e(VT - AP), where AO is the contact potential differ- A

ence between cathode and target electrode. This contact
potential difference is not known a priori and, further-
more, it may change slowly with time. Thus, determina-
tion of the electron kinetic energy requires the periodic
measurement of A(. This past year we developed a tech-
nique that allows us to do that.

In our scattering apparatus, the detection chamber
and the drift tube connecting it to the collision chamber
can be rotated about the region where the collisions
occur, allowing us to measure the angular distribution of
recoiled atoms in the plane of the intersecting beams. In
addition to the state-sensitive optical detector mentioned
previously, the detection chamber also contains a high- _j
efficiency surface ionization atomic detector, which can
be used to measure those angular distributions without
spin-state discrimination. Figure 7 shows such an angular
distribution, obtained at 6.15 eV electron energy and mea- DETECTOR POSITION

sured by chopping the electron beam at 17 Hz and per- Figure 7. Atomic beam signal, phase-locked to the chopped electron
forming phase-sensitive detection of the atomic beam sig- beam (arbitrary units) vs surface ionization detector position. 71e
nal from the surface ionization detector. Detector posi- large negative signal near the origin indicates that when the detector
tion z and atomic recoil angle * are related by z =- L, is in the directpath ofthe atomic beam, fewer atoms reach the detec-

tor as the electron beam is turned on, showing that atoms are beingwhere L is the distance between the collision region and recoiled away from the detector When the detector is moved outside
the detector. The prominent positive peak is the signa- the atomic beam, the phase-lockedsignal becomes positive, showing
ture of forward electron scattering after resonant impact that atoms are being recoiled into the detector The prominent peak
excitation of a cesium atom [6]. The position of the peak at z = 4.3 mm is the signature of forward inelastic electron scatter-
z0, can be obtained by setting 0 = 0 in Eq. (1): ing. Th7ese data were taken at 6.15 eVelectron enegy.

my my = (2m)I12lEu12 - (E - E (3)
MV MV MV
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where E* is the resonant excitation energy; E* = 1.45 eV result of Visconti and co-workers [7], included for comparison pur-
for cesium. Equation (3) can then be used to determine poses.
the atomic speed V. We have shown that this technique
obtains consistent results for Vwhen varying the incident After these total cross-section measurements are
electron energy. Thus, this technique also provides a con- completed, we will be well positioned to start our first
sistency check on our determination of the electron kinet- measurements of electron-cesium atom spin-selected
ic energy E. cross sections to elucidate the role of spin in this very

We are now using our scattering apparatus to mea- interesting collision system.
sure total scattering cross sections between 6 and 20 eV.
Total electron-cesium scattering cross sections have been
previously measured by Visconti and co-workers [7] at
lower energies, so our experiments will expand the known
cross-section range into the so-called intermediate ener- 1. B. Bederson, "The Perfect Scattering Experiment,"
gies, where the few-states close-coupling approximations Comments At. Mol. Phys. 1, 41 (1969).
used to calculate accurate cross sections at low energies 2. B. Bederson and T. M. Miller, "Electron Scattering
become very poor, whereas high-energy calculational on Alkali Atoms," Electron and Photon Interactions
techniques like the Born approximation or its variants can with Atoms, H. Kleinpoppen and M. R. C. McDo-
not yet be used. In addition, by overlapping existing mea- well, eds., Plenum Press, New York (1976), p. 191.
surements we will also verify our apparatus and technique 3. J. Kessler, "Electron Spin Polarization by Low
against possible systematic errors. Figure 8 shows some Energy Scattering from Unpolarized 'rgets," Rev.
preliminary results, which are in reasonable agreement Mod. Phys. 41, 3 (1969).with existing measurements. Md hs 1 16)

4. P. G. Burke and J. B. Mitchell, "Spin Polarization
in the Elastic Scattering of Electrons by One-Elec-
tron Atoms," . Phys. B 7, 214 (1979).

5. R. Collins, B. Bederson, and M. Goldstein, "Differ-
ential Spin Exchange and the Elastic Scattering of
Low Energy Electrons by Potassium," Phys. Rev. A
3, 1976 (1971).
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High-Resolution Infrared Technology and Applications
R. W. Russell, J. A. Hackwell, D. K. Lynch, G. S. Rossano, and R. J. Rudy,

Space Sciences Laboratory

Both productive research programs and the devel- an airborne program, where there is very limited time for
opment of the high level of technical expertise necessary measurements or the source may be varying in time (or
to support system applications in the areas of advanced both). Because of atmospheric absorption in many
infrared sensors and remote measurement programs regions of the infrared, certain types of observations can
from space and airborne platforms are exemplified in the only be carried out by airborne or spaceborne sensors.
accomplishments under this project during the past year. Our proposal for BASS observing time next year on
The successful field use of new sensors is the proof of the NASA's Kuiper Airborne Observatory (KAO) received an
performance promised by state-of-the-art design: new excellent rating and was approved for four flights. Prior to
Aerospace-developed sensors provided high-quality mea- conducting such a program, or even being approved for
surements of a variety of celestial sources, which led to a one, the successful operation of the instrument on a
number of significant discoveries. At the same time, the ground-based telescope was essential. During the past
experience necessary to constructively contribute to year, four trips were made to the 1.5-m (60-in.) infrared
spacecraft and space-based systems and sensor designs telescope on Mt. Lemmon, which is partially supported by
was acquired. Techniques, methodologies, and require- the Air Force through the Space Surveillance and Track-
ments for calibration were all developed through this ing System Program Office, and one trip was made to the
active research program with direct application to several 3-m NASA Infrared Telescope Facility (IRTF) on Mauna
Space Defense Initiative Organization and Space Systems Kea in Hawaii.
Division programs. The first two runs at Mt. Lemmon were essentially

Significant accomplishments this past year engineering tests during which the performance of the in-
included: strument was delineated and system problems addressed.

* Five successful observing runs with the new Broad- Significant improvements were made in our understand-
band Array Spectrograph System (BASS). ing of techniques for the optical alignment of the cooled

" High-quality thermal infrared spectroscopy of four fore-optics module in the dewar that allows us to change
comets y from one f-ratio to another in order to adapt to a variety of

telescopes. The system noise was shown to be back-

* Studies of several type-Ia supernovae, ground-limited, and a scattered light problem was identi-
* Studies of a variety of other celestial sources at fied on the shorter-wavelength array. A new baffle has

wavelengths from the visible through the long-wave- been designed and will be installed next year. Some elec-
length infrared (LWIR). trical problems were solved by redesigning and imple-

The BASS was completed at the end of last year. Its menting an improved grounding scheme. As a result, the
unique design permits covering the entire 2.9- to 13.5-m observing runs in the latter part of the year produced
region simultaneously without moving parts by using 116 excellent long-wave spectroscopy of a wide variety of
detectors in two linear arrays of 58 elements each. The celestial sources, including Comet Levy. Neptune, Sat-
instrument is described in detail in two published papers urn's disk and rings, variable stars, calibration stars, and
[1,2], but we note here that the design is optimal for use in circumstellar shells around supergiants. Because the
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BASS acquires the entire spectrum at one time, we were ture during the approach to the sun. As the surface mate-
also able to step the beam across two extended, ionized rial was not envisioned as having been heated previously,
nebular regions. This permitted the characterization of the grains were expected to be amorphous and the result-
dust temperature and spectral structure as a function of ing infrared spectra to be smooth. Contrary to this model,
position in the nebula. Analysis of the spectra of all these however, periodic comet CBM exhibited no silicate emis-
different sources has begun. sion, much less structured silicate emission. Instead, we

Not the least of the many important features of the measured a smooth blackbody continuum typical of
BASS is its efficiency. Spectra that previously would have graphite or amorphous carbon grains. There was no sig-
taken 20 min to 3 h have been acquired in only 4 to 20 min. nificant variability in the light curve, either, a distinct con-
Entire classes of sources can now be studied, where pre- trast with the extremely variable behavior previously
viously only the brightest few members could be investi- exhibited by Halley. In contrast, our observations of first-
gated. The new ease with which cometary studies can now time comets Levy (Figure 1) and OLR showed that silicate
be made illustrates this point well. emission was definitely present from beyond 1 AU (i.e.,

Comets have been shown to provide a source, prob- outside of the earth's orbit) to very close to the sun. Fur-
ably ultimately the major source, of the zodiacal dust ther, comet Levy exhibited the two slope changes in its
cloud that pervades interplanetary space. Emission by spectrum, also seen in Halley's Comet, which have been
this dust provides the fundamental background limit attributed to partially crystalline olivine. The accumula-
against which all space-based sensors must operate. Fur- tion of observational data thus shows that the composition
thermore, because comets are believed to represent fro- of comets and the nature of their temporal behavior is
zen material from the protosolar nebula, studies of the quite variable and does not exhibit a simple dependence
composition and physical nature of cometary dust can on orbital period or solar processing. This points up the
improve our understanding of solar system evolution and need for studies of a broad sample of comets, not just the
the possible link between interstellar and solar system few brightest ones. The capability to do this is now in
dust. For these reasons, we have made an effort to study place, as demonstrated with the BASS instrument during
most of the comets that have appeared in the last 5 years. the August observing run at the IRT when the bright

The only comet with a periodic orbit similar to that Comet Levy (1990c) was measured in 4 min with signal to
of Halley's Comet is Comet Brorsen-Metcalf (CBM), noise as good as any published cometary spectrum (Figure
which reappeared this past year. Observations of CBM 1). The spectra on Comet Levy all showed the double-
have provided a test of our model for comet properties peaked structure seen in Figure 1, which is very similar to
based on orbit type; i.e., periodic versus first-time solar the spectra we obtained of comet Bradfield and other
encounters. In addition, three other comets with orbits investigators obtained on Halley. It is indicative of par-
resulting in only one apparition (one-tine comets) or at tially crystalline grains basically of olivine composition. A
least exhibiting very long periods were investigated comet about 50 times fainter than Levy was measured
through their thermal infrared spectral shapes: Okazaki- with fair signal to noise in only 20 min; analysis of this
Levy-Rudenko (OLR), Austin, and Levy. Based on our source will be carried out next year. Our group is now
earlier studies of periodic Comet Halley and such first- responsible for more than half of the existing thermal
time comets as Bradfield and Wilson, we had developed a infrared spectra of comets, and our use of laboratory data
picture of comets that attempted to qualitatively predict on cosmic dust analogs to supplement our cometary spec.
their temporal behavior and spectral shape. We predicted tral analysis puts us in a unique position to make further
that the periodic comets would have lost most of the vola- significant contributions in this field as we acquire spec-
tile surface material because of their frequent passages troscopy of a more complete sample of comets.
near the sun, leaving behind a sticky, crusty layer of dark, The near infrared ( - 0.7-1.35 lim) Ge grating sys-
probably carbonaceous material that might well be organ- tem is maturing; significant improvements in the preci-
ic in nature. As the solar insolation increased during the sion and repeatability of the grating drive, coupled with
progress of an apparition, heat would cause volatile mate- improved installation and alignment techniques at the
rial below the surface to build up pressure in pockets that telescope, resulted in greater sensitivity and an enhanced
would burst periodically, resulting in dramatic time vari- productivity. One example of the sources studied this past
ability. Silicate materials on or near the surface would be year is MWC 560, a peculiar emission line object believed
heated during each of the periodic apparitions by the close to be a symbiotic binary star system that episodically ejects
passage by the sun, atid some of the amorphous silicate material at velocities from 500 to 5000 km/s. Symbiotic
material would undergo a phase change to a more crystal- variables are believed to consist of an older, giant star that
line material. Crystalline silicate grains can be identified is losing mass and a smaller, hotter star that contributes
because they produce a much more structured infrared ultraviolet flux, powers emission lines, and may be accret-
signature than amorphous material. In contrast, first- ing some of the material ejected by the companion. The
time comets would tend to brighten more regularly as the precise nature of the stars inv ol ed is not well understood,
surface outgassing steadily increased with rising tempera- not ev en their spectral typc are know n well. Moderate to
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Figure 1. One of several spectra of a bright new comet, Comet Levy head, of the comet. The pronounced double.peaked feature between
(1990c), obtained with the Broadband Array Spectrometer System 9and 12 Arm is due to thermal emission by small silicate grains being
(BASS) from the NASA Infrared Telescope Facility (IRTF) on lifted from the nucleus by the sublimation of the icy surface. The
Mana Kea in August 1990. The gaps and noisy data between 5 and double-peaked shape and the wavelengths of the peaks, vey similar
7 Am are due to strong atmospheric absorptions produced by water to those seen in Comet Halley and Comet Bradfield, indicatepartial-
vapor and methane in this spectral region. The rising tail at short ly crystalline grains of roughly the same composition as the mineral
wavelengths issolarlight scattered by the dtst grains in the coma, or olivine.

high spectral resolution studies, such as those reported Another of our ongoing programs is near-infrared
here, are used to identify spectral features that are char- observations of planetary nebulae. Planetary nebulae
acteristic of a particular stellar spectral type or that delin- represent a late stage in the evolution of many single
eate temperature, radiation field, and density conditions stars. Such a nebula forms when a star throws off its outer
of the gas in the system and thus the energy requirements gas layers, revealing its hot, collapsed inner core. The
for the hotter star. The source MWC 560 has recently expelled gas is then photoionized and heated by the
drawn much attention because of its unusually violent intense radiation from this stellar core, producing a char-
outbursts. We obtained 0.8 to 1.35-gm spectra of MWC acteristic emission line spectrum. In addition to other
560 using the 3-m Shane telescope at Lick Observatory. parameters, these strong emis-on features provide much
The spectrum shows TiO absorption bands near 8470, of the information about elemental abundances through-
8880 and 9350 A, characteristic of an MO-M5 giant. In out the Milky Way and in nearby galaxies.
addition, the absorption line due to neutral helium at NGC 7027 is the brightest and best studied of all
10830 A is seen blue-shifted by 1550 km/s with a full width planetary nebulae. Part of a spectrum obtained with our
at half maximum of 1800 km/s, which suggests rapid near-infrared grating spectrometer is shown in Figure 2.
motion of a significant mass of gas. The continuum Although NGC 7027 has been observed in the near-
between 1.09 and 1.2 tm is irregular and suggests that infrared by three separate groups previously, those stu-
other important sources of broadband emission or absorp- dies focused on the strong emission lines. Of the 12 fea-
tion are also present in the region. The absence of Pas- tures we have now been able to identify between 1.1 and
chen lines and other emission features suggests a low exci- 1.34 gim, only 3 were detected previously. The importance
tation or hydrogen-deficient mass of gas (or both). These of these lines steins from their diagnostic qualities, which
data will improve our understanding of the physical condi- provide insights into the conditions and ongoing physical
tions in this particular binary, which we plan to continue to processes within the nebula. For example, the strength of
monitor as the source evolves, the forbidden [Fe II] line at 1.2567 Am relative to an opti-
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cal counterpart implies a density for the Fe+ region of month after maximum. These measurements, which rep-
- 50,00 cm"3, very high compared to the majority of such resent four of the five spectra ever obtained of type-Ia SN

nebulae. The detection of the [P III line at 1.1468 Am con- in this wavelength regime, show the spectrum evolving
firms the earlier association of the feature at 1.1883 g±m from a near-blackbody with minor absorption and emis-
with phosphorous, a relatively rare element in such nebu- sion features to one displaying full-scale (and still-uniden-
lae. tified) broad absorption features, the primary interest in

Moreover, the relative strengths of the features can this wavelength region. Although our efforts to identify
be used to check the ratio of their calculated Einstein A these features have so far been stymied, our new mea-
values, since both lines arise from the same upper level. surements extend the wavelength coverage down to 0.85
The calculated values are consistent with the observed g~m (versus - 0.95 p.m last year) and allow us to examine
ratio for these line intensities, but are not in agreement the known P Cygni emission/absorption feature that
with the ratio for two additional transitions of this ion, results from the mixing of velocity-broadened Ca II
both of which are weak features in the visible. The impor- infrared triplet lines. We believe this may provide us with
tance of observing these lines and correcting the atomic new clues to the unidentified absorption features. Expan-
parameters is that these four features are the only transi- ded studies of these spectra and others like them should
tions of phosphorus observable throughout the optical improve our understanding of the ejecta from such super-
and near-infrared and thus our only means of determining novae, and of the molecular formation and dust conden-
phosphorus abundances. sation processes that occur in the expanding shell and

During the past year, we continued our new pro- associated shock front.
gram to study supernovae in the near-infrared. As part of We have also been studying the near-infrared spec-
our continuing collaboration with R. Puetter of the Uni- tra of slow novae, which result from the nuclear burning
versity of California, San Diego, we obtained the spectros- of hydrogen-rich material accreted on the surface of a
copy shown in Figure 3 of two type-Ia supernovae located white dwarf in a binary system. A swift and dramatic rise
in other galaxies: SN 1990M in the galaxy NGC 5493 and to maximum brightness is followed by a gradual decline
SN 1990N in NGC 4639. A type-Ia supernova is believed back to a dim quiescence, a process that can take weeks for
to result from an accreting white dwarf in a binary system fast novae or years for slow novae. Unlike supernovae,
whose carbon-rich core collapses, leading to a nuclear singular catastrophes that destroy the star in question,
deflagration (a subsonic wave of nuclear burning) and an novae are believed to be very long-term cyclical events, in
intense explosion. In conjunction with spectra taken last which the star remains mostly un.hanged in the millennia
year of SN 1989B [31 and SN 1989M, we now have near between outbursts. Our near-infrared spectra, the first
infrared spectroscopy coN ering periods in the evolution of ever taken of a slow nova, show Nova Ophiuchi 1988 in
type Ia supernovae ranging from maximum light to a September 1988 and July 1989, 6 months and 16 months,
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respectively, after its discovery. Both spectra exhibit
strong hydrogen Paschen lines and the 10830 A line of
neutral helium in emission, superimposed on a weak con- 1. J. A. Hackwell et al., "A Low Resolution Array
tinuum. A notable change occurred between the two Spectrograph for the 2.9-13.5 gm Spectral Region,"
spectra as the nova evolved from a low-excitation, preneb- Proc. SPIE 1235, 171 (1990); also, ATR-90(8531)-2,
ular state into what we believe is its early nebular phase: The Aerospace Corp. (15 April 1991).
the continuum and most of the emission lines decreased 2. D. W. Warren and J. A. Hackwell, "A Compct
in strength, and three emission lines of He II appeared. 2. Spctrraph Suitable "A Coact
The latter are evidence of the hardening of the radiation Prism Spectrograph Suitable for Broadband
field of the central star, which is now capable of doubly Infrared Spectral Surveys with Array Detectors,"
ionizing helium in the expanding shell. The absence of Proc. SPIE 115, 314 (1989); also, ATR-89(8431)-4,
forbidden emission lines, such as those of doubly- and tri- The Aerospace Corp. (17 October 1989).
ply-ionized sulfur, indicates that the nova is still much 3. D. K. Lynch et al., "An Early 1.0-1.35 gm Spectrum
denser than other more common nebular systems such as of Type Ia Supernova 1989B and the J-band Absorp-
planetary nebulae or H II regions. Analysis of these data tion," Astron. J. 100, 223 (1990); also, ATR-90
is continuing. (8531)-1, The Aerospace Corp. (19 November

In conclusion, the completion of the BASS instru- 1990).
ment and continuing improvements in our other instru-
mentation have permitted us to gather a wealth of valu-
able data. The unique capabilities of BASS, in particular,
have aroused the interest of other investigators with the Cohen, R. D., et al., "Helium 1/10830 Observations of
result that a number of productive new collaborations Seyfert 2 Galaxies," Active Galactic Nuclei, D. E.
have been initiated. It has also led to NASA support for Osterbrock and J. S. Miller, eds., Kluwer Academic
an airborne program. In addition to the scientific observa- Press (1989), p. 126; also, ATR-88(8331)-9, The
tions emphasized earlier, programs are under way to accu- Aerospace Corp. (to be published).
rately measure and repeatedly monitor a number of celes-
tial objects of interest to several program offices. Thus, Greenhouse, M.A.,etal.,Near-Infared[Fe l ]Emissi on
this work continues to provide a productive research of M82 Supernovae Remnants: Implications for Trac-
effort that acts also as the core for maintaining state-of- ing the Supernova Content of Galaxies, ATR-90
the-art expertise to be able to respond to the design and (8531)-5, The Aerospace Corp. (to be published).
application needs of Air Force programs.
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Atmosphere Dynamics and Coupling
R. L. Walterscheld, L. R. Lyons, M. N. Ross, and G. Schubert,

Space Sciences Laboratory

The overall objective of this research is to increase A major effort has been the development of a theo-
our understanding of dynamical processes in the upper retical model that calculates the steady-state response of
atmosphere and mechanisms that couple the upper and airglow intensity to an AGW varying sinusoidally in space
lower atmospheres and couple the ionosphere and atmo- and time. Our model includes line-of-sight integrations
sphere. We seek to improve our understanding of phe- through an emitting layer of finite thickness to simulate
nomena and processes that are relevant to the natural the natural airglow intensities and temperature near
environment that affects satellite systems. For example, a 85-km altitude [2]. Recently, we performed simulations
source of clutter against which space-based surveillance with a model that includes the viscous damping of waves.
systems have to identify and track targets is the spatial Our calculations indicated that viscosity has a large effect
variation in emitting species due to atmospheric gravity on waves that have vertical wavelength comparable to or
waves (AGWs). These waves change the rate at which smaller than the depth of the emission layer. Rapid varia-
constituents react chemically to produce molecules in tions of the phase and amplitude of observed intensity and
excited states [1]. In this regard we have continued devel temperature fluctuations with wave frequency are sup-
opment of several computer models used to simulate pressed by viscous damping (Figure 1).
dynamical and chemical processes in the upper atmo- Because airglow intensity is a nonlinear function of
sphere. These models, together with other models and temperature, the temperature inferred from OH airglow
data analysis, were applied to the following specific topics varies from line pair to line pair. We have developed a
during this past year: model that predicts this variation in terms of temperature

" Wave-driven fluctuations in OH nightglow, lapse rate. We have run the model for various estimates
" Vertical temperature gradients derived from OH of transition probabilities and have applied the results to
nightglow, airglow data obtained from G. G. Sivjee of Embry-Riddle

University. The temperature lapse rates that we have in-
* Diffusion by Stokes drift. ferred are consistent with a highly structured mesopause.
" Atmosphere-ionosphere coupling in the auroral We conclude that airglow is a useful diagnostic for infer-

region. ring the state of the region of the atmosphere that is

* Transient development of atmospheric tides. strongly perturbed by vigorous gravity wave activity and

" Development of a two-component high-resolution that might affect space systems, such as the Space Shuttle

dynamical model. and the proposed Aero-assisted Orbital Transfer Vehicle,
as they reenter the sensible atmosphere.

141



102 AMPLITUDE, <61>/<I>

Figure 1. Variation of OH airglow 10 I TUDE, ....l i.
intensity fluctuations driven by
atmospheric gravity waves vs wave
peiod for three choices of wave hori-
zontal wavelength. Results are 101

shown for waves that are subject to
damping by eddy viscosity and ther-
mal diffusion and for those that are
not subject to damping. The latter 10 ISON MOEL
are denoted "none" and the former HORIZONTAL WAVELENGTH \i.

are denoted "std," indicating that NONE 10, kin

nominal values of the coefficients of - - 500 kim
viscosity and thermal diffihsivity are 101  --- 1000 km
used. The quantity 7 is the intensity ....... STD 100 km

averaged over a wave period; 61 is - - - 500 km ............
tire wave-driven departure there- 2 1000 km
from. Angle brackets refer to line-of- 102
sight integrations through the emis-
sion layer Note that the low-fre-
quency fluctuctions (period ;, 104s)
exhibit rapid variations as afimnction 10,3  J .I

of wave frequency in the undamped 102 103 104 105

case, but not in tire damped case. PERIOD, s

The second area of interest involves the energy warming at low latitudes is caused in large part by gravity
deposited in the auroral region and the associated dynam- wave-induced convection, and that the heating is due to a
ical effects on the atmosphere. Auroral energy sources local redistribution of heat rather than the transport of
may cause substantial variations in density, neutral corn- heat from high to low latitudes (Figure 2). This explains
position, temperature, and winds [3-6]. The most pro- how the observed low-altitude warming can occur within
found disturbances of the neutral thermosphere are - 3 h uf the onset of high-latitude heating.
caused by magnetic storms [7]. We have studied the redis- We obtained another important result by consider-
tribution of energy by waves and large-scale convection in ing internal gravity waves and the associated nonzero
an ongoing collaboration with S. V. Venkatesawaran and mean parcel displacement induced by them (Figure 3) [8].
Captain D. Brinkman of the University of California, Los The theoretical framework for the diffusive action of this
A.ngeles. Numerical simulations have indicated that drift has been expanded. A spectrum of waves can induce

Figure 2. Contours of temperature TEMP CHANGE: INDUCED WINDS
change (K) resultirgfrom winds in- 14.4- 450

duced nonlinearly by gravitv waves 13.2 - 400
during a magnetic storm. 7he ten. - + .4 4 3
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nal spreads outward and upward away from the energy
Z, km X-Z PLANE source with the group velocity of the fastest moving waves

of the system. At a fixed position, the wavelength
increases with time; at a fixed time the wavelength
decreases with altitude. These results should help identi-
fy transient effects in tidal observations. It has also been
shown that the time required to establish an observable
modal structure is largely a question of how long it takes
for the steady-state tide to emerge from the background

x consisting of the continuum and normal modes.
X\ x Work continued to test and improve our recently

developed sophisticated high-resolution two-gas model
4- - - - - - -(0 and N2-0 2) of thermospheric dynamics in order to

increase the stability and speed of the numerical scheme.
Also, work was undertaken to develop a three-component
model (0, 02, and N2), which we plan to use to support
the Atmospheric Response In Aurora (ARIA) rocket pro-

Figure 3. Trajectoy of an airparcel moving under the influence of a

spectmm of atmospheric gravity waves. The motion at each point in gram.
thehodzontal-vertical (X-Z)plane isperiodic with zero mean veloc- The zonal neutral wind within an auroral arc isdriv-
ity. The trajectory simulation was performed over one complete en into motion primarily by ion drag. The ion drag force is
cycle. Despite the fact that the velocity at each point averaged over proportional to the difference u - ut, where u is the neutral
the cycle was zero, there isa nonzero displacement oftheparcel at the zonal wind speed and u, is the zonal ion drift speed. Pre-
endofacycle, This nonzero displacement is Stokes drift. Thednftof vious simulations of the neutral response to auroral arcs
parcelsmoving independently underthe influence ofa wavefieldcan with sophisticated dynamical models have ignored the
result in the stocastic difftsion ofairparcels. Trajectoty calculations feedback effects of current driven by u x B electric fields
fora large numberofparcels indicate that Stokes diffusion can be a on ui [4, 10], where u and B are, respectively, the neutral
large as the diffusion usually attributed to smallscale turbulence. wind and magnetic field vectors. Conventionally, ui is a

drift because of superposition effects. A broad spectrum prescribed function of the impressed electric field E,. For
of waves can give the spatial variation in drift required to constant Eo, u approaches ui, and the ion drag force is re-
give dispersion of parcels. Theoretical limits have been duced. However, results of an earlier study with a simple
established on the dispersion caused by conservative model for coupled auroral and neutral dynamics indicated
waves. We have continued to perform simulations in col- that, because of arc-neutral feedback, E0 increases with u
laboration with W. Hocking of the University of Adelaide, such that ul remains approximately constant in discrete
Australia, fora collection of parcelsforvariouswave mod- arcs, and the ion drag force is not diminished [11]. We

els and have found diffusion coefficients comparable to have performed simulations of the response to discrete
values usually attributed to small-scale turbulence. We arcs with a sophisticated high-resolution dynamical model
have also calculated the rate of change of atmospheric with and without feedback. Over a 1-h simulation, feed-

quantities due to Stokes diffusion. It appears that Stokes back effects increased the zonal wind velocity within the
diffusion might be an important, hitherto overlooked, arc by - 20 to 30%. The rate of divergence between
source of diffusion for atmospheric constituents. results with and without feedback accelerates as time goes

A complement of simple models has been used to on. This acceleration was illustrated by extending the sim-

study the transient excitation of atmospheric tides and the ulations to 2 h, although this period is unreasonably long
separation of the disturbance into modes [9]. The for an auroral arc to remain stable. Over the 2-h simula-
response to changed tidal forcing consists of a continuum tion, feedback effects increased zonal wind speed within
of free waves, a discrete spectrum of normal modes, and a the arc by a factor of - 2.
discrete spectrum of forced tidal modes. These add up to In summary, substantial progress has been made in
yield a traveling disturbance that propagates away from all areas of this project. This progress will contribute to
the region of changed forcing and consists of a steady- improved specification of the atmosphere for a number of
state signal that has tidal frequency but no modal struc- space programs. We plan next year to complete work in
ture, preceded by a transient forerunner that has neither some areas started this past year and to place continued
tidal frequency nor modal structure. We have elucidated focus on dynamical processes that occur in the high-lati-
the characteristics of the steady-state signal and have stu- tude thermosphere, that couple the lower and upper
died the evolution of the steady-state signal into a stand- atmosphere, and that cause variations in airglow emis-
ing oscillation with modal structure. The steady-state sig- sions (clutter).
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Aeronomy of Auroral/Airglow Emission
J. H. Hecht and A. 5. Christensen,

Space Sciences Laboratory

The objective of this research is to establish a quan- the characterilics of the vertical propagation of atmo-
titative understanding of basic aeronomic processes, spheric gravity waves. During the past year, we used these
including particle precipitation, gravity wave propagation, techniques to address our objectives.
and resonance scattering of solar photons. In particular, During 8 to 10 February 1986, we obtained observa-
the research focuses on gaining an understanding of the tions of auroral emissions during a great magnetic storm.
following topics: During the most intense period of 8 to 9 February, the Ap
• The relationship between energy input into the index, a measure of geomagnetic activity, reached 202.

atmosphere and composition changes in the lower This was one of the 10 largest storms since 1932 [9]. Fig-
thermosphere (100-150 kin). ure I shows the predictions of various model atmospheres

" The adequacy of current models to predict composi- for the atomic oxygen density at 150 km during this storm

tional changes, in species such as atomic and molec- period ratioed to the atomic oxygen density at the same

ular oxygen, in the lower thermosphere (100-200 1.4
km) and in the upper thermosphere (above 400 kin). 1.4 I I I I I

• The passage of atmospheric gravity waves through
the mesopause (80-95 kin) and their effects on the
intensity of the OH Meinel and 02 atmospheric 1.2 A
band emissions.
Understanding these topics is important to a num- ,

ber of space programs for the following reasons:
* Understanding atmospheric composition is neces- 1.0 .

fosaryfordeterminingtheorbitsoflow-altitudespace- K

" Species such as atomic oxygen can have a corrosive 0.8
effect on some spacecraft surfaces. o. -

* Atmospheric gravity-wave-induced composition F i '
changes can result in increased background and clut- "
ter in ultraviolet and infrared space-based surveil- 0.6 - I
lance systems.

• Understanding atmospheric gravity-wave phenome- I
nology is important for the development of satellite
weather systems. 0.4-- 3-h M83
In previous company-sponsored work, we have

developed a number of remote sensing techniques that -- 24-h M83
permit us to address these problems. We developed a
Fabry-Perot interferometer system that is capable of mea- 0.2 .... 24-h M86
suring weak auroral and airglow emissions [1]. Using this
system, we showed how, by measuring auroral emissions,
one could determine the adequacy of an atmospheric
model in its prediction of the atomic oxygen density [2-61. 0 5 I I 8 9 I
We also measured weak OH Meinel airglow emissions 4 5 6 7 8 9 10 11 12 13

and showed how these can be used to study the propaga- UNIVERSAL rIME ON DAY OF FEB 1986
tion of gravity waves through the mesopause region [7]. Figure 1. Modelpredictionsfor the ratio of atomic oxygen density at
We improved on this technique by developing a charge- 150kin duingthegreat magnetic stoin inFebmaly 1986 to theo.y-
coupled device (CCD) camera system that could be used gen density at 150 km on 4 Febnmaqy 1986 at 0000 UT, a penod of
to take pictures of both the OH Meinel emission, which low geomagnetic activity. The long-dashed Lurve represents thepre-
occurs near 85 km, and the 02 atmospheric band emis- diction of MSIS-83 using 24-h Ap indices. 7he short-dashed LuWve
sion, which arises near 94 km [81. Measurements of both represents thepredic tion ofMSIS-86 using 24-h A., indite. The ul-

emissions simultaneously will permit determination of id curve represents thepredictions ofMSIS-83 using 3-h Ap indies.
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altitude but for 4 February 1986, a period of low geomag- 1.4

netic activity. There is a factor of 2 difference for the pre- I I I I I I I I
dicted decrease at the peak of the storm. The models also
predict different time responses for the changes in the
atomic oxygen density during the course of the storm. 1.2-
Figure 2 shows the predictions of one of the models, the
3-h Ap mode of MSIS-83 [10], compared with our data.
This model accounts for most but not all of the measured
decrease. However, the predicted time response of the
change in composition is faster than indicated by our data.
Figure 3 shows the same comparison using the MSIS-86
model [11]. It does a noticeably poorer job than does 0.8-
MSIS-83 both in regards to the magnitude of the decrease i t

of the oxygen density and to the time response for compo- ,c-
sition change. Thus, it appears at least regarding atomic 0.6-
oxygen density, that the older MSIS-83 model is better
than the newer MSIS-86 model [12,13].

Data were also obtained on the O2 density observed 100 km i.n
during the storm. Our measurements indicate that the 0.4- 120 -

___________________-- 120 km
1.4 1I I

0.2- 
150 km

1.2o - DATA

0 - 1 1 1 1
4 5 6 7 8 9 10 11 12 13

SJ sent theOpredictions of MSIS86 using 3-h Ap indices for three differ.~~ent altitudes. The solid squares represent our data. he arrow be.
tween the two data points near 0700 UT on daylight indicates that

0.6- _ these points represent oxygen densities derived from the same mea-
surement but using two different model atmospheres.

- 100"km k i n * increase in 02 was about half of that predicted by either
0.4- MSIS model. That is, the data measured at the peak of

- - 120 km Ithe storm on 8 to 9 February 1986 are consistent withincreases in the 0 2/N2 ratio, from geomagnetically quiet
150 km •periods, of between 10 and 50%. Using the model from

0.2 - Kayser and Potter[ 141, which is based on diffusive equilib-
• DATA lk rium, and taking into account simply the temperature

change at a nominal altitude of 130 km, there would be
0 I expected to be about a 10 to 20% change in the ratio dur-
4 5 6 7 8 9 10 11 12 13 ing the peak of the storm. Because the masses of these

two molecules are close to the mean molecular mass,UNIVERSAL TIME ON DAY OF FEB 1986 dynamical effects should not significantly change the
Figure2. Observations and modelpredictionsfor the ratio ofatomic ra i c al thou ld t si tent withn sim-

oxygen density vs time to the aygen density at 0000 UTon 4 Febni ratio. Thus, although these data are consistent with sim-
ay 1986, aperiod of low geomagneti- activity. The thin curves repre. ple model expectations, it is not clear at present why MSIS
sent the predictions ofMSIS-83 using 3-hAp indicesforthree differ- model predictions are so much higher. It may be related
ent altitudes. The solid squares represent our data. 77e arrow be- to the extreme nature of this geomagnetic storm and to
tween the two data points near 0700 (11 un daylight indcatie that the fact that little of the data on which MSIS is based was
thwe puints represent drygen densitt denved from the 4ame inea- obtained during such conditions. This is the only time that
3urement but using two different model atmospheres, the MSIS models ha~e been checked regarding their pre-
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dictions for composition change during such an extreme 1.5
storm. Thus, our data can be used to constrain and even-
tually improve empirical models such as MSIS.

There were other results from this data set that in- 1.2,

dicated the inadequacy of the MSIS model for predicting
the detailed response of the atmosphere during geomag- 0.9
netic activity. From the data shown in Figure 2, it can be o.
seen that just aiter 0000 universal time (UT) on 9 Febru- 0
ary, there was an increase in the oxygen density. This 0.6
occurred at an altitude of 130 to 140 km. In Figure 4,
which shows this period at a higher time resolution, thefo -
scaling factor used in our analysis is plotted versus time. 0.3
As discussed previously [2-6], thefo scaling factor is the
amount one has to scale a model atmosphere, in this case 0.
MSIS-83, in order to match observations. It is proportion- .200 0 200 400 600 800
al to the O/N 2 density ratio. The increase in oxygen, in GREENWICH MEAN TIME ON FEB 9,1986
Figure 2, corresponds to the increase info, shown in Fig-ure 4, between the times 0200 and 0300 Ut. Figure 5 FigutreS, fo:fortlie night of8to 9Februaiy1986. Tihephus signs and
showsuhere ultsn g th same times 0200ire 50 the asterisks are the results using measurements fron two different
shows the results, during the same time period, for thef02 instruments.
scaling factor, which is proportional to the 0 2/N2 density
ratio. No corresponding increase is seen in that ratio from era system was deployed in March and April at Mt. Halea-
0200 to 0300 UT. A large change in the O/N 2 density ratio kala as part of the ALOHA 90 campaign, which included
without a corresponding change in the 0 2/N2 density scientists from the United States, United Kingdom, Can-
ratio is the signature of an atmospheric gravity-wave- ada, and Australia, This campaign was designed to study
induced composition variation. Such dynamical effects gravity waves over the Pacific Ocean. Although the data
are not included in the MSIS models. However, gravity for this campaign are still being analyzed, preliminary
waves, if they have a large horizontal wavelength, can be results do not show evidence of good correlation between
reproduced in the thermospheric global circulation model the intensity of the OH Meinel emission and the 02 atmo-
([GCM) developed at the National Center for Atmo- spheric band emission. In contrast, we have analyzed
spheric Research (NCAR). We are currently working most of our data from the 1989 NSF-sponsored AIDA
with scientists at NCAR to see if these effects are repro- campaign, which was designed to study gravity-wave
duced when this storm is modeled using the TGCM. effects from Puerto Rico. On one day, 9 May 1989, we

The CCD camera system developed under previous observed that the OH Meinel intensity and the 02 atmo-
company-sponsored work [8] was used to investigate gra- spheric band intensity were almost 180 deg out of phase
vity-wave effects at lower altitudes (80-95 km). The cam for most of the evening (Figure 6). Such a relationship is

1.5, . , - characteristic of a standing wave with a wavelength of
greater than 6 km [15]. Although such waves have been
seen in Na lidar data [16], they have not previously been

1.2 - reported from airglow data.
We have made some progress in gaining an under-

0.9 , standing of the interpretation of OH Meinel data. We
- have shown, for the first time, that by using the intensities

- - " of several OH Meinel rotational lines, it is possible to
0.6 - determine not only the temperature of the region near 85

km, but also the temperature gradient throughout the
Ile emission layer [17]. It is anticipated that this technique

0.3 will be used in the interpretation of some of the data
obtained by our colleagues during the ALOHA campaign.

0 , In summary, we have shown that our observations
-200 0 200 400 600 800 obtained during extreme geomagnetic activity can be used

GREENWICH MEAN TIME ON FEB 9,1986 to put some constraints on the validity of various atmo-
Figure4. foforthenightof8to9Febntaty1986. 7hephssignsand spheric models. In particular, we have shown that
the asterisks are the results using measurements fromn two different MSIS-83 appears to be a better predictor of the atomic
instntments.
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Ionospheric Processes
F. T Djuth,

Space Sciences Laboratory

The natural ionosphere plays an important role in build until thermal conduction (dependent on electron
several space programs that are either currently opera- temperature gradients) is large enough to spread the heat
tional or in various stages of development. This includes to lower and higher altitudes along the geomagnetic field.
space-based receiver systems and radars and a variety of Large electron temperature enhancements are achiev-
ground-based activities involving detection and tracking. able under these circumstances. However, the tempera-
Our project is designed to provide a better overall descrip- ture of the background 0 + gas increases by only a small
tion of the earth's ionosphere through observations of the amount because of its larger unit mass (16 u).
natural environment and through experiments involving The temporal development of electron tempera-
artificial ionospheric modifications [1]. The response of ture measured with the incoherent scatter radar at Areci-
the ionosphere to large externally generated perturba- bo Observatory, Puerto Rico, is shown in Figure 1 as the
tions (both natural and man-made) is also addressed as HF beam is turned on and then subsequently switched off.
part of this work. Particular attention is given to gaining Measurements made at three different altitudes are
an understanding of the thermal balance of the upper shown. After about 1 min of HF heating, the electron
atmosphere because it is crucial to first-principles model- temperature increases from a background value of 700 K
ing of the ionosphere. Moreover, this type of investiga- to about 1800 K. During I to 3 min following turn-on, the
tion also permits the measurement of fundamental iono- electron temperature begins to fluctuate because 6f ther-
spheric quantities, which facilitates simulations of the mal instabilities that give rise to hot spots in the plasma
auroral and equatorial ionospheres. Additional investiga- [4]. After 3 to 4 min of HF modifications, the electron
tions focusing on ionospheric turbulence are motivated by temperature rapidly decreases, particularly at higher alti-
the need for a better description of auroral irregularity tudes. This is a geometrical effect brought about by the
formation. Oar current objectives are fact that the HF-modified volume drifts outside the field

" To validate models of thermal balance in the iono- of view of the diagnostic radar. An ionospheric electron
sphere. density depletion is created near the reflection point of

* To use artificially produced changes in electron and the HF beam in the ionosphere, and this locks the HF

ion temperature to examine cross sections and reac- beam into the drifting ionospheric plasma [5]. It is not

tion rates of importance to the physics of the upper unusual for the center of the HF beam to move laterally
atmosphere by as much as 100 km from its initial position directly

above the HF facility. When the HF beam can no Ion-
* To characterize the development of resonant plasma gerthe vertical position in a manner similar to that of a re-

phenomena in the upper regions of the ionosphere. laxation oscillator. The snap back phenomenon is respon-
Studies of thermal balance in the ionosphere sible for the return of the electron temperature enhance-

address several unresolved issues in atmospheric plasma ments in Figure 1 shortly before 8 min relative time.
physics, including heating and cooling rates in the upper Immediately thereafter, the HF beam is turned off. The
ionosphere and the rate at which photoelectrons are pro- electron temperature quickly decreases until it equili-
duced by solar extreme ultraviolet radiation. In the past, brates with the ion temperature; subsequently, the elec.
we have shown that the ionospheric thermal balance can tron and ion temperatures slowly relax back to the ambi-
be greatly altered with high-power radio waves trans- ent neutral temperature.
mitted from the ground provided that ionospheric condi- A detailed understanding of thermal balance in the
tions are carefully selected for the modification process ionosphere requires that complex numerical models be
[2-5]. This experiment requires that observations be applied to the observations [3]. In these numerical stu-
made at nighttime, when the electron density at the F lay- dies, many reaction rates and cross sections essential to
er peak is relatively low ( - 1 x 105 cm- 3), and the height first-principles modeling of the natural ionosphere are
of the F layer is greater than about 270 km. Moreover, the used. In certain cases, our observations are used to pro-
overall temperature imbalance becomes more pro- vide information about the chemistry of the upper atmo-
nounced when background plasma temperatures are !ow sphere that is difficult to obtain by other means. For
(600-700 K). The essential physics is determined by the example, the rate at which the electron and ion tempera-
fact that locally deposited heat is not readily dissipated in tures relax back to the neutral temperature after the HF
this ionospheric environment. Energy deposited in the beam is turned off is determined in part by the 0-0+
ionosphere by a high-power radio wave is channeled into charge exchange rate. By focusing on measurements
electron temperature enhancements that continue to made near 375-km altitude, we obtain an analytical solu-
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numerical analysis of ionospheric thermal balance be per-
25 formed with plasma transport included. Efforts are under

20 -375 km way to perform such an analysis.
HF OFF A second investigation that has yielded important

15 ' results involves studies of resonantly excited turbulence
in the ionosphere. Our examination of resonant pro-

10. • % cesses in the ionospheric F region represents a somewhat
'" "I " ..... unique area of research directed toward gaining an under-

standing of wave-plasma interactions in the ionosphere,
the fundamental processes responsible for the excitationx 1 HF OFF of plasma turbulence, and the ways in which ionospheric

ui . O

20 337 km turbulence interacts with electron density irregularities.
< In these experiments, high-power radio waves are alsocc is . '" used to modify the ionospheric plasma; but, in this case,

background conditions are selected to suppress the tem-
10 % perature enhancements previously described. Our initial

0 HF ON EQ " work in this area involved high-resolution radar tech-
5 HF ON niques, which were used to characterize the development

-, of ionospheric plasma turbulence in space and in time [6].
Wu 20 299 km ". HF OFF These observations revealed an unexpected richness in

15 -. complex plasma structure and provided the first evidence
/ %. that strong states of Langmuir turbulence, as described by

0 '....,. the Zakharov equations, are excited in the ionosphere.

EQ % Generally, there are clear distinctions between the excita-
S iHF ON tion of weak turbulence and strong turbulence in a plas-

I L -- , ma. Weak turbulence theory implies that plasma nonlin-
0 1 2 3 8 9 10 11 earities are small, thatthecouplingofoneplasmawaveto

TIME, min another occurs weakly through the background ion gas,
Figure 1. 7hnporal development of electron temperature asthe ion- and that all waves have random phases. On the other
ospheric thernal balance is upset by a powerful 11F radio wave.
Teiperatures are shown forthree altitudes (299, 337, and375kn), hand, strong turbulence s characterized by large nonlin-
7the 1Fbean: is turned on at 0 inin relative time and off at 8 in eai ities, chaotic behavior, and temporal and spatial coher-

relative time. 7ree stages of plasma development are illustrated. ence. Moreover, strong Langmuir turbulence entails the
intial tenperature growth (0-1 'min), thennal instablt, (1- 3 nun), formation of highly localized plasma states (often called
and movement of the modification region outside of the diagnostic cavitons), which consist of high-frequency plasma waves
radar field of view (3-8 rin). 7The 1tF bean, is turned off when the trapped in self-consitent density cavities; i.e., an electron
modification region reenters the radar beanm. 7he electron tempera- density depletion. Numerical simulations show that cavi-
ture subsequently equilibrates with the ion temperature at the point tons sustain the state of strong plasma turbulence through
labeled EQ. After this, the electron temperature slowly approaches repetitive cycles of nucleation, collapse, and burnout [7].
the nletral temtperatre. Th7ese mleasurements were nmade on 12 retiveclsofnlainolpendbnut1]March 1990. The physics of strong turbulence in the ionosphere is simi-lar to that used extensively in laser fusion studies. Howev-
tion to ion and electron heat equations and thereby er, when one scales the essential plasma parameters from
deduce the charge exchange rate. On the basis of our the laser fusion experiment to the ionosphere, it becomes
extensive database, it appears that the charge exchange apparent that development times in the plasma slow down
cross section should be increased by a factor of 1.5 t 0.1 considerably. For example, processes that occur within
beyond the currently accepted value. In general, O-O 1 ns in laser fusion occur over time scales of tens of mili-
charge exchange determines the extent to which the seconds in the icnosphere. 'lhe ionospheric experiment
earth's upper ionosphere couples to the principal aeutral has -great advantage in that it permits better diagnostic
gas in the thermosphere. An understanding of this .ou- measurements to be made during the slow development
piing is particularly important in the auroral region, where period.
there are d)namical interactions betweer, neutral gas and Io clarify the roles played by strong turbulence and
the ionosphere. weak turbulence in the ionosphere, we have implemented

In addition to the charge exchange interation, it a riew data-taking procedure at Arecibo involving pseudo-
should be possible to determine the temperature dcpcn- t tndom phase coded radar pulses, where the phase code
dcnce of recombination rates responsible for the crcation is changed on a pulse by pulse basis. 'his technique per-
of electron density dCpletions obsercd in the cxpcri- mits high-range resolution measurements to be made in
nicnt. Howetcr, this stud) requires that acomp. .hcnsitc the plasma while presening ,ideband spectral informa-
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tion. Moreover, data taken in this manner use the full are seen in the reflection region. This is precisely what
average power of the radar k!ystron at Arecibo and there- one would expect for strong Langmuir turbulence. How-
by represent the limit of Arecibo's measurement sensitiv- ever, at late times in the top panel and at virtually all times
ity. An example of data obtained with this technique is in the lower two panels, peaked spectral structure is evi-
shown in Figure 2. The spectrum of 35-cm Langmuir tur- dent as intense horizontal bands. These cascade side-
bulence is shown versus time relative to HF turn-on for bands are separated by twice the ion-acoustic frequency;
three adjacent radar ranges separated by 300 m. The top they are the signature of weak turbulence processes in a
panel corresponds to the altitude of HF radio wave reflec- plasma. Thus, strong and weak turbulence seemingly
tion; the lowest height corresponds to the altitude where coexists in the ionosphere. This result and other related
weak turbulence processes are expected to take place. At developments are discussed in greater detail in [8].
early times following HF turn-on, broad diffuse spectra The manner in which weak turbulence simulta-

neously resides in a plasma with strong turbulence is cur-
dO AT THE BOUNDARIES rently being explored theoretically [9]. The greatest diffi-

culty from the theoretical perspective is understanding
0 .3 .6 .9 .12 .15 .18 how strong turbulence in the radio wave reflection region

.20 - T I-- - evolves into weak turbulence. Current models provide noA 270.6 km mechanisms bv which the caviton formation cycle can be
0 interrupted. Part of the solution to this problem may lie in

the formation of geomagnetic field-aligned irregularities,
>20 which are not accounted for in the current theory because

of the neglect of cross-field diffusion. Results of a recent
W 40 experimental study performed as part of this project [101

Z indicate that Langmuir turbulence can initiate the growth
60 REFCTION T of geomagnetic field-aligned irregularities. Moreover, it

.. HEIGHTL - & appears that these irregularities, once formed, can have a

0 2 4 6 8 significant impact on the development of Langmuir tur-
.20 7- o I I I I I I I I f I bulence. Similar processes are believed to occur in the

ALTITU-D natural ionosphere, particularly at auroral and equatorial
0latitudes.

* . It is worth noting that the strong turbulence investi-
20 gation is very demnading from a radar diagnostics stand-

point. This type of experiment has traditionally led to the
0 40 development of innovative data-taking techniques. In

particular, the phase-coding technique mentioned earlier
60 has found immediate application in the measurement of

neutral temperatures and neutral mass densities in the

0 2 4 6 a atmosphere at altitudes near 100 km. In this region, the
.20 r J- n--- r-r rr-- i--9 scale heights of the ionosphere and neutral atmosphere

27O m are very small, which necessitates the use of spectral
0 A .... methods that preserve good range resolution.

_-____________ In summary, we have completed the first stage of a
>: 2o- study designed to examine the thermal response of the
U) -ionosphere to an artificial heat source. In so doing, we
o4o4 have validated our thermal response model and succeed-

F" ed in obtaining estimates of the 0-O + charge exchange
60 rate in the ionosphere. A more comprehensive model of

MATCHING HEIGHT heat and plasma transport in the ionosphere is currently
__ - __ - __ I and __ in is__T

0 2 4 6 8 being developed using the existing database as a guide-
line. This effort is expected to provide information about

TIME RELATIVE TO HF TURN.ON s the temperature dependence of recombination rates in

Figure 2. Frequtencycontent ofLangmuirtrblencevstimefollow- the ionosphere. Our studies of resonant processes in the
itgttrn-on ofaiigh.po werradiobeam tintheitonosphere Spectral upper ionosphere have led to the discovery of coexisting
results are shown as grayscale spectrogramns. lhe threepanelscon- states of strong and weak turbulence in the ionosphere.
lain measurements fron three adjacent altitudes separated by 300 it, 'liese obervations provide a way of validating new theo
absoluteatu rem theretical concepts that are applicable to laser fuson
lisplaceinet of one iui-auisti. frequeti) relatime th ie ungua is

labeled as fia. 77itse ubsenatiunis tre inaid oil 2 ,Il 1990 research. Moreover, there is expenmental eudence that
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ionospheric turbulence gives rise to field-aligned elec- Artificial Field-Align -d Irregularities at Arecibo,"
trondensity structures as part of a step-wise evolution of J Geophys. Res. (in press).
plasma states. Such processes may greatly promote irreg-
ularity formation in the auroral ionosphere. Many of the
new observing techniques developed for studies of iono-
spheric turbulence have broad applications in the natural Bernhardt, P. A., S. T. Zalezak, and F. T. Djuth, "Com-
ionosphere, particularly in situations where good altitude ment on 'Interaction of Electromagnetic Waves in
resolution is essential. The radar technique implemented the Ionosphere' by V. N. Laxmi and A. K. Saha,"
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Infrared Studies of Star-Forming Regions
J. A. Hackwell, R. W. Cantema, D. J. Edelsohn, L. M. Friesen, J. H. Hecht,

J. Kepner, D. K. Lynch, R. W. Russell, and E. A. Walkup,
Space Sciences Laboratory

This research combines the analysis of data from two or more sources illuminate an IRAS detector simulta-
the Infrared Astronomical Satellite (IRAS) with ground- neously. This, coupled with the emphasis placed on hay-
based infrared observations to study the structure of the ing no false detections in the IRAS Point Source Catalog
infrared sky over a wide range of spatial scales. Unlike vis- (PSC), makes the PSC very unreliable in crowded regions.
ible light, infrared radiation can penetrate the dense In particular, the limiting flux to which sources are
clouds of gas and dust that pervade the galactic plane detected can vary greatly over small distances, so that a
(Milky Way). Thus, infrared measurements can reveal relatively bright source may be omitted from the PSC,
regions of star formation and other heavily obscured whereas a nearby faint star will be included in the catalog.
regions of the Galaxy that were previously inaccessible to These inconsistencies distort the star count statistics to
scientific study. One consequence of the ability of the point where it is impossible to derive meaningful
infrared radiation to penetrate interstellar space is that information about the distribution of infrared sources.
the appearance of the infrared sky cannot be predicted We have used our image recovery techniques to overcome
from measurements at shorter wavelengths. Thus, space the effects of the confusion and to make a catalog of
surveillance programs that need to understand the infrared sources at 30-deg galactic longitude that is com-
infrared celestial background require direct infrared mea- plete to a limiting flux of 1.4 x 10-18 W cm- 2 gm- 1. Our
surements of the sky at the wavelengths of interest, study results reveal two new populations of infrared

During the past year, we continued to exploit tech- objects that are closely confined to the galactic plane and
niques that we developed in previous years for recovering dominate the surface density of infrared objects within 2
high-resolution images directly from raw, unevenly deg of the plane (Figures 1 and 2). The firs: .ewly discov-
spaced IRAS data. Significant effort was directed toward ered population consists of objects with very low 12- to
a detailed analysis of infrared sources in the plane of the 25-gm color temperatures (T < 250 K) whose surface
Galaxy at a galactic longitude of 30 deg. This region, like density falls off with a characteristic exponential scale
many on the galactic equator, is particularly difficult to height of 0.4 deg (i.e., the surface density of these objects
study because of confusion introduced by the high density falls by Ile for every 0.4 deg away from the galactic plane).
of stars and other sources. Source confusion rezults when About 30% of these cool objects are associated with

300 GALACTIC LONGITUDE Figure 1. The ratio of the 12- to
1.0 , I I I 25-un flux plotted vs galactic lati-

tude for each of the IRAS sources re-

0.5 . . .~. covered around 30 ± 5 deg galactic
0.5- . ... .,. . .." .".... .longitude. This ratio can be inter-

"". '- " 2.- - 1000 preted as a color temperature. Note
........... ... ..... "-.; :. 0 the high concentration of sources
S' . , 500 withcolor temperatures below 250 K

A.". .. a ,. within 2 deg of the galactic plane.
0 J.. ; . - 300 tese represent a hitherto undiscov-

i... ered component of the infrared sky.
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Figure 2. The distribution of sources . " . -2-,
around 30-deg galactic longitude ) -2 - ... • . ... .. .-.. ..

that have color temperatures above < . . ..

250 K (left) and sources in the same D . .. . .4
region that have color temperatures " , -6

below 250 K (right). Note how :
strongly concentrated in the galactic 6 ... .....

plane are the low-temperature . .

sources. About 30% ofthelow-tem- .8 " .8
perature sources are HI! (ionized)
regions, Theremainderareprobably 10 I I
young stars that are too cool to ion- 24 26 28 30 32 34 36 24 26 28 30 32 34 36

ize their surroundings. GALACTIC LONGITUDE, deg GALACTIC LONGITUDE, deg

known HII (ionized) regions from radio studies. The Because IRAS was in a sun-synchronous orbit and
remainder arc probably very young high-mass stars that was also constrained to point away.from the earth, it made
are too cool to ionize the gas that surrounds them. The many scans over the ecliptic poles. The most sensitive
second population has a 12- to 25-gm color temperature infrared celestial survey to date was made by co-adding
> 250 K and an exponential scale height of 1.1 deg. This hundreds of North Ecliptic Pole scans made by IRAS.
population is probably a mixture of newly forming low- Unfortunately, the ultimate sensitivity of this deep survey
mass stars and evolved objects. Previous studies, which was limited by emission from diffuse infrared cirrus that
ignore sources that are in the crowded regions within 2 to could not be distinguished from unresolved sources su-
5 deg of the plane, have completely overlooked these chas distant galaxies. We are currently using our high-re-
newly discovered classes of infrared objects. Results of solution techniques to reanalyze about 140 scans of the
our new work show that the surface density of infrared North Ecliptic Pole. Our objective is to improve the reso-
objects in the galactic plane is a factor of 3 times higher lution of the old survey by a factor of 2 to 3 and thereby
than is predicted by current models of the infrared celes- improve the survey sensitivit) by a factor of 4 or more.
tial background. During the past year, we modified our computer code to

Another study that has spi ung from the high-reso- handle multiple scans .:f the same field that were taken at
lution enhan,.ement of IRAS data concerns the infrared different angles. We also developed a method for model-
structure of galaxies. Photographs of many spiral galaxies ing and removing the effects of diffraction around bright
show the presence of a bar, a linear structure that crosses objects in the field.
the nucleus. Spiral arms appear to spring from the ends of One drabck of applying nonlinear image recov-
the bar. We have recovered an infrared image of one of ery techniques to multiband data is that the angular reso-
the closest such barred spiral galaxies, NGC 1365. Our lMtion achieved depends both on the size of the diffraction
data show that the bar seen at visible wavelengths is at a blur and on the signal-to-noise ratio of the data; high sig-
different position angle from the infrared bar. The nal-to-noise ratios tend to give high final resolution. Both
infrared bar appears to align with an obscuringdust lane in of these effects generally give a different position-
the visible light photograph (Figure 3). Because the dependent resolution for the final images in the two
orientation of the IRAS spacecraft was known Ner) accu- bands. Th'is is a problem if it becomes necessary to com-
tatel), it is unlikely that apparent rotation of the visible pare, for example, the imagesofa galaxy recovered in two
light and infrared images results from a misalignmcnt different wavelength bands. Thus, a rcearcher will be
error. This result has imphkations for the distribution of seriously misled by interpreting the point by -point ratio of
stars in the bar and for the flo, of mass into the bar. the two images as a color temperature because the differ-
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Optical Bar Infrared Bait//

.4'"

Figure 3. 60-pgm image of the barred
spiral galaxy NGC 1365 recovered
from IRAS data compared with a vi-
sible-light (blue) picture of the same
object. Note that the infrared bar
does not line up with the brightest
part ofthe visible image. Rather, the

Infrared Bar infrared emission appears to come
Optical Bar from a dark dust lane in the bar

This discovery has implications for
the distribution of luminosity and
mass transport in the bar

ent spatial resolution of the two images will produce color object. During the past year, we developed a method for
fringe artifacts around the sources. We have been investi- calibrating the results so that the final spectra are in abso-
gating methods of data fusion that combine the raw data lute units. This has been crucial in understanding how to
from two different wavelengths to produce a high-resolu- join the 7- to 13-p.m portion of the spectrum to the 13- to
tion color ratio map that is free of such artifacts. Prelimi- 23-p.m portion. These two portions are sensed by differ-
nary results are encouraging. The major stumbling block ent detecors and must be overlapped accurately to make
is in obtaining a measure of the color ratio that does not a complete spectrum. Although these IRAS spectra are
diverge when the intensity at both wavelengths is small difficult to recover, they provide a unique opportunity to
compared to the noise. study the infrared emission from sources that are too

A companion study to the image recovery project extended to be observed by ground-based telescopes. In
involves deriving infrared spectra from IRAS low-resolu- addition, extended objects such as this are expected to
tion spectrometer (LRS) data of slightly extended have spectra that are similar to those produced by the
sources. The IRAS LRS is a slitless spectrometer infrared cirrus. This ropy, diffuse structure that permeates
designed to study point sources. Spectra of extended the Galaxy is believed to originate from interstellar grains
objects are blurred because the spectral information from that are heated by diffuse starlight. It is ( uite probable
the source is convolved with its spatial structure. We use that the diffuse infrared emission from the Galaxy is not a
our image recovery techniques to deconvolve the spec- blackbody continuum but a series of broad spectral fea-
trum from the spatial structure in a two-step process. tures. We are currently deconvolving the LRS spectra of
First, we use data from the array of broad-band survey bright, slightly extended objects chosen both from Air
detectors to recover an image ot the extended source. Force rocket measurements summarized in the Geophys-
From this image, we derive the spatial structure that the ics Laboratory Infrared Catalog and from the IRAS
LRS detector would see as it scanned over the object if it Small-Scale Structure Catalog.
did not also disperse the light to pi'oduce a spectrum. Sec- In related work, we have found the first observa-
ond, we deconvolve this derived model of the spatial tional link between the small dust grains that emit in the
structure from the LRS data to recover a spectrum of the infrared to produce the ubiquitous infrared cirrus and the
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particles that absorb starlight in the ultraviolet. We used ren of the Electronics and Optics Division, uses a modi-
the International Ultraviolet Explorer (IUE) satellite to fied Offner relay. Its principal advantage is that the image
observe the ultraviolet extinction along the line of sight to scale does not change with telescope focus position. Thus,
stars in two clusters. These clusters were chosen to be images taken through different filters will have the same
away from the plane of the Galaxy so that they lie behind scale and can be readily compared to one another. To
the bulk of the cirrus emission. Thus, light from the stars minimize the thermal background, the filter wheel is
passes through the same dust that is emitting in the operated at 4 K and is driven by a cryogenic motor. AIR-
infrared. We use a number of stars in the same cluster to Cam is almost complete, and we are planning to use it for
avoid systematic errors and to characterize the properties observations next year.
of the dust over a relatively large area. The infrared data In summary, we are pursuing a multifaceted
were taken from IRAS. We found that the dust that is research effort with the objective to gain an understand-
associated with regions of star formation is deficient in ing of the structure of the infrared sky on a variety of spa-
small silicate grains that produce one portion of the ultra- tial scales. The ability of infrared radiation to penetrate
violet extinction. These silicate grains have a relatively interstellar dust is being used to study star-forming
low color temperature and emit most strongly at 100 gsm. regions and to examine the structure of the Galaxy as
When these small silicate grains are absent, the infrared revealed by distant infrared stars. We plan to continue to
cirrus emission is dominated by carbonaceous particles apply the techniques and instruments that we have devel-
that are relatively hot and thus increase the observed col- oped to study the interaction between stars and the inter-
or temperature of the cirrus emission. We suggest that stellar medium both in our own and in other galaxies.
the absence of small silicate particles near regions of star
formation results from their accretion into larger particles
inside protostellar nebulae.

Although our reprocessing of the IRAS data has Canterna, R., and J. A. Hackwell, "High Spatial Resolu-
allowed us to study relatively large areas of the infrared tion IRAS Images of M51," Second Wyoming Con-
sky (> 1 deg or 20 grad), it appears that it will be impossi- ference on The Interstellar Medium in External
ble to push the IRAS data beyond the resolution of 20 to Galaxies, Kluwer, Dordrecht (in press).
40 arcsec (100-200 g~rad) that we currently achieve. Thus, Canterna, R. W., et al., "Infrared Studies of the Galactic
as part of this project, we are in the last stages of develop- Plane : Whe IRAS Disk Population at h = 30,"
ing an infrared camera system (called the Aerospace Astrophys. J. (in press).
Infrared Camera or AIRCam) that will work in the long- DitzphR. D. (Infress).
wave infrared (LWIR) from 4 to 25 g±m wavelength. This Dietz, R. D., et al., "Infrared Imaging and Polarimetry
camera will achieve an angular resolution of 0.5 to 2.0 arc- of M82: Evidence for a Ring of Warm Dust," Astro-

sec (2.5- 10 Arad) and cover a field 0.5 to 2.0 arcmin across nom. J. 98, 1260 (1989).

(. 50-600 Arad). The camera is an ideal complement to the Gehrz, R. D., et al., "PW Vulpeculac: A Dust-Poor DQ
IRAS studies because it will provide us with the capability Herculis?," Astrophys. J. 329, 894 (1988); also,
to make detailed observations of particularly interesting AFR-86A(8523)-2, The Aerospace Corp. (15 April
regions identified by the IRAS data. 1989).

Our experience with the Kuiper Infrared 'echnolo- Hackwell, J. A., and J. H. Hecht, "IR Emission and UV
gy (KITE) program and our collaboration with the Naval Extinction in 'Tvo Open Clusters," Proceedings of
Research Laboratory on their LWIR array have shown us IAU Symposium 135 on Interstellar Dust, NASA
that one of the major problems with existing infrared (1988), p. 131; also, AI'R-88(8323)-2, The Aerospace
arrays is that the large background photon flux seen by Corp. (1 November 1988).
ground-based systems can overwhelm the small integra- Hackwell, J. A., J. H. Hecht, and M. 'Tpia, "Observa-
tion capacitors in the hybrid multiplexers. We are over- tions that Link Infrared Cirrus and Ultraviolet
coming this in AIRCam by keeping the field of view of Extinction," As'rophys. 1. (in press).
individual detectors small (to reduce the total background
flux) and by keeping the integration time short (to reduce Hayward, " J L., et al., "Infrared Imaging of W3 A,"
the total charge collected by the integration capacitors). Astrophys. J. 345, 894 (1989).
Because short integration times yield a high data rate, we Hecht, J. H., J. A. Hackwell, and R. W. Russell, "Obser-
have designed and built a digital co-adder that adds vational Constraints on Interstellar Dust Models,"
together the digital data from several frames before send- Proceedings of IAU Symposium 135 on interstellar
ing it to the data processing computer. With this system, Dust, NASA 1988, p. 391; also, ATR-88(8323)-6, Tle
we can efficiently handle frame times as short as 150 gs Aerospace Corp. (15 April 1989).
with a 10 x 50-element array without losing any data. Johnson, J. J., et al., "An Infrared Study of the Orion
The optical system, which was designed with D. W. War- Molecular Cloud-2," Astrophys. J. (in press).
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Little, S. J., et al., "High Resolution H and K Maps of Rossano, G. S., Aerospace Infrared Camera (AIRCam)
W51," Astronom. J. 97, 1716 (1989); also, ATR-88 Data Acquisition System User's Guide, ATR-90
(8323)-3, The Aerospace Corp. (17 October 1989). (8523)-1, The Aerospace Corp. (30 March 1990).

Lynch, D. K., et al., "IRAS Spectra of Extended Objects: Smith, J., et al., "Near-Infrared Light and the Morphol-
The Crab Nebula," Proceedings of the 22nd ESLAB ogy of Arp 220," Astrophys. J. 329, 107 (1989); also,
Symposium on Infrared Spectroscopy in Astronomy, ATR-86A(8523)-1, The Aerospace Corp. (15 June
M. Kessler, ed., European Space Agency Special 1989).
Publication 290 (1989), p. 193; also, ATR-88 , "Starlight Morphology of the Interact-
(8323)-I, The Aerospace Corp. (15 December ing Galaxy NGC 5195," Astrophy. J. (in press).
1989).

Auroral Energization and Geomagnetic Disturbances
L. R. Lyons and J. F. Fennell,
Space Sciencos Laboratory

Energetic (1-10 keV) particles from high altitudes (region of open magnetic field lines), and a lower latitude
in the magnetosphere precipitate into the atmosphere in region, where the geomagnetic field is confined to the
auroral regions. These energetic particles have two im- earth's magnetosphere (closed field line region). Auroral
portant effects on operational space systems. First, they precipitation occurs in an approximately circular region
are the major cause of satellite surface charging at both near the boundary between open and closed magnetic
high and low altitudes. Surface charging has resulted in field lines. This region lies at about 70" geomagnetic lati-
damaging electrostatic discharges on several satellites in tude and, to a good approximation, the poleward bound-
geosynchronous and low-earth orbits. Second, the precip- ary of the precipitation lies at the boundary between open
itating particles are a major energy source for the iono- and closed field lines.
sphere and upper atmosphere and can significantly affect The transfer of energy across the open-closed field
over-the-horizon radar performance and satellite drag. line boundary involves an electric field along the bound-
Understanding the dynamics of this energetic particle ary, which maps to a magneticX-line in the distant magne-
population is a key step in developing mitigating or avoid- tosphere. The X-line is a unique location where the mag-
ance procedures for future operational systems. The netic field normal to the plasma flow becomes zero. A
auroral particle intensity increases significantly during critical problem in understanding the energy transfer is
geomagnetic disturbances, called substorms, and its effect determining the balance of forces near the X-line, and we
on space systems maximizes during these disturbances. have performed a theoretical study of this problem. Well
Substorms involve the violent release of energy derived away from an X-line, the condition E = -V x B is gener-
from the solar wind that becomes stored in the magneto- ally satisfied, where E is electric field, Vis plasma velocity,
spheric tail. As well as being important to the understand- and B is magnetic field. Obviously, this relation yields E
ing of environmental effects on space systems, the topics = 0, where V X B = 0, a condition that would prohibit a
of auroral particle precipitation, the energy release dur- transfer of energy across the open-closed field line bound-
ing substorms, and the transfer of solar wind energy to the ary.
magnetosphere are in the forefront of magnetospheric A resolution to this problem was suggested by
research throughout the international scientific commu- Dungey [1], who considered the effects of the plasma
nity. kinetic tensor K. 'T'he kinetic tensor is basically a pressure

),gnificant progress was made during the past year tensor, but it includes contributions from both the ordi-
in gaining an understanding of the physics of the transfer nary pressure (in the frame of reference of the moving
of solar wind energy to the magnetosphere and the sub- plasma) and the dynamic pressure associated with the
storm evolution of auroral phenomena and their connec- plasnma flow. If we include K, then
tion to the geomagnetic tail. For solar wind energy to be
stored in the magnetosphere, it must be transferred
across the boundary between open and closed magnetic where e is the electronic charge and n is plasma density.
field lines. The earth's magnetic field consists of two dis- I)ungey noted that only the divergence of the off-diagonal
tinct regions, a polar cap region, where the geomagnetic elements of K were important near an X-line. These off-
field is connected directly to the solar magnetic field diagonalelementofthepressuretensoractasaneffective
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viscosity, carrying momentum directed along an X-line in A second significant accomplishment this past year
the direction normal to the X-line. was an evaluation of auroral changes and connections to

We have performed a two-dimensional analysis of the tail during substorms [3], which is important for
the terms in Eq. (1) by following particle trajectories near understanding substorm dynamics and associated energy
anX-line [2]. In our model, the X-line lies in the y-direc- release processes. Prior to the onset of a substorm, during
tion at x = z = 0, and we confine attention to the z = 0 the substorm growth phase, the poleward boundary of the
plane. We also define normalized coordinates (denoted aurora is approximately circular, as illustrated in Figure 2.
here by a superscript prime), where E' = 1, e' = 1, and B' After the substorm onset, the poleward boundary of the
= 1 at x' = 1. B is assumed to vary linearly with x' and is aurora is distorted by the formation of an auroral surge.
equal to zero at x' = 0. In normalized, two-dimensional The striking evolution of the poleward boundary as deter-
units, Eq. (1) becomes mined from VIKING satellite images during the develop-

=n] 1 (2) ment of an auroral surge on 24 September 1986 is shown in
(V.x' = 1, (2) Figure 3. The boundary of the aurora was obtained by dis-

where Ky, is the off-diagonal element of the kinetic ten- playing VIKING images, obtained approximately once
sor that gives the viscous effect, Vx, x' is the magnetic per minute, in geographic coordinates and drawing
force, and the 1 on the right-hand side is the normalized smooth curves along the poleward boundary of identifi-
electric field force. able aurora. For spatial reference, each panel in Figure 3

By following the trajectories of a large number of contains geographical coordinates, a bar identifying the
particles, we evaluated the two terms on the left-hand magnetic meridian of the Sondrestr6m radar in Green-
side of Eq. (2) and compared their sum to 1. The results land, a dot along the bar giving the location of the radar,
are shown in Figure 1 over the range 0 < x' < 3. It can be and the poleward boundary of the aurora from an initial
seen that the sum of the two terms balances the electric image for comparison with the later curves.
field force (given by the thin line at the value of 1) to with- Figure 3 shows that, as the surge developed, the
in numerical errors. In particular, the viscous effect, poleward boundary of the aurora moved poleward east of

(1Ib')( 0/0x')K~y, precisely balances the electric field at the head of the surge and equatorward west of the head of
the surge. (The head of the surge is the region just to the

the X-line (x' = 0). west of the S6ndrestr6m meridian where the poleward
On this basis, we concluded that the viscous effect boundary of the aurora assumes an approximately north-

proposed by Dungey [1] can indeed balance the electric south orientation.) Such a distortion of the poleward
field at an X-line and thus allow the transfer of energy boundary, which develops after substorm onset during the
across the boundary between open and closed magnetic period called the expansion phase, is shown in Figure 2.
field lines. This result offers an explanation for an impor- Under the assumption that the poleward boundary
tant, previously unsolved, aspect of the transfer of solar of the aurora lies along, or adjacent to, the boundary
wind energy to the magnetosphere. The result should between open and closed magnetic field lines, the devel-
also be applicable to collisionless plasmas in general and
to other astrophysical situations in particular.

Figure 1. Balance of forces near a
magnetic X-line located at x' = 0.
Tire nonnalized viscous force
(lln')(d/Ox')Ky,, the normalized 2 1 LK' , V X"
magnetic force V,x', and their suin -- , + V X,
are shown vs x'. 7he nonnalized
electric field force is shown by the
thin line that has a value of 1.

0

n' aX"

01 2 3
X1
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should cross the midplane of the tail. This would give rise
.......... GROWTH PHASE to an increase in closed magnetic flux at longitudes within

EXPANSION PHASE the pair of field-aligned currents and a decrease in closed

12 magnetic flux at longitudes outside the currents. Such a
change in the closed flux should develop together with the

600 formation of the field-aligned currents during the sub-
storm expansion phase (the period after substorm onset).
It requires a net closing of tail lobe field lines at longitudes
within the currents and a net opening of tail-lobe field
lines outside the current wedge. This should cause a dis-
tortion of the boundary between open and closed magnet-
ic field lines as shown schematically in Figure 4. In Figure
4, the boundary between open and closed field lines is

18 06 referred to as the separatrix.
In summary, significant progress was made during

AURORAL BULGE -the past year on the physics of the transfer of solar wind
energy to the magnetosphere and on substorm phe-

WESTWARD ELECTROJET nomena. The results have suggested future theoretical
% and observational studies that we intend to pursue con-

cerning the energy transfer across the boundary between
open and closed magnetic field lines and substorn elec-

CURRENT WEDGE itrodynamics. These studies will involve theoretical analy-
sis and modeling, as well as analysis of data from satellites

24 and from ground-based radars.
Figure 2. The poleward boundary of the atroral ovalfor times dur- We therefore concludL that the currents that form
ing the growth phase of a substomi and during te ekpansion phase during substorms are associated with a distortion of the
aftersubstormi onset. The auroral singe, also referred to as a bulge, is separatrix between open and closed field lines, which ex-
illustrated, along with ite magnetic field-aligned currents and iono- tends from the ionosphere to well out into the magneto-
spheric electrojet that make up the erpansion phase current wedge. spheric tail. We suggest that the distortion forms the

of an auroral surge must be associated with a dis- auroral bulge observed in the ionosphere during the
opment of an aunary. must eessary tha ths expansion phase of substorms and that it causes other
tortion of the boundary. It is not necessary that the important effects observed in the tail during substorms.
poleward boundary of the aurora lie precisely at the open- rhese effects include distortions of the hot plasma region
closed field line boundary, but we do require that the thtlewiinhewbodaessprrisbtwn

poleward boundary lie near the open-closed field line that lies within the twoboundaries (separatrices) between
boundary bondarye earoxi the sed s eld l open and closed field lines in Figure 4, changes in B after
boundary and have approximately the same shape. substorm onset, and tailward plasma flows associated with

As shown in Figure 2, the distortion of the poleward the magnetic perturbation just outside the pair of field-
boundary of the aurora at the edges of the auroral bulge aligned currents.

occurs in the region of a pair of oppositely directed mag- A distortion of the separatrix in the tail will map

netic field-aligned currents. These currents are con- Alon stordiine of the ionosphere in the tai ol m ap

nected in the ionosphere by an intense current called the along field lines to the ionosphere in the region of the

westward electrojet. The field-aligned currents map along auroral bulge. In order to account for the bulge, it is nec-
essary that the additional closed magnetic flux associated

magnetic field lines into the magnetosphere, where their with the current wedge equal the magnetic flux that

magnetic effects are readily observable [4]. th the ulge n the maget u x that

The field-aligned currents are associated wi threads the bulge in the ionosphere. Let us assume that

major magnetic field changes in the tail. During a sub- the ABcrossing the midplane of the tail is 10nrwithin the

storm growth phase, magnetic field lines in the tail current wedge, and that this AB extends over an area giv-
become stretched in the taiiward directon. At substorm en by Ay = 2.5 R, and Ax = 20 R. This gives an addition-

al closed magnetic flux Ad = 500 nTRe 2. 'raking the ver-
onset, the magnetic field returns to a more dipolar config- tical component of B in the auroral ionosphere to be 5
uration. This reconfiguration is observed to begin in a rel- X i0-5 'r and the longitudinal extent of the surge to be
atively narrow longitude sector near midnight, and to thenexpad bth astardandwestard[61 Maor artcle 750 kin, 500 nTRe2 corresponds to a latitudinal distance of
expand both eastward and westward 161,. Major particle 540 kin, or - 5 deg, which is reasonable for an auroral
injections in the magnetosphere are observed to accom- bulge.
pany the dipolarization of the magnetic field.

As illustrated in Figure 4, the magnetic field pertur-
bations associated with the substorm field-aligned current
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Trends in Middle Atmosphere Ozone
M. N. Ross.

Space Sciences Laboratory

The primary objective of this research is to study ation, changes in stratospheric ozone cause changes in the
how stratospheric trace gas pollution affects the atmo- tides. In addition, we maintained an active program in
spheric tides and the impact this modification has on mod- comparative planetary physics by examining several topics
els of middle and upper atmospheric dynamics. We have involving the atmospheric and orbital dynamics of the out-
performed theoretical and data analysis concerning the erplanet satellites Titan and Iiiton. The primary and sec-
consequences of the gradual depletion of middle-atmo- ondary research objectives for the past year were:
spheric ozone caused by anthropogenic trace gasses, prin- • Tb predict changes in the amplitudes of the solar
cipally chlorofluorocarbons. Since the atmospheric tides driven atmospheric tides caused by trace gas induced
are driven by ozone absorption of solar ultraviolet radi- ozone depletion.
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" To model the coupled thermal-dynamical evolution to how the latitude distribution of each tide mode inter-
of Triton's interior and orbit. acts with the latitude dependent ozone loss model. We

" To study the propagation of gravity waves in the predict that the amplitude of S22(p) has decreased by
atmosphere of Titan. about 2% over the past 30 years, an amount that should be
A vast body of evidence supports the view that the detectable in suitable barometric records. In the upper

accumulation of man-made trace gasses in the middle atmosphere, decreases of horizontal winds are generally
atmosphere, mainly chlorofluorocarbons, has reduced the about 5%. Tidal momentum fluxes, proportional to the

amount of ozone there [1,2]. Measurements of ozone square of the wind amplitudes, have generally declined by
trends from ground- and space-based instruments gener- about 10%. These changes may be large enough to modi-
ally agree with middle atmosphere chemistry models that fywaves in a realistic Titan atmosphere and evaluate the
predict that the greatest ozone loss occurs during winter upper-atmospheric circulation and influence the upper-
and the loss increases with latitude. The details of the dis- atmosphere dynamical and compositional model inputs

tribution and magnitude of the depletion remain poorly represented by the tides.
understood, however. Since ground-based ozone measurements are

Since the absorption of solar ultraviolet radiation by sparse in the equatorial regions, our knowledge of ozone
middle-atmosphere ozone provides the thermal excita- loss there is limited. Tropical surface barometric datacould provide a measure of low-latitude ozone trends
tion mechanism for the major atmospheric tides, signifi- uoi e frmedire meauents. e end

cant depletion of ozone will affect the amplitudes and lati- unobtainable from direct measurements. We examined
tudinal distribution of the tides. We wish to understand barometric records from six equatorial weather stations to
the dynamical consequences of ozone depletion on the characterize trends in S22 (P) that might be indicative of
tides because the upward propagating tides represent a tropical ozone loss. From 1973 to 1988, the six-station
significant component of the coupling between the average of S22(P) declined by 9 t 7%; of the six stations,
middle and upper atmosphere, exerting considerable four showed declines, two showed increases. Although it
influence on the mean circulation of the upper atmo- is consistent with the decrease associated with typicalinflene o3]. In adithimenciu the upacepesure ozone loss models, we can not conclusively attribute thesphere [3]. In addition, the semidiurnal surface pressure recent behavior of S22(P) to stratospheric ozone loss. T[he

oscillation S22(p), a measure of the amplitude of the main uncent be so significloneas the

semidiurnal tide, has been accurately measured over the uncertainty will be resolved by significantly increasing the
past two decades and may offer important information on earin tese
tropical ozone trends since the onset of significant deple- Regarding the secondary research objectives, the

tion. recent Voyager flyby of Neptune provided the first recon-
Aclassical atmospheric tide model wasused toesti- naissance of the icy satellite Triton. Measurements

mate the amount by which the solar-driven tides have obtained during the flyby include estimates of satellite
decreased in amplitude since the onset of ozone deple- composition, size, and geologic history [4]. Triton is inter-
tion, circa 1960. The adopted model of present-day ozone esting because it was almost certainly captured by Nep-
depletion, based on observations and model predictions, tune from heliocentric orbit shortly after or during the
is not likely in error by more than about 50%. The -re- formation of the solar system. Consequently, the sate-
i hanot e in alite's thermal evolution has been dominated by energymodes is given in amble 1. The decrease vaies according removed from the orbit and dissipated in the satellite dur-

ing the orbital evolution to the current state. Previous'lTri-

Thble 1. Changes in Surface Pes~ure Oscillation S,.(p) ton models that do not include the influence of dissipation
and Upper Atmosphetic Tidal WildSfim predict that the dynamical and internal evolution would

for Present.Day Ozone Depletion have been completed only a few hundred million years
after Neptune capture and lead to the prediction that 'h-

Modeo s(p),n ,,,, ton's surface should be over 4 billion years old and heavily
(2,2) -2.0 -3.0 cratered, similar to that of the Moon. Voyager images,
(2.3) -8.0 -4.0 however, reveal that some regions on'lriton are relatively

free of craters, implying a surface no more than about
(2,4) -4.0 -5.0 1 billion years old.
(2.5) -11.0 -11.0 We developed a model to investigate the coupled
(1,1) -1.0 -1.0 orbital and thermal evolution of Triton. In the model, the
(1,-2) 0.0 -2.0 rate of orbital evolution is a function of the internal tem-

perature of'Triton, which in turn is controlled by the ener-
(1-4) -1.5 -0.5 gy deposited in the satellite by dissipation during the orbit-

(1,-1) -1.0 -3.5 al evolution. In our model, the important free parameter
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plausible choices of initial temperature, the resulting evo- horizontal winds. Waves have difficulty moving through
lution is consistent with the history inferred from the stably stratified atmospheric regions and can be absorbed
geology. Figure 1 shows the semimajor axis of Triton's at critical layers, where the horizontal phase specd equals
orbit and its internal temperature for a model with initial the horizontal wind speed. We constructed a model to
temperature of 220 K. Internal activity capable of investigate the propagation characteristics of gravity plau-
smoothing the surface and erasing craters is expected only sibility of the putative gravity wave observations. We con-
when the internal temperature nears 273 K, the melting lude that the radio scintillation observations are consis-
temperature of ice; Figure 1 shows surface activity occur- tent with a gravity wave interpretation for only a narrow
ring at about 4 billion years after formation, less than a bil- range of wave parameters. Waves with short horizontal
lion years ago. We conclude that the bulk of Triton's tidal wavelength do not propagate very high into the Titan
heating did not occur soon after Neptune capture, as pre- stratosphere, whereas the vertical wavelength of signifi-
viously assumed. cantly longer waves exceeds the observed value (Figure 2).

The Saturnian satellite Titan has the only substan- The narrow range of allowed wave parameters will help us
tial satellite atmosphere in the solar system. Voyager to infer the nature of the wave forcing mechanism.
measurements during flyby suggest that the atmosphere is
in a state of superrotation, where middle- and upper- 1o0 0 ,c ,
atmosphere zonal horizontal wind speeds significantly (a) (b)
exceed the rotation rate of the solid body [5]. Earth and
Venus have similar winds. Without a constant source of 80 80
momentum, the superrotation will decay. The momen-
tum source on Titan has not been identified but is E
assumed to be upward propagating gravity wave. Radio X 60 60
occultation measurements show signal scintillations that
could represent density perturbations associated with
upward propagating gravity waves [6]. The inferred waves 40- 40
decrease in amplitude from near 'he surface to about <
20 kin, maintain constant amplitude from about 20 to
60 kin, and have vertical wavelengths of a few kilometers. 20 20

In summary, we have pursued a diversified research _______

effort in several areas of planetary and atmospheric 0! -0
dynamics. The results of our work suggest the possible .5 .4 -.3 .2 .1 0200 100 100 200
consequences ozone depletion may have on the upper 160 , 150
atmosphere. The work also contributes to our under- (C) (d)
standing of the evolution and dynamics of the satellites of 140 140-
the outer planets.

Atmospheric gravity wave propagation is strongly 120 120"

affected by variations in atmospheric static stability and E 100 100

300 1000 C'80- 80 - -- i--

-i 60 60-
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Figure 2. Propagation characteristics of surface forced gravity waves
200I - in Titan's atmosphere. 7he variation of wave amplitude (a) and

0 1 2 3 4 5 phase (b) is shown for 2-h waves with 5-kin horizontal wavelength;
GYR these waves attenuate before reaching 30-kn altitude. 71hepropaga-

Figure I Couq)led evolution of Triton front the tne of capture by tion of 2-h i aves with 100-km hofizunil wavelength is also shovi
\eptuiie, in billions of years 7he solid Lurve sho is the satellite's in (c) and (d), these i ave have vetal wavelength of about 20 ki,
ipteinal temperature, the dashed curve shuns the utbit setnmnajor an orller of magnitude gre terthan the wavej *fenedpfoni thetudho
axis in Neptune radii. data.
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Solar-Terrestrial Physics and Astrophysics
R. J. Rudy, J. B. Blake. M. C. McNab, M. Schulz. and J. H. Hecht.

Space Sciences Laboratory

The major objective of this research is to gain an mic-ray spectrum have attracted both obser ational and
understanding of the space environment. V'he focus is on theoretical attention in recent years. Such Ions tend to be
the Ambient background of particle and electromagnetic singly charged in the heliosphere, but can become trapped
radiation that inf. ;ences space observation and exp- in the geomagnetic field when they are stripped of their
imentation, but the work encompasses,.! of avroph) , remaining electrons by the terrestrial atmosphere. The
which is the study of the conditions, constituents, and resulting radiation belts are thus characterized by a pitch-
physical processes found in space, and solar-terrestrial angle distribution that peaks near the edge of the loss
physics, ivhich concentrates on the influence of the sun on cone, and so energy degradation of the constituent ions in
the earth and near-earth environment, the vicinity of their mirror points is an immediately impor-

The project consists of a series of small-scale data- tant dynamical process for such radiation belts. Calcula-
analysisortheoreticalstudieson topicsof current interest tion of the bounce-,Ateraged atmospheric densities
and is sufficientiy flexible that the investigators can take encountered by such ions is complicated by the fact that
advantage of unexpected research opportunities within their g)ro-radii are not necessarily small compared .%ith
the overall framework of studies of the space environ- the atmospheric scale height. Ilowever, N have de~ised
ment. The following research tasks N% crc addressed dur a good anal)tical approximation for the g) ration-a craged
ing the past year: atmospheric density through the generating function for

" Study cosmic rays. modified Bessel functions of order zero, and we are in the
" Model planetary magnetic fields. process of testing similarly motivated analytical approxi-

mations for bounce averages and drift averages of quanti-
• Model the galactic magnetosphere. ties that vary quasi-exponentially with altitude. We have
" Study the infrared emission from active and star- found, for example, that the g)ratton-a eraged atmo

burst galaxies. spheric density can easily exceed twice the guiding-center
" Delme,tte the ultraviolet extinction properties of value for geomagnetically .nirroring ions of interest. This

circumstellar aiid interstellar dust. means that gyration-averaging is essential for the accu-
• Understand the emission line formation processes rate estimation of the lifetimes of trapped anomalous cos-

mic rays in the magnetosphere. Our ability to estimatein certaina celestial sources. such lifetimes semianalytically rather than by purely
Terrestrial radiation belts consisting of oxygen and numerical integration should greatly reduce the comput-

similar ions from the anomalous component of the cos-
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ing time expended in modeling the intensity and spatial Earth and Jupiter) for various planetary magnetic fields
distribution of this component of the earth's radiation and are proceeding, in collaboration with J. T. Hoeksema
environment. of Stanford University, to test the solar magnetic field for

In pursuit of our previously described idea of mod- global energy equipartition at various phases of the solar
eling galactic cosmic rays as the constituent particles of cycle. Preliminary results for the sun appear to show a
galactic radiation belts, we have begun, in collaboration greater variability of magnetic-energy content among
with J. G. Luhmann of The University of California at Los degrees of freedom than we have found previously for
Angeles, to compute the bounce and drift periods for planets. However, it is not clear that these results imply a
energetic particles trapped in a model magnetic field that breakdown of equipartition rather than, for example, an
becomes dipolar at large distances from the galaxy but aliasing of the multipole decomposition caused by tempo-
remains tangential to the galactic disk at distances 2 to 16 ral evolution of the solar magnetic field during the 27-day
kpc from the galactic center (Figure. 1). The objective of period necessary for a complete observation. Further
this work is to develop a transport theory, based on radi- tests are being devised to answer this question.
ation-belt methods, for the phase-space distribution of M. Schultz of this laboratory recently completed a
cosmic rays in the galactic magnetosphere. As a prerequi- major article entitled The Magnetosphere [1]. Although it
site to this, we are computing bounce and drift periods of is partially a review chapter, this work contains at least six
representative particles in order to ascertain that the original calculations that help to elucidate magnetosphcr-
donot exceed the age of the universe, and to discern the ic phenomena. "Ibpics treated in the original calculations
nature of galactic magnetospheric disturbances that include:
might lead to the further energization of such particles by * Locus of minima in IIII along field lines in a com-
virtue of radial transport. Our model yields bounce peri- pressed magnetosphere.
ods of order 105 years for relativistic particles trapped • Azimuthal drift rates of trapped particles in such a
inthe inner part of the galactic magnetosphere and thus magnetosphere.
imposes a lower bound ofat least 10 GeV on particle ener-
gies for which a radiation-belt formulation is approprate. • lPartial penetration of inter)lanetary electric field

Solar and planetary magnetic fields show clear evi- into the magnetosphere.
dence of quadrupole, octupole, and higher moments in * Shape of the plasmasphere and of tail plasma trajcc-
addition to dipole moments. We have previously demon- tories when the plasmapause grazes the magneto-
strated an equipartition of global magnetic-energy con- pause.
tent among degrees of freedom (including the axial dipole • Transition between strong and weak limits of pitch-
for Uranus and Neptune; excluding the axial dipole for angle diffusion caused by unstable whistler-mode

waves.
8 1 1 1 1 1* Resonance broadening in a turbulent plasma.

The four-volume set that includes this treatise is
expected to become the standard reference work on geo-

4 - magnetism, aeronomy, and space research for the next 10
20 years.

The principal constituents of the infrared sky out-
side the plane of the Milky Way at wavelengths greater

+i4- than 25 lim are galaxies. Because of their high luminosi-
ties, active galaxies (galaxies whose nuclei contain com-
pact, intense sources of radiation that may extend from

.4- the x-ray through the radio) and star-burst galaxies can be
seen to great distances and are thus over-represented in a
flux-limited survey. Thus, any sensor observing the sky at
mid- or long-wave infrared wavelengths will see a dispro-

0 4 8 12 16 20 portionate number of these sources. Our objective is to
better understand the infrared emission of these sources

oL)/c by determining the relative contributions to their infrared

I gIrIb li')lthtle lUofthkgal, tLh t4gnktl ftcrt lhlhtes luminosity from s)nLhrotron cmission, thermal dust cmnis-
are lto'ntltat, ross thepln fthedisjl (z - O),itcltst,ld tatnes sion, and atie star formation. During the past year, e
P = Po (- Q, 10, 12, 15, and20times the radtuhr, - 21pL ofth developedacomputer program to ialcultte the bulk lumi-
ce,tral region) from th' nagnetic a-is ( - rotational avi3) of the nosity and infr, ed spectrum from dust grains residing in a
Galay 7Tis nodel is usetl 10calctlate bounce al dtifi periods for galactic nucleus. The model calculates the emission from
cosmic rays (see text for additional details).
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a series of concentric spherically symmetric dust shells diffuse infrared emission in the galactic plane, but at onti-
warmed by a centrally positioned source of ultraviolet/vis- cal and ultraviolet wavelengths extinction by these same
ible radiation. The calculations incorporate a radial grains modifies and restricts our view of the Galaxy. As
dependence for the particle density of the dust grains, the part of our research on the properties of interstellar dust,
wavelength dependence of the grain emissivity, and the we have studied the nature of the carbon grains associated
albedo and scattering function of the grains, and account with R Coronae Borealis stars [3]. These variable stars
for, in an approximate manner, the transfer of radiation form carbon particles in the outer layers of their atmo-
through the dusty region. The results are displayed in a spheres and disperse them into the interstellar medium,
manner that provides a direct comparison with the IRAS where they make a significant contribution to the popula-
data so that the user, in obtaining a best match to the tion of carbon grains. As such, their extinction properties
observations, can derive such parameters as the dust type have implications for the extinction properties at ultravio-
and optical depth, luminosity of the central source, and let and visible wavelengths of the interstellar medium as a
spatial distribution of the dust. Figure 2 shows results whole. Based on observations obtained with the Interna-
from a model of the infrared emission from the Seyfert tional Ultraviolet Explorer satellite, we find that the
galaxy NGC 2992. The model incorporates silicate grains extinction properties of grains formed by the R Coronae
with emissivities drawn from the tabulation of Draine [2]. Borealis star are better described by small amorphous car-
The measured fluxes in each of the four IRAS passbands bon spheres than by fractal aggregates of graphite grains.
are shown for comparison. Although the match is fair, the Moreover, such fractal grains are unlikely to form under
spatial extent of the 100 g±m flux exceeds the limit set by the conditions present in the atmospheres of these stars.
IRAS, indicating that grains that are more efficient radia- Another task involving the analysis of observations
tors than the small silicates are needed. of astrophysical sources has been our investigation of the

The nature of the dust grains present throughout emission lines of carbon from the planetary nebula
the interstellar medium is relevant for studies of our B)+30' 3639. Planetary nebulae represcnt one of the
Galaxy as well Not only do dust grains account for the final stages of stellar evolution. They occur when a star

ejects outer layers of its atmosphere, uncovering the hot
100 core. Ultraviolet photons from this core then photoionize

the expelled gas. This typically results in an emission line
NGC 2992 spectrum characterized by strong permitted lines of

hydrogen and helium and forbidden lines of the heavier
elements. In BI) + 300 3639, however, a rich spectrum of

10 permitted carbon lines is obser'ved as well (Figure 3). The
unusual strength of these features is due to an anomalous

C
, over-abundance of carbon. Carbon was a by-product of

/ the helium burning that generated much of the energy1.0. 
- expended by the star while it was in its giant phase. This

/j excess carbon was then mixed from the core to outer lay-
ers of the star, where i. was revealed by the shell ejection.
What is of interest about the excess carbon in 13D + 30*

r~ 
3639 is that it increases the optical depths of the lines, per-

10 1 000 mitting us to study he effect of optical thickness in certain
WAVELENGTH, itm transitions on the observed line spectrum. Indeed, our

F~tgi~re 2. A a),nic .petnutn of thie inftired emiioni fior the analysis shows that the spectrum is not adequately
S,)ftrt galaxy NGC 2')92 i .h te IRAS nettiurntents uveqplottd described by recombination, but is optically thick in the
fur umpansun. The ipa ntntm sho i K oatmitpuewd for .diLate resonance transitions. Moreover, certain other low-l)ing
grali of 0. 1 .ni radius. 'Te grais ,ie S311111td to be 3phwn ally levels that do not connect directly to the ground state also
,hotnbutd abu,,, po.',at ,wur, eof altraviult radiation (tht Se)feft give rise to optically thick transitions. The cumulati e
nu, kits) thtlite),absorbandreradiateinhlieinfrared Thedensityof effect of this is to not only enhntce certain emission lines
dust particles falls as r- , where i is the radial distance fron the in the ultraviolet, but to greatly increase specific features
nutcletus. 13y natching the comp tied spectnti to tie obsened tlrcs in the optical and near-infrared parts of the spectrum as
and :he spatial exteit of the emission, the feepatameters allowed by well.
the model can be constrained
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6 I

N Figure 3. The optical and near-in-
BD fraredspectum oftheplanetaq neb-LO BD + 30 03639

5- ula BD + 30 * 3639. Selected enis-
z sion lines are identified. Most of the

+ weak features in the spectrum are
lines of C +2. Because ofa gross over-

7 4I abundance of carbon, these features
Eo are approximately 50 times stronger

than in planetary nebulae with solar
2 - abundances. However, two of the

Scolines, C III X5696 and X9710 are
7 - '1000 times greater than their typical0 values. This is because the resonant,

co
L 2  ( and certain low-lying subordinate,

transitions are optically thick. These
transitions include alternate paths

C. out of the upper levels of X5696 and
1 5 X9710, which are favored at low op-

0. tical depths. When these alternate
transitions become optically thick,

1 Lthe electrons eventually make the

0a ' . transitions that give rise to X5696
0.4 0.6 0.8 t.0 1.2 1.4 and X9710, greatly increasing their

WAVELENGTH, pm strength.
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Applications of Logic to Computer Verification
L. G Marcus, J. V. Cook, J. E. Doner, I V Filippenko, and T K. Menas,

Computer Systems Division

Computer verification refers to the mathematical Areas studied this past year included the expressi-
proof that a program or machine description satisfies a bility of specifications, computer security, the offline
given formal specification. Although it is not yet common characterization of procedures, recursion, and program
in production software and hardware projects, computer composition. Among other applications, the results
verification has the potential, as a supplement to testing, achieved will help extend SDVS to handle significant sub-
for greatly increasing confidence in the correctness of a sets of the Department of Defense standid progiam-
program or a machine design. Such an increase is particu- ming language Ada Il] and the IEEE standard hardware
larly critical to Space Systems Division applications, description language VH)L 12], both of which efforts are
where an incorrect implementation can cause the loss or funded by the Enhancements to Computer Verification
degradation of a mission. Mission-Oriented Investigation and Experimentation

The State Delta Verification System (SDVS) is a (MOLE) task and the National Computer Security Center
prototype system being developed in the Computer Sys- (NCSC) SDVS Verification Project. (MOTE is an Aero-
tems Division to assist in writing and checking proofs of space program supported by Space Systems Division to
compiter correctness. This is part of a long-term effort to develop new scientific and engineering techniques apph-
make computer verification a more uc.ible technology for cable to Air Force space programs.)
application to large projects in the design and develop- A general problem dealt with in much of this
ment phases. research project is how to take a property one wishes to

Numerous approaches and prototype verification specify or prove, a property formulated in intuitive (and
systems are being developed at research facilities and uni- therefore imprecise) language, and find for it a formal
versities throughout the world. Although their goals of analog. This analog can be either in the language of the
mathematically proving the correctness of computer pro- underlying logic of the verification system (the State Del-
grams or hardware descriptions are similar, the ta logic as it currently exists), or in some extension of that
ipproaches differ in the strength of expressibihty and pro- hnguage. Since the verifiation system is used to ndd.i
vability, the degree and ease of user interaction, the target real computer software and hardware, it is very important
computer program or machine description language, and that tie choice of the lormal analog be as fithful as plossi-
the kind of specification to be verified. SDVS has a unique ble. It is also important, however, to make modifications
combination of strong foundations, usability, and wide to SI)VS as compatible with the existing system as possi-
applicability. ble, consistent with the faithfulness of the representation,

The objective of this project is to provide theoretical so that those modifications can be carried out in exten-
foundations for future extensions of SDVS in order to sions to the current SDVS system without the need to
facilitate verification at all levels of the computer hierar- rewrite large portions of SDVS. ror example, the incor-
chy, from low-level hardware design to high-level pro- poration of in\ariants into SDVS, a compan)-sponsorcd
gramming. Since the concept of formal proof is funda- research topic last ycar, was implemented this pxst ycar b)
mental to~crification, the necessary foundations for a sys- adding s' cr1 new proof commands and making some
tern such as SDVS involve methods and results from minor inodifi _ations to the existing commands, the design
mathematical logic, and implementation, supported by the NCSC, successful-
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ly used the basic research results from the company-spon- by V in the first place. This formulation is based on two
sored project, and the new version of SDVS was compat- observations:
ible with older versions. • Causality is intensional rather than extensional; the

A good example of the preceding principle of find- behavior of the values of variables in two computa-
ing formal analogs to intuitive computational concepts is tions can be identical, but one may reflect causal
to be found in the first topic studied this past year, the relationship, whereas the other does not.
specification of transmission. It is easy in English to state * Causality is subjective; it is up to the specifier to
that the output stream of some system equals the input to decide which kinds of interactions he wants to con-
that system. (We i fer to this here as OEI.) However, to sider as causal.
be of use in verification, specifications must be written in
some formal language with rigorous semantics and proof Thus, we take the view that the causality factor is as

theory. We studied the nuances of trying to express OEI in independent a part of the specification as any other cor-

a class of logics (temporal logic) relevant to SDVS and dis- rectness or security issue. We add a causality relation to

covered that it is impossible to express OEI in full gener- the specification language and describe the semantics and

ality. In other words, any formal specification either will possible proof methods for information security modulo

allow some implementations in which output is not exactly that causality. We believe that it will be possible, although

equal to input or will not allow some implementations in difficult, to prove claims of information-flow security in an

which output is equal to input. Thus, we have a choice of extension of SIVS.

using a stronger logic or using the same logic to specify as 'rhe case for probabilistic information-low security

many of the admissible implementations as possible, (PIF) is becoming more clear as computer systems

tlbeit not all. We examined this second alternative, become more complex. The adjective probabilistic refers

We discovered that a minor, but useful, restriction to the fact that the adversary may not learn anything at all

on the set of implementations is to assume the existence aboutX for sure, but only that the probabilities of the pos-

o f a clock; the formal analog of a real clock is a device that sible behaviors of X have changed, so at least one outcome

can be used to compare the value of the input with the has become more probable. This can be a very important

Ualue of the output at given times. The use of such a de- consideration for an adversary able to sample the behav-

vice allows the formal specification of OEI. It also turns ior of a system statistically. We developed a formal defini-

out that a netessury condition for this expressibility is the tion of PIF that is compatible with the logical framework

existence (in the specification) of a device that is almost of our other definitions of information, and we are study-

likea formal clock. The spccifiertust include this clock in ing possible methods of proof.

the specification, e~cn if the specifier was not interested Perhaps the most immediately applicable topic

in the clock per se. ThesL results appear in [3]. studied this past year was how to incorporate offline char-

Computer security is an ill-defined term that has acterizations of procedures into SDVS [6]. This problem

been used to include just about any good property that a arises when a program, say in Ada, contains a procedure

computer systei can be purported to have. It is usually that is called several (or many) times with different argu-

)roken down into protection of information, protection of ments. 'l6 prove some property about this program, "c

data, and pItcttion of acWcess. Short definitions of these need to account for the effect this procedure has, whenev-

toncepts , , in der, guarding against the unauthorized er it is called, and with whatever arguments. We devel-

release of Information from the system. guarding against oped a method that allows one, instead of dealing with

the unauthoriized alteration of system data, and guarding each procedure call separately, to treat the procedure as a

againist the unauthorizcd restriction of use of the system. module (offline) and to find a general character iation of

ObV iously, these are all Unportant characteristics for criti- it; this characterization can then be "plugged in" to the

cal computer systems. proof at the appropriate times. As part of the MOIE task

Our research in computer security focused on two mentioned earlier, an experimental version of this facility

main ,aspcets of the protection of information: informa- has now been implemented in SDVS.

tion flok and probabilistic information security [4,5]. Another topic of immediate application was recur-

Building on oui framework from preoius years for for- sion. In our context, recursion refers to the common pro-

mulating atrictics of Information in computations (viz., a gramming technique of having a procedure call itself.

niodel-thuorctic formah/aLion tt capture the Interaction This technique is sometimes very useful in %kriting effi-

Of an &dhersary ',tnd a protected variable A), we devel- cient and understandable programs, but it can also cause

o) jd , fun inal definition of these tVo ,spetcts because ol problems, Incorrect recursive code, in addition to giving

their imptance in real-life security considerations. We wronganswers, can easily lead to nonterminat n. In tem-

dcfmcd a frame %ork that allts a fine-tuning of exactly poral logic in general (and in the logic of SIVS in particu-

Shat kinds of inform,ttion l,1o are to be considered lar) it is natural to rel)resent recursion in a mathematically

,dmiiiisile. In parti ular. %e %%ant to prccnt Information precise manner by means of circular formulas - formulas

flt, ing fromXto lonly if that informatonwas not caused that contain occurrences of their own names. We de cl-
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oped a criterion and algorithm for determining the sound- 6. J. E. Doner and J. V. Cook, Offline Characterization
ness of such circular definitions, i.e., for determining if a of Procedures in the State Delta Verification System
given circular definition actually defines a computation or (SDVS), ATR-90(8590)-5, The Aerospace Corp. (30
if its circularityprevents one from computing anything. We September 1990).
anticipate that a successful implementation based on this 7. L. Marcus, An Algorithm for Checking Soundness of
research will be carried out under the aforementioned Circular State Delta Definitions, ATR-90(8590)-l,
NCSC project [7,8]. The Aerospace Corp. (30 September 1990).

The last topic studied this past year was composi- 8. L. Marcus, Proving Claims about Recursive Proce-
tion. Last year, we continued our research on a notion of dures in SDVS, ATR-90(5778)-2, The Aerospace
composition over sequential program fragments, giving a
semantics to sequential computations in which the inter- Corp. (30 September 1990).
mediate states are abstracted away, leaving only a specifi-
cation of the input-output behavior of the computation.
This past year, we worked out a very precise mathematical
developmcnt of this idea and continued studies of a possi- Marcus, L., and T Redmond, "A Model-Theoretic
ble algorithm, as applicable to the formal verification of Approach to Specifying Verifying and Hooking Up
VHDL descriptio'ns. Security Policies," Proceedings of the Computer Secu-

rity Foundations Workshop, J. Millen, ed., p. 127;
also, AI'R-89(8490)-1, The Aerospace Corp. (27
March 1989).

1. U. S. Department of Defense, Reference Manual for Marcus, L., "The Search for a Unifying Framework for

the Ada Programming Language (ANSI/MIL-STD- Computer Security," Cipher IEEE (Fall 1989), p. 55:

1815,) (22 January 1983). also, ATR-89(8490)-2, The Aerospace Corp. (30

2. IEEE Standard VHDL Language Reference Manual, September 1989).

IEEE Std. 1076-1987, IEEE (1988). , The Semantics of Concurrency in SDVS,

3. L. Marcus and T" Menas, Expressing Transmission AR-89(8490)-4,The Aerospace Corp. (30 Novem-

AI'R-90(8590)-4, The Aerospace Corp. (30 Septem- her 1990).

ber 1990). Menas, T, Variants of Invariance, ATR-89(849))-5, The

4. L. Marcus, Generalized Probabilistic Information Aerospace Corp. (31 January 1990).

Flow, ATR-90(8590)-2, The Aerospace Corp. (30 Redmond, 'E, L. Marcus, and I. Filippenko, "Composi-

September 1990). tion of Sequential Program Fragments," A1R-89
(8490)-3, 'The Aerospace Corp. (30 November

5. L. Marcus, Proving larieties of bIformation Flow 1990).

Security, AI'R-90(5778)-3, The Aerospace Corp. (30

September 1990).

Neural Network Architectures
M P Plonski, W K Peter and R. P Ma,

Computer Systems Division

Neural computing is based on the use of a large con- improvement, and the initial commercial xci sions of
nected network of simple processing elements, or nodes, these chips with digital, analog, and stochastic pulsc-train
that function on a massively parallel scale. The simulta- arithmetic became available this past year.
neous combination of many simple operations, typically Current software simulations of neural networks
multipl)-accumulate and thresholding, giNes neural net assume ideal computing dcx ices, which is not rcalitc for
Norks their power and fault-tolerant nature. Much of the these VLS1 devices. The computations performed by
research to date has been performed using software simu- these devices can dexiate from the idcal with rCspect to
lations of these massixely parallel architectures. Special- the number of bits of precision, bras and gain offsets,
purpose xcr)-large-scale integrated (VLSI) neural net- noise, and stochastic arithmetic errors. The objctives of
work chips promise sexeral orders of magnitude in speed this project are to explore the performance of feed-
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Figure 1. Feed-forward neural net- INPUT
wolk. (N NODES)

forward neural networks, when the effects of these non- Jet Propulsion Laboratory). The deviations from the ideal
ideal computations are included in the software simula- can be either deterministic and known, deterministic and
tion, and to identify algorithms that work well under these unknown, or random. The example with the transfer
conditions. Our primary focus has been on analyzing the function in Figure 2 would be deterministic and could bc
effects of limited precision and other errors in numeric either known or unknown depending on whether or not
computations when analog devices are used. the actu,, transfer function was used in the training algo-

A schematic of a simple feed-forward neural net- rithm. One could argue that known deterministic errors
work is shown in Figure 1. Each circle represents a pro- are not really errors, since the errors can be incorporated
cessing element or node, and each line represents a con- into the training algorithm. The net effect of these known
nection with a weighting factor between nodes. The data errors, then, becomes equivalent to simply choosing a dif-
processing propagates from one layer to the next using the ferent set of design parameters whose output under ideal
following computations for each node in a layer: assumptions will match that of the original nonideal
Oz design. For example, backpropagation (BP) 1] does not

0, - f(net,) = 1/(I + e"",)
(1)

net, = bias, + ZX W, 0, ......

where net, is the net input to node i and is equal to a bias
term plus the sum of the products of the outputs of all
nodes that feed node i times their weight Wj. O is the
output of node i that results when a nonlinear transfer z

0functionf is applied to the input neti. Feed-forward neu- o
ral networks typically operate in two modes: a testing or >
forward mode, where the preceding computations are ,
performed, and a training or backward mode, where the <
values for the connection weights and biases are modified o
in order to reduce some measure of the network error. z

The network error is usually defined as the mean-square
error computed from the difference between the desired
values at the output nodes and the actual values at the
output nodes that were computed during the forward IDEAL
pass. . . ACTUAL .......

Equation (I) represents the ideal computations per-
formed by a node. The actual computations performed by
VLSI devices can be significantly different. In Figure 2, NET INPUT TO NODE
an ideal transfer function f, is compared with an actual
transfer function from an analog VLSI chip (courtesy of Figure 2 Nodiv translerfincton
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require that one use a specific transfer function, but only introducing errors in f, it was very easy to cause a lack of
that the transfer function f be differentiable and that its convergence in the training. Some researchers have advo-
derivativef be computed a priori in order to determine cated using error criteria other than minimum mean-
the magnitude of the error to backpropagate to the pre- square error to create more robust boundaries for pattern
vious layer. We developed models for backpropagation recognition applications. One such proposed definition
training that incorporated effects of finite precision, bias for the error requires only that the output node exceed
and gain offsets, and noise into the network computa- some specific value, rather than obtain some specific val-
tions. Using simulated data, we then tested these models ue, in order to achieve a correct classification and not pro-
on a pattern recognition problem. duce any output error. Such an error definition may also

We found that more precision was required for the prove more robust with respect to errors in the transfer
training phase than for the testing phase. a finding tihat is function, but time did not allow us to explore this possibil-
in agreement with results of other researchers. It ap- ity.
peared that the network performance did not decrease With the advent of analog VLSI neural network
gradualy with reduced precision, but rather appeared to chips, researchers have been searching for a hardware-
drop suddenly at some minimum number of bits of preci- based learning algorithm that does not require a priori
sion. This sudden drop in performance appeared to occur knowledge of the network computations. One such algo-
when the computed weight modification dropped below rithm is the Madaline III (MRIII) algorithm 12], which is
the weight quantization level and the network was no functionally equivalent to BP, except that the gradient of
longer able to modify the weight at each iteration. This the error surface is estimated at each weight change by
effect was very dependent on the momentum and lear- diddling each weight (8,j = A mean-square-error/AWj).
ning-rate terms used in the training. Backpropagation uses a priori knowledge or assumptions

Simulations indicated that BP training was able to about the forward computations to compute S, analytical-
compensate for certain types of unknown errors, but that ly at each node in a recursive fashion, starting with the
the training failed to converge for other types. Backpropa- output nodes (hence the name backpropagation). MRIII is
gation training is based on a gradient descent of the error much more computationally expensive than backpropaga-
surface in the solution space in order to find the values for tion, since it requires a separate forward computation for
the bias and weight terms that minimize the error. If the each Sj; however, if the forward computations can be
training is based on correct assumptions about the for- computed very rapidly by VLSI chips, then the cost of this
ward computations, then the gradients are correctly com- computational expense can be mitigated.
puted and the training descends the error surface effi- We implemented the MRIII algorithm and con-
ciently. However, if the training is based on incorrect as- firmed that it precisely matched BP learning at each train-
sumptions about the forward computations, the gradients ing step when a sufficiently small AW, was used and the
are incorrectly computed and the training attempts to de- BP training used correct assumptions about the computa-
scend the error surface incorrectly; this can result in ei- tions. We also verified that MRIII was insensitive to un-
ther increased training time or a failure to converge, known deterministic errors, since it does not require apr-

A simple example of this effect was to introduce an ori knowledge. In effect, MRIII has the same perform-
error offset term into the net, computation. In theory, this ance on unknown deterministic errors as BP does when
offset could be easily compensated for by simply adjusting those errors are known and incorporated into the learning
the bias', computed using ideal assumptions, by an amount algorithm.
equal to the offset. Although BP did not find this solution Intel Corporation recently released experime.tal
(because of the complex way in which the solution space is versions of their analog VLSI chip, the Electrically Train-
searched), it was able to find an equivalent solution in able Analog Neural Network (ETANN) [3]. This chip is
terms of the network performance on the classification capable of implementing the MRIII algorithm and can op-
task. In this case, the training was able to compensate for erate in the forward mode at an astounding 2 billion oper-
incorrect assumptions. ations per second. The chip is designed for embedded sys-

If the desired output for a node is set on the tails of tems that do not require real-time learning, so that al-
the transfer function f (i.e., near the minimum or maxi- though the weights are electrically modifiable, it is very
mum output value), the node will be somewhat insensitive time-consuming to do so. The chip is designed such that
to errors in the computation of net, sincefis relatively flat the weights can be initially estimated using 13P software
(' = 0) in these regions (Figure 2). Although we found simulation, downloaded into the chip, and then modified
that operating on the tails of f made the network more ro- using MRIII learning to compens,te for chip-to-chip van-
bust with respect to errors in net,, we also found that this ations. We verified this combination method of traning
made the network extremely sensitive to errors inf. 'his with software simulation, and it appears that 1P training
is to be expected, since a smal! error inf when operating can be used to seed the network for MRIII training. The
on the tails requires the net\%ork to learn a large compen- NIRIII training will then compensate for any errors in the
sation in net, in order to achieve the desired output. By assumptions used for BP training.
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In conclusion, backpropagation can compensate for ous analog VLSI neural network chips are currently un-
certain errors in assumptions about the network computa- der development at various research facilities, and the re-
tions. Some errors would simply cause the solution space suits of this effort indicate that the minor inaccuracies as-
to be searched less efficiently, whereas others could cause sociated with analog computing devices can be tolerated
the network training to fail to converge. It was demon- without a significant loss of performance for pattern rec-
strated that the Madaline III algorithm was insensitive to ognition applications. The knowledge gained during this
assumptions about the network computations, since it effort has also contributed to the development of an
does not require a priori assumptions about the network Aerospace training course in neural networks. This work
computations. However, MRIII learning can be slow. will continue next year under the title Artificial Neural
One remedy is to use BP training followed by MRIII train- Network Simulator.
ing, and we verified that this approach will work. Numer-

Gate Synapses," International Joint Conference on
Neural Networks, Vol. 11 (18-22 June 1989), p. 191.

1. D. E. Rumelhart, J. L. McClelland, and the PDP 3. D. Andes et al., "MRIII: A Robust Algorithm for
Research Group, Parallel Distributed Processing, Training Analog Neural Networks," Iternational
MIT Press (1986), Chap. 8. Joint Conference on Neural Networks, Vol. I (15-19

2. M. Holler et al., "An Electrically Trainable Artifi- January 1990), p. 533.

cial Neural Network (ETANN) with 10240 Floating

Software Application Generators
R. R. Razouk,

Computer Systems Division

Improving the productivity of software develop- • Investigation of the application of standard code-
ment is an ongoing problem in the construction of large generation techniques to application generators.
computer systems. Compared to the design and test * Improvement of the capabilities of the prototype to
phases, the mechanical task of producing code continues make it a usable tool.
to occupy a large fraction of software development time. Assessment of the effectiveness of application gen-
Application generation is an approach to automated soft- erators by applying the prototype to a sizable soft-
ware production that capitalizes on domain-specific ware development activity.
knowledge in two ways: it reuses well-defined design
approaches for some range of problems in a narrow do- An application generator is similar in structure to a
main, and it reuses software building blocks to implement compiler. Both are responsible for processing high-level
designs [1]. Application generators are programs that descriptions of applications, both must construct imple-
transform specifications, written in a domain-specific lan- mentations of the applications, and both must transform
guage, into executable code [2,3]. Last year, we produced the implementations into executable software targeted to
a prototype application generator for user interfaces that a variety of execution environments. This final phase is
demonstrated the feasibility of applying application gen- called code generation. The code-generation phase
eration technology to that domain. The prototype sup- encodes knowledge of the target execution environments,
ported a simple application language and produced appli- whereas the first two phases encode knowledge of the
cations that executed in the SunView or X-Windows win- application domain.
dowing environments. The objective this past year was to The prototype completed last year contained code
evaluate the efficacy of this approach in improving soft- generators for each target windowing environment (Sun-
ware produwivity. Work proceeded on three parallel View and X-Windows). During this past year, the code-
tasks: generation phase was reimplemented to apply the
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application ag * By implementing mechanisms that facilitate the de-
velopment of applications.

panel is a control panel witil width 5.5 inches, height 5.5 inches. Two capabilities were added to the prototype: a rich

panel contains a message named pl with text "Phase I" set of primitive objects for inclusion in applications
panel contains a toggle switch named pseudo with (frames, radio buttons, check boxes, editable text fields,

label "Generate Pseudo-Code?" messages, and composite objects), and placement corn-
value off
notifier pseudo-proc mands for performing screen-layout functions. The

panel contains a message named file with text "File name" placement commands permit alignment of arbitrary
panel contains a text entry named file-name with length 32 points on an object to arbitrary points on other objects.state disabled. The addition of frames and composite objects revealed
place top left of pl down 0.25 inches right, 0.25 inches from top fundamental limitations of the SunView windowing envi-
left of panel. ronment. Both of these objects permit nesting (the inclu-
place bottom left of pseudo right 0.25 inches from bottom right of
pl. sion of objects within other objects). Whereas X-Win-
place top left of file down 0.25 inches from bottom left of pseudo. dows supports such nesting, SunView does not. Conse-
place left of file-name right 0.125 inches from right of file. quently, the further development of the tool was limited

panel contains a message name p2 with text "Phase I" to the X-Windows windowing system. Figure 1 shows a

panel contains a toggle switch named code with specification of a simple application screen; Figure 2
label "Generate Code?" shows the resulting screen.
value off The usability of the application generator was sig-
notifier code-proc.

panel contains a radio button named C nificantly enhanced by adding a simple front end that was
with label "C Code" itself constructed using the application generator. This
value on front end can be used to interactively control the execu-
state disabled
notifier c-proc. tion of the various phases of the application generator.

Figure 2 shows one of the windows of the application gen-
crator's front end. This window was generated from the

panel contains a button named quit specification in Figure 1. The usability of the tool was fur-
with label "Quit" ther enhanced by the construction of a previewer, which
notifier quit-proc. can be used to provide immediate feedback to the user by

processing the application specification and displaying the

end application. _ _ _ _ II I _I --- I _

Figure 1. Sample application specification. Phase I 0 Generate Pseudo-Code?

concept of pseudo code, which is used in many compilers. File name: adspec
Pseudo code is a software specification that is at a suffi-
ciently high level to span the range of target environ- Phase 11 0 Generate Code?
ments. In our prototype, the pseudo code consists of
simple commands that describe the structure of the code 0 C Code 0 Sunview

tobe generated. A simple customizable translator (a mac- D cs+ Code 0 X
ro processor), customized for each target envic'onment,
transforms the pseudo code into code that will operate in Phase 111 0 Build Librar?
a particular windowing system. The advantage of this
more general approach is that the customizations can be Clean-up 0 Remove Pseudo-Code?
readily changed to optimize the generated code, add new
primitives, and correct errors. 0 Remove Object Flies?

A thorough evaluation of the effectiveness of appli- 0 Remove Code?
cation generators required that a usable tool be con-
structed. Consequently, we enhanced last year's proto-
type in three ways: =UP

" By adding new constructs to the application lan-
guage that spanned a broader range of applications.

* By producing a usable front end for the application Figure 2. Application genemtorfroti end.

generator.
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was to evaluate the effectiveness of application genera- the application generator to the number of lines in the
tors rather than to produce a general tool for user inter- application description is a loose measure of the savings
face software development, achieved. The measure is inaccurate because it favors
corresponding windows. The previewer was easily con- inefficient application generators; i.e., those that produce
structed by substituting a screen builder for the code gen- superfluous code. However, analysis of the code pro-
eration phase of the application generator. The enhance- duced by the generator can reveal such anomalies.
ments made the application generator a practical tool, The study involved developing an X-Windows user
albeit one with limited functionality. Additional enhance- interface to the Vehicles system. The user interface now
ments were deferred, since the objective of the project includes 13 interactive screens. Each screen contains a

The primary objective this past year was to evaluate static and a dynamic component. A static screen compo-
the effectiveness of using application generators. An nent is one that is always displayed, such as a button or a
ideal evaluation requires two parallel developments of a prompt message. A dynamic screen component is one
software system, one development proceeding with the whose contents are determined during the execution of
application generator, the other without it. In such a the program, such as a scrollable list of names. The appli-
study, the true impact of the application generator on pro- cation generator was used to describe the static compo-
ductivity could be measured. Unfortunately, this exper- nent of 10 screens. Three screens were completely
imental procedure is extremely costly. As an alternative,a dynamic. The dynamic components of all 13 screens were
less meaningful measure of productivity was used: lines of coded manually. Figure 3 shows a screen that is partially
code. Comparing the number of lines of code produced by generated by the application generator and partially man-

Figure3. Fxrample of vehicle screen. N tvkl

I Parametric Study Window
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aged by custom-crafted software. In the figure, the con- Table 1. Study Results
tents of the scrollable lists are generated manually. The
remaining parts of the screen are generated automatical- Study Results
ly. The successful integration of automatically generated Lines of Lines of Total
code with manually generated code was an important test Code Type Code Headers Lines
of the applicability of our approach.

The results of the study are given in Table 1. The Auto graphics 4395 1166 5,561
ac,'o,"#ng for lines of code is broken down into several Manual graphics 3475 895 4,376
categories. The number of lines of graphics code that is Manual nongraphics 1964 685 2,649
automatical'y generated is shown in the first row. "I ne
number of lines of graphics code that is manually gener- Total lines 9834 2746 12,580

ated is shown in the second row; this code interfaces to the
automatically generated code and enhances its function-
,dity. 'The number of lines of nongraphics code that is
manually generated is shown in the third row; this code
interfaces to the Vehiclec system and implements the in-
ternal storage of objects. The rows are further divided 1. R. Abbott, A Position Paper on Software Reuse, 3rd
into columns Lines of executable code are shown in the International Workshop on Compuier-Aided Software
firs, column, Nonexecutable declarations in header files Engineering, CASE '89 (July 1989).
are shown in the second column; this code is essential to 2. J. Craig Cleaveland, "Building Application Gener-
the correct functioning of the software, but is not directly ators," IEEE 5oftware (July 1988), p. 25.
exccutable. The data in the taule show that 44% of the 3. J. Craig Cleaveland and Chandra M. R. Kintala,
code was generated automaticaily. This isa loose men- "'Ibols for Building Application Generators,"
sure of the range of the application generator. Although AT&T Tech. J 46 (July/August 1988).
the tool is of limited functionality, it can be used to imple-
ment a significant portion of a large application. The
measure of productivity gains is that the 5561 lines of
aiton.atically generated code were produced from 386
lines of appli,'ation specification- a ratio of 14 to 1. An Razouk, R., An Application Generator for User-Inerfaces.
aud;: of the geIIL:ated code revealed that it was compara- User Manual, Al'R-90(8256)-l, The Aerospace
•.le in most cases it' equivalent manually generated code. Corp. (to be published).
As we expected, the 'ipplication generator sometimes , An Application Generator for User-Inter-
produced redundant code. faces: Design and Empirical Evaluation, AI'R-

In conclusion, this proect has deianstrated the 90(8256)-2, The Aerospace Corp. (to be published).
utility of upplication generators. A general architecture
for application generators was developed, and a prototype
generator for user-interfaces was built. Although limited
effort was spent on building a general tool, this tool
proved useful when applied to a significant software-
L, :elopment activity. The improvements in productivity
were demonstrated and measured. Although an ideal
parallel development could noL be done, the results of the
evaluation show that application generators can yield
important productivity gains.
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Classification Tree Optimization by Simulated Annealing
R S. Bucy and R S Di Esposti,
Systems Engineering Division

In this research, we are investigating a new Ti
approach to the design of classification trees. The classifi-
cation problem is described as follows. A set of classes is
described by some common set of attributes. For exam- T2 T2
ple, the attributes may be based on the outcome of a num-
ber of tests or answers to questions. Ihen, given some y n y n
unknown object, it is desired to identify which class it
belong3 to, based on the outcome of the tests as applied to
that object.

For example, a binary identification problem uses y n / n
only binary tests: tests with only two outcomes (yes/no). A
finite set of objects 0 = { 01, 02,. . ., ON) is described by
the answers to a finite set of tests (or questions), T = { TI, 01
r2, ..... T}. Each question can be thought of as a func-
tion 7 : 0 - (yes, no) from the set of objects to the set Figure 2. Complete binary tree.
{yes, no). This information provides the a priori knowl-
edge for classification and can be represented by a diag- Notice that if the answer to T'i is yes, an object can be
nostic table (or incidence matrix), uniquely classified as belonging to class O. Also, the

Consider the four-object, three-question example answers Tt = no, T2 = yes identifiesx as belonging to 02.
with diagnostic table shown in Figure 1. Given some Thus, the tree can be simplified as shown in F'igure 3. We
unknown objectu., it can then be identified as belonging to call this proccdurepunmg. Assuming equal object proli-
,)oe of the object classes. For example, unpose.,% has the bilities, the average number of questions to identify some
attributes Tt = no, T2 = yes, T3 = yes. Then.x belongsto unknown object x is 1/4(1 + 2 + 3 + 3) = 9/4.
class 02. Now consider the alternative tree shown in Figure

A classification tree corresponds to a sequential 4. After pruning, this tree simplifies as in Figure 5. This
ordering of the tests in such a vay that the current test classification tree has an average aumber of questions of
depends on the outcome of the previous tests (a testing 1/4(2 + 2 + 2 + 2) = 8/4 = 2, which is minimal for this
procedure). For example, the diagram in Figure 2 repre- simple example.
sents a tree in which the tests are always p erformed in the The objecti e of this research is to find the classifi-
order TI, 12, T3. The terminal nodes of the tree tire cation tree that minimizes some cost function, such as the
,issigncd objCLts in accordance " ith the inLidnce matrix. average tumber of question3, the a% erage central process-

ing unit (CPU) time to identify an object, or the storage to
code a testing procedure in computer memory. For real-

TESTS time applications, such as an expert system for target rec-

Ti T2 T3 ognition, the importance of CPU time minimiiation is evi-
dent. Although algorithms exist for the design of classifi-

c,tion trees, no practical one guarantees optimality for
01 YES YES YES problems of significant size.

The tree design problem is called a NIP-hard combi-
natorial problem. This means that the computational

U) 02 NO YES YES effort required to do an exhaustive search twer all combi-
U nations grows supeqrolynomially with n, the size of the
Wn problem. For a problem with n questions, the number of

O 03 NO NO YES distinct binary trees (trees with a unique, consistent
assignment of questions to its nodes) is [1]:

04 NO NO NO n-1

N(n) = f (n-i)'.

Figure 1. Dia, istic , -ble. i =0

180



T1 The simulated annealing algorithm is applied to
Y n find a classification tree with optimal or near-optimal cost.

Simulated annealing is a numerical optimization algo-
""2 rithm that has been effectively applied to such NP-hard

y n1 combinatorial problems as the traveling salesman prob-
01 Tlem [3], communication -ode design [4], and integrated

T3 circuit design [5]. It has the quality of escaping local mini-
ma at the expense of CPU run time [5, 61.

02 Y nIn metallurgy, annealing is the process whereby a
metal is first liquified then slowly cooled. As the metal
cools, the atoms form a lattice, a minimum energy config-

03 04 uration. In 1953, Metropolis and co-workers [7] defined
and implemented this algorithm, called simulated anneal-

Figure 3. Simplified (pruned) tree. ing, based on the physical phenomenon of annealing. The
process associates the objective function to be minimized
with the energy of an artificial statistical mechanics prob-

T2 lem. With the use of a computer, random walk over the
states of the artificial problem is simulated and the tem-

n perature lowered. In particular, the random walk is con-
T1 T3 structed such that exp[-E(x)/kT] is proportional to the

.nx _ nprobability that the state is at x. As the temperature is
lowered, this latter probability density approaches a delta

T3 T3 T1 Ti function concentrated atxr, the global minimum of E(x).
Classification trees can be applied directly in such

y n Y n Y, n Y n areas as medical diagnosis, trouble-shooting systems, spe-
cies identification, the evaluation of Boolean functions,
and pattern recognition [ 1, 8]. Other mathematically sim-

0 03ilar problems, such as expert systems design and tke
design of logical data processing algorithms [21, can often
be transformed to classification problems.

Figure 4. Altemative binary tree. Several project milestones were completed during
the past year. A computer program that implements the
simulated annealing algorithm, was developed to gener-

T2 ate random trees. As in the previous example, objects are
Y n assigned to terminal nodes, and the tree is simplified in

agreement with the incidence matrix. In accordance with
Tl33 simulated annealing, the change in cost with respect to a

Y ny n randomly perturbed tree is evaluated, and a decision is
made whether to keep the old tree or take the perturbed

Ts tree as the current best design. This process must be
repeated many times in order to converge to a tree whose

03 04 cost closely approximates that of a minimal cost tree.

Since a configuration with higher cost is occasionally

Figure 5. Pruned alemative tree. accepted, there is a tendency to escape local minima. In
contrast, the method of iterative improvement [51 is more

For 7 questions, this amounts to = 2 x 1027 distinct likely to converge to a local minimum, since only a rear-

trees, and for 10 questions, = 6 x 10224 distinct trees. rangement that lowers the cost is accepted.

For a given problem of size n, one approach to finding the The computer program was applied to the seven-

optimal tree is to evaluate the cost for every question segment digit recognition problem [3, 8, 9]. Seven diodes
combination in the set. However, considermg the size of are shown in Figure 6. By turning on selected diodes, the
cmnnithe set .thisnotpracticaleven consieriate sialeo decimal digits 0 to 9 can be represented. In this case, the
the set, this L not practical even for relatively small n.

Other algorithms that guarantee optimahty, such as a dy- objects are the 10 digits {0, 1, 2, ... , 9), and the tests are

naiicprogrammingapproach, require storage and execu- the 7 questions Is diode numberj lit?,j = 1, 2,..., 7. The
tinimes thatogrming aproa, ruito an 1- incidence matrix is shown in Figure 7. As an example, the
tion times that grow exponentially with n [2]. digit 1 is represented by turning on diodes 3 and 6, while
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The average number of questions cost function is giv-
1 en by
.. ...... N O

Q = PR(i)IL(i),
i=1

2 3 where NO is the number of objects, PR(i) is the prior prob-
ability of object i, and IL(i) is the number of questions on
the tree used to classify object i.

For the case of equal prior probabilities, the optimal
tree has a cost of 3.4 [9]. The simulated annealing pro-
gram was applied to this problem. Shown in Figure 8 arei_ three temperature histories of the cost function for three
different implementations of the algorithm. As the tem-
perature lowers, the cost tends to approach the minimum.
The second and third runs, which converged to the mini-
mal solution of 3.4, correspond to improvements in the

5 6 original version of the algorithm. The corresponding opti-
mal tree is shown in Figure 9.

Errors and robustness considerations can be fac-
tored into the design by the inclusion of the probability of
class'ification error in the cost function. For example, the

-cost function can be modified to

7 NO

COST R(i)L() + fl P,
Figure 6. Diode configuration for seven-segment digit recognition =
problem.

where P represents the relative weighting factor and P, is
the probability of classification error. For p = 0, the cost

QUESTION j: IS DIODE NUMBER jLIT? reduces to average number of questions. As p increases,
OBJECTS i: THE DIGITS 0 .... 9 the error probability has a larger effect and the algorithm

tends to produce a design that reduces the error probabili-
QUESTIONS, 1 1 = YES ty at the expense of average number of questions.

As an example, consider again the equal prior prob-
1 2 3 4 5 6 7 ability digit problem. Diode 2 is assumed to be flickering

0 1 1 1 0 1 1 1
1 0 0 1 0 0 1 0 6.0-

2 1 0 1 1 1 0 1 z .RUN 1 /

055. -o-RUN2Iu "RUN2
OBJECTS,1 4 0 1 1 1 0 1 0 D

04.

6 1 1 0 1 1 1 6  ]/

8 1 1 1 1 1 1 1 •.
9 1 1 1 1 0 1 1 c. +-

30 a

Figure 7. Incidence matr for seven-segment digit problem. 3.0• 0
0.01 0.10 1.00

turning off the remaining diodes. Hence, the row TEMPERATURE

Lorre-sponding to digit 1 hds d I (on) in the third ,nd sixth Figure. Sinulated annwaling temperature histories fur the Jt'n
columns and a 0 (oft) in the remaining columns. segment digit problem.
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Q5 7

Q4 Y N Q3Q6Q

Y N Y N Y NY N

signed by simulated annealing for
AVERAGE No. OF QUESTIONS = 3.4 the seven-segment digit problem.

and thus unreliable in the on state. To simulate this effect, An absolute lower bound for the average number of
take Pr(Q2 in error/object 0,) = 0.10, i = 1,5,6,7,9,10. questions cost is found, by the Huffman algorithm, to be
The program is then run using the previous cost function 4.1849. This bound is guaranteed to be tight, however,
as 3 is varied parametrically. For small values of 03, the only if a Huffman tree consistent with the incidence
optimal tree is a Huffman tree [91 that applies question Q2 matrix exists. For this problem, it can be shown that a con-
first. (The Huffman algorithm is primarily used to con- sistent Huffman tree does not exist.
struct minimal length code words for communication The performance of the simulated annealing algo-
applications. Its use for tree design is limited in that it may rithm can be gauged by comparison to the design obtained
not be possible to find a Huffman tree that satisfies the using the Information Theory Heuristic Rule [1, 2, 11.
constraints imposed by the incidence matrix.) As p This rule usually gives good designs for the average num-
increases, the algorithm tends to converge to a tree that ber of questions cost but is not guaranteed to be optimal
uses question Q2 as few times as possible to classify the [11], and in some cases produces poor designs. For this
objects in the set {O1, 05, 06, 07, 09, Oo). An evolu- problem, the Information Theory Rule produced a tree
tion of the optimal cost as 3 varies is shown in Figure 10. with cost 4.3989. Using the simulated annealing algo-
At 3 = 2, the optimal tree transists from a Huffman tree rithm, we obtained a tree with cost of 4.3879.
to a non-Huffman tree that uses question Q2 only to clas- In conclusion, the simulated annealing algorithm
sify object 04 (no error contribution sirce Q2 = 0 for was successfully applied to find an optimal classification
object 04) and object 0t. Since all six objects in the set tree for the seven-segment digit recognition problem.
{01, 05, 06, 07, 09, Oio) contribute an error for the Good designs were also demonstrated for this problem
Huffman tree, and since only 01o contributes an error for when classification errors were included. For the larger
the non-Huffman tree, the slope of the optimal cost 5 x 5 pixel problem, the simulated annealing algorithm
versus p is six times greater for p < 2 than for p > 2. A gave a design with smaller cost than the Information
I luffman tree and a non-Huffman tree are shown in Fig- Theory design. I lowever, additional progress to speed up
ure 11. the algorithm must be achieved before it can be effectively

3.55 applied to generate minimal cost designs for larger prob-
lems.

A long-term objective is to investigate applications83.50-
to decision systems. It is anticipated that considerations
inherent to decision systems such as constraints on ques-

N.45 NONHUFA> tion sequencing, costs due to asking a question (CPU time
0 and memory), and penalties for erroneous decisions, can

3.40. - -T _ T Ei- 0 be successfully integrated into the algorithm.
0 1 2 3 4 5

Figuwe 10. Transition from Iluffmnan aee to non-Hujfnan flee for
flickering diode problem as weighting factor vamies.

183



0< 32, C =3.4 +0.06 0 3>2, C=3.5 +0.01 0

02 05

9 10 0 9 1 10 1 0

(a) Q5Qb03Q
Fiur ii Hufnnte a n o-uf re b o h lceigdoepolm

7. N. M3rpoi 03 al," q ain of1ac C luati n b y F a t C m u i g M c in s"3 h m h s

1. 101 Moet Iiso Tre an Digam0 Cop 3 1(6) 1 0(15)
Sun' 144), 93 1982. 8 L.l~rcmanCt a., lassfictio andRegessin Tees

2.~~ ~ C. R. P. Hatmn 8t al,"plcto fIfraasot nentoa ru 18)

3iur. E. fa Aa t v a and orstSiuatre (bnnealiteikrng d i he authorn.

Boltzinann ~ ~ ~ ~ ~ ~ ~ ~ tin bahns onWlyadSos(99. 1.G y, asCotin Mareiue of Cnlhem Speech

4..A. R aman et al., "Ang iuatedn Annoalin toWoudsoHrvt niersity ress (195).

sinFre, Good Codes. IEEE. Thos. ITnfo(. Tho65 1.R S. Bucy1,grTh GrCy orm a tion ThOeticiztone
(T.1982).,116e(A987.sDecignosrS.bo Aprmil 198h).erospace borp. (Jul

5. S. Kirkptric an t J. opstim' nb Simulated 1990).in Avilbldfo the author.

Annealing," Science 220 (4598), 671 (1983).
6. W. Press et al., Numerical Recipes in C. The Art of

Scientific Computing, Cambridge University Press
(1989).

Fractals and Image Processing
D J Evans.

Laboratory Operations.
L A Campbell and M Jankins.

Computer Systems Division

Frattalare patterns %% ith a i vwursi% c self -similarity familiar from their use in generating artificial landscapes
ata a'riet) of si.ales. The Sierpinski triangle (Figure 1) isa on computers. Deterministic fractals lia~t been used in
deterministic fractal bcause it can be reassembled pre- cOmpression algorithms for which ratios of up to 10,000.1

~ieyfrom s,-,led-do)%n %ersions of itself that have been vwereiLlaimed. Ouw primary interest in fra&-tals lies in their
rotated and translated to the prop~er positions. Random use in imager) loriLompression, detection, and classifica-
fiaLtaki hav~e statistically repeating patterns that Lan be tion. particularly in the Lontext of rea1-Norld multislpec-
seen, for in,tin;.e, ia the kinks Of Loashtlmnes and the %%,atcr tral images. Our research objeCti eS this p)ast y ear %N ere to
'.apor distribution in clouds. Random fractAlS are Most clarify the mathematical basis of the f aApproach to
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1" '/1 L7, I / "1. p /, / /-//./ algorithms, but keeps them as trade secrets to which we
" ' - had no access.)

,,,,,,, ,,, ,, Our objective this past year was to examine more
/closely the basic relationships between image processing

"" / /U operations and fractal modeling of images. Indeed, for
,2" / / //application purposes, one wants a mathematical calculus

that relates the two. We proceeded on two fronts, theo-
/ /, retical and practical.

7/ // The theoretical investigation pursued the connec-
/7 tion between an IFS code and the ideal image it represents

./' /" (a continuous gray-level image with perfect resolution).
.. . This abstracts from the details of the digital representa-

S '" '" :,-tion of the image and its actual reproduction as a print. It
still allows for the consideration of image processing oper-

1<". ations, introducing discretization in additional steps
where necessay. We defined an abstract IFS as ". spaceX,
together with A2 probability distribution on the the set of
maps of X to itself (the semigroup of endomorphisms of
X). This notion unifies a number of different examples, in
which the precise nature of the space X varies. The appro-
priate context for this general definition is Category

Figure 1. Sieipinski triangle. Theory [ 1J. X is taken to be an object of a category C, and
the category C is Cartesian-closed and equipped with a

image representation and modeling, and to investigate (natural) functor to the category of sigma-aigebras [2].
the reciprocal relationship between image processing We defined the ideal image of an abstract IFS as the sta-
operations and the fractal representation of images. tionary distribution for an associated Markov process, as

The original motivation for the research that led to in [31, but in our more general context. Image processing
this project was the desire to improve compression algo- operations became transformations of one abstract IFS to
rithms for multispectral data from satellite sensors such another, and we demonstrated useful sufficient condi-
as the Landsat Thematic Mapper imaging system. Algo- tions under which ideal image formation is preserved 141.
rithms involving fractals offer large compression ratios in On the practical side, we examined the effect that
special cases, and, in contrast to compression algorithms two image transforms have on the fractal dimension of
that treat an image simply as a linear string of values images. The two transforms used were the discrete cosine
obtained from a raster scan, they do not destroy planar transform (DC') and the singular value decomposition
geometric relationships. This latter fact means that frac- (SVi)). The DCl'is analogous to the Fourier transform in
tal representations are appropriate for use in detection that it measures the (spatial) frequency content of an
and classification as well as in compression. image. The SVD transforms an n X n image into n new

Last year, we studied Iterated Function System images, called the singular planes. The SVD is computed
(IFS) encodings of deterministic fractal images in detail. using small blocks that tile the original image area
An IFS code consists of a small number of affine (scaling (16 x 16 for a 512 x 512 image in our examples). The
+ translation + rotation) transformations, with attached sum of the first k planes gives the best least-squares
probabilities. By choosing an arbitrary initial point and approximation to a rank-k matrix within each block. The
repeatedly selecting a transformation to apply to it, first singular plane looks most like the original image,
according to the given probabilities, and then plotting the since it captures most of the energy, and the remaining
sequence of points obtained, one can recreate the repre- planes fill in the details (Figure 2).
sented image. This random iteration algorithm illustrates The fractal dimension of an ideal (infinite resolu-
the connection between the IFS code and the image. The tion) gray-level image should be between 2 and 3, with
inverse problem-computing an IFS code from an ima- numbers closer to 3 indicating more jaggedness in the
ge--is what must be solved for applications to real-world intensity as a function of position. There are a number of
images. We built a testbed for experimenting with IFS methods used for determining analogs of the fractal
codes on a Sun workstation (using Sun's object-oriented dimension for discrete quantized images. We used code
NEWS extensions to PostScript). We also tracked prog- contributed by S. H. Margolis of the Computer Systems
ress reported by Iterated Systems, Inc. (ISI), a pioneer Division, based on an established technique [51 that starts
company in this research. We concluded that public by computing a power spectral density (PSD) for the
inverse-problem algorithms are not suitable for efficient image and then fits an exponential to the PSD curve to
automation. (ISI works with improvements on the basic
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(a) (b)

(C) (d)

Figure 2. SID! truanju plane frIa duinaisiuns (a) Original ()plane 2, fraa:al diineniun 2.63, (dl) plane 3, fra...al dumiieaun
image, fracial dimension 2.60; (b) plane 1, fractal dimension 2.69, 2.69.

comp)ute the fraet,d dimension. Tlhe method assumes that fraekdl dimension. Using the I)C1 Ae remo~ ed mu,.h ol
the image exhibits the self-similarity characiteristicof fraeL- the high-frequenCy content of the imiages, then LIIUlaiteJ
tals, and one must occa1,sionally rejCt anomalous 'valucs the frata(l dimension of both the original and the
that result from small samp~le size or lack of fractal charae- smoothed (Io~k pass) images. For the SVI), %IIC -11leuAWc
ter. the fractal dimensions of the first few SVI) planes.

For our experiments, N~e used both real-world T'he results basically supported our expectations.
images (SULh as the aerial % ic% ofan airport shown in Fig- Smoothed images (either low-as transforms from thc_
ure 2) and computer-generated fractal images of known l)CTor the first SVI) plane) tended to hae ca slightly lo%% -
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Linear Algebra with Symbolic Interface
D. M. Nystrom,

Computer Systems Division;
R. S Beezley, H. E. Kim, B H. Sako. and W. K. Yeung.

Vehicle and Control Systems Division

Matrix computation software is essential to a variety the CLASSI language and intermixed in equations with
of engineering functions performed by Aerospace in the FORTRAN variables and operators (Figure 1). The
fields of structural dynamics, structural mechanics, and matrix declaration statement does not specify matrix size.
controls. In particular, it is used extensively to create, val- Size and compatibility are determined at run time. This
idate, and couple vehicle spacecraft and launch vehicle feature permits the size of input matrices to change with-
dynamic models for use in flight loads analyses. This proj. out the need to modify the user's code.
ect has addressed the development of matrix computation The CLASSI language defines three types of opera-
software capable of manipulating the large matrices often tors: basic, elementary mnemonic, and compound mne-
used in these analyses. Specifically, the objectives are to monic. The basic operators are represented by a nonal-
demonstrate the feasibility of developing an efficient, phanumeric character and generally perform simple
robust, easily portable and maintainable user-friendly operations for which there is a scalar counterpart; e.g.,
matrix computation program and to provide a framework addition and subtraction. Elementary mnemonic opera-
that can be readily expanded to a full implementation of tors are represented by a name composed of several
the system. alphanumeric characters and return only one result; e.g.,

A prototype computational linear algebra system transpose and inverse. Their usage parallels that of FOR-
with symbolic inte:iace (CLASSI) has been developed. TRAN functions in that they can be referenced within
The prototype permits users to specify matrix computa- equations. The compound mnemonic operators are also
tions in a symbolic, algebraic language similar to that used represented by a name composed of several alphanumeric
to express engineering analyses. The language may be characters. However, they return multiple resuits; e.g.,
freely intermixed with FORTRAN to provide a very pow- eigensolution and matrix decomposition. Consequently,
erful computation tool. The CLASSI precompiler trans- references to these operators are equations in them-
lates this language to FORTRAN subroutine calls that are selves.
executed by the numerical program. The CLASSI language also provides keyword-driv-

The CLASSI language essentially provides an en read, write, and print operations for matrices. These
extension to FORTRAN that permits matrices to be operations permit the user to easily input and output data
manipulated as entities in equations and input/output in CLASSI's internal format or that of another analysis
operations. Matrix names must be identified for the pre- code by simply selecting the appropriate value for the for-
compiler in the declaration section of the FORTRAN pro- mat keyword.
gram. They may then be used with operators defined by
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PROGRAM GUYAN

INTEGER IN, OUT, RC KIK 12  0 0
MATRIX K.M. KRED, LAMBDA. PHI (K]. 2 K22

CALL UNALL (IN, RC)
OPEN (UNIT - IN, FILE . 'INFILE-)
READ (UNIT - IN. FMT - MATRIX) K, M (K'] = [K(22]- [K(12] T[K 1 " ji [K12]

K1 = K (1.200, 1200)
K12 - K (1 '200, 201500)
K22 - K (201:500 201:500)

Figure 1. A common procedure in KRED - K22- TRANS (K12) II INV (K11) K12 [KflE.l - ([ K ]T+ [K ]D

which massless nodes are statically KRED - 0.5' (TRANS (KRED) + KRED)

condensed using a Guyan reduction (LAMBDA. PHI) - SGE (KRED M (201.500, 201:500)

and a generalized eigenvahe prob-
lnissletoetrinastc- CALL UNALL (OUT. RCO [MREd - M2

lem is solved to delerninte a StiniC- OPEN (UNIT - OUT, FILE - 'OUTFILE)
ture's natural modes. Tie CLASSI WRITE (UNIT - OUT, FTM . CLASS LAMBDA, PHI

code to perfonn this procedure is [(KREd [€] - MREd l,] X

shown on the left; the corresponding ENDalgebraic equations are on the right.

The CLASSI precompiler translates the CLASSI FORTRAN and is composed of numerical computation
language to FORTRAN and was developed in C using the routines, a memory manager, and a file manager. Since
UNIX tools Lex and Yacc. These tools generate a lexical interfaces between programming languages are generally
analyzerand parser based on descriptions of the character machine-dependent, the precompiler was isolated from
strings that occur in the language, the language grammar, the computation software and communicates with it
and code fragments that perform appropriate processing through external files. This approach has the added
when individual grammar rules are recognized. Lex and advantage of permitting the precompiler and numerical
Yacc significantly reduced the time required to develop program to run on separate platforins. For example, the
the precompiler and are expected to reduce maintenance precompiler could be run on a personal computer oi
time by allowing enhancements to be made by means of workstation while the numerical program runs on it main-
changes to the grammar description rather than to the frame. This would permit the user to debug CLASSI code
precompiler code itself, locally and submit the FORTRAN program output by the

The CLASSI precompiler uses two types of gram- precompiler to the mainframe for execution.
mar rules for operators. Since the basic operators must be Each numerical computation routine is interfaced
available in every installation, they are tied to grammar to CLASS! by a controller routine. The controller isolates
rules that contain the characters representing them. The the CLASS[ specific code and allows the numerical pro-
mnemonic operators, however, are stored in a table that is gram to take advantage of the highly vectorized routines
read by the precompiler at run time and are associated available on the Cray and existing math libraries; e.g.,
with a generali/ed grammar rule. 'lhus, when the pre- EISPACK, LNPACK. Thus, new operationscan be easily
compiler recogni/es the syntax associated with a mn- added by developing a controller routine, supplying the
monic operator, a table look-up is performed to vet ify the underlying calculation softw,tre, and adding the mncmon-
Operator, verify the type and number of arguments, and ic to the previously described operator table. As with the
determine the subroutine that must be called to perform precompiler, operations can be added or subtracted with-
the operation. This has yielded a very flexible precompil- out recompiling.
er that allows CLASSI to be tuned to the power of a plat- CLASSI's inter.ial memory management system is
form by adding or subtracting operators in the table. In based on a heap. Controller routines call the memory
addition, this scheme allows operators to be added with- manager to allocate and release the space associated with
out having to regenerate the precompiler executable. matrices declared by the user and work matrices needed
This will significantly simplify the maintenance of multi- for computation. The memory manager automaticall)
pie installations, merges adjacent empty blocks and compacts the heal)

Grammar rules for CLASSI's input!output opera- when necessary. Currently, all matrices must reside in the
tions are currently specified individually for each format. heap. A future extension to the memory managemcnt
It is expected that this will become unwieldy as the num- system will allow matrices to be swapped to disk. This
ber of formats increases. Consequently, a future extension is easily accommodated by the current design
enhancement will use a gencrtli/ed grammar rule and a and will increase the maximum allowable matrix size foi
table much like that described for the mnemonic opera- most computation runs.
tors. CLASSI's file management sysiem allocates and

The CLASSI numerical program executes the sub- releases FORTRAN units for input and output. Both the
routine calls generated by the precompiler. It is written in user and the controller routines must allocate and releasc
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all files through this system. This system will be essential expanded to a full implementation of the system. The
for implementing the extension that allows matrices to be CLASSI prototype permits users to express matrix com-
swapped to disk, as it will ensure that neither the user nor putations in a symbolic algebraic language that is easy to
the controller routines overwrite the other's files, debug and validate. It is composed of expandable, main-

In conclusion, the CLASSI prototype has proven tainable modules that have ported to multiple platforms
the feasibility of developing an efficient, robust, easily without modification. Documentation of the prototype is
portable and maintainable user-friendly matrix 7omput,- under way. The system will be released for user evalua-
tion system and provides a framework that can b,- readily tion when the documentation is completed.

On-Line Parameter Estimation
L. A. Campbell.

Computer Systems Division

The research objectives of this project were to moments. Except in certain degenerate cases, the WE is
investigate some fundamental unresolved issues related known to generate parameter estimates that converge,
to techniques for on-line system parameter identification. with probability 1, to the true parameter values [8]. Fur-
Stochastic systems in state-space form typically accept thermore, it appears to have a fast transient response, like
inputs, alter their internal state, and produce outputs. the EKFPE.
Both the system dynamics and the observed outputs are We investigated the convergence behavior of the
perturbed by noise processes, and time can be continuous continuous-time EKFPE experimentally. As our under-
(differential system equations) or discrete. The on-line lying linear system, we took a two-dimensional system
state estimation problem, in which estimates ar, devel- with two distinct stable poles, which we treated asparame-
oped as soon as possible after observations becorr ,: avail- ters to be determined. No global convergence results are
able, is particularly important for controlling systems by known for this case. We used Ljung's ordinary differential
feedback. For linear state-space systems, the Kalman fil- equation (ODE) method [1, 21 to search for possible
ter produces optimal estimates. It has an extension to points of convergence. The ODE method has only
nonlinear systems, the extended Kalman filter (EKF), recently been shown to apply to continuous-time systems
with desirable properties, but no guarantee of optimality. 191.
Both these estimators can be used only in the white box In the ODE method, an ordinary, noise-free differ-
case,where the system equations and noise statistics are ential equation (in the parameters and some additional
fully known. In system parameter estimation, also known variables) is produced using averaging theory. With prob-
as system identification [ I ], one attacks the black box prob- ability 1, convergent realizations of the EKFPE will pro-
lem of determining not only the system state, but also the duce parameter estimates that approach the parameter
system itself (e.g. some of the coefficients of the govern- values at a stationary point of the ODE. Thus, one can
ing equations), from knowledge of the inputs and calculate algebraically the possible convergence points of
observed outputs. System identification is a problem of the EKFPE, as the zeros of an indicator vector field that
considerable practical importance 121. For example, it has defines the parameter part of the ODE. The calculation
applications to the control of flexible, coupled space struc- of that vector field is practical only point by point (not in
tures [3-51 and to target discrimination in real-time track- closed form). Using MATLAB (matrix manipulation and
ing [6]. display software), and a partitioned computational tech-

'lWo on-line parameter estimation techniques were nique we developed, we could compute and plot the mdi-
central to the study. In the extended Kalman filter uscd as cator vector field. A sample plot is shown in Figure 1. The
a parameter estimator (EKFPE), one enlarges the state true pole values were (- 1,-2) and correspond to the center
vector of a (usually linear) system model to include point of the grid, where the vector field has a zero. The
parameters of the model. Even though the system to be negative of the norm of the vector field is the actual quan-
identified is linear, the resulting expanded problem is tity plotted, so that the zero appears as a maximum. The
nonlinear except in trivial cases. The Wiberg estimator spatial axes are semilog, with parameters ranging from 2- 7

(WE) [7] is a novel higher-order approximation to the times the true value to 27 times the true value. Based on
continuous-time optimal nonlinear filter. That is, in addi- our experimental results, we conjecture that the true
tion to means and covariances, it computes and propa- parameter -values define the only possible convergence
gates approximations to certain higher-order statistical
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worked only with a simple one-dimensional system and a
limited set of cases. Some results for this case will appear
soon [11]. The theory of the discrete-time WE can be con-
fidently expected to extend to additional situations,
although the complexity of the calculations can be daunt-
ing. However, a considerable amount of work remains to
be done, to verify the theory experimentally.

In summary, we have tested experimentally a global
convergence property of the continuous-time EKFPE, for
which there is no proof in the literature. We are also

Figure 1. Indicator vector field for the EKFPE. developing and testing a discrete-time WE, for which we
anticipate both a proof of global convergence and a fast

point in cases such as this (with divergence remaining a transient response.
possibility).

Figure 2 shows the negative of the log likelihood
function. The likelihood function is the (Gaussian) proba-
bility ol isymptotically matching the observed output by 1. L. Ljung and T SOderstr6m, Theory and Practice of
the output of a Kalman filter that assumes that it knows Recursive Identification, MIT Press(1983, 3rd edition
the pole parameters. The fact that the negative of the log 1986).
likelihood, and therefore the likelihood, has a (difficult to 2. L. Ljung, System Identification: Theory for the User,
discern, but verified) maximum at the grid center corre- Prentice-Hall (1987).
sponds to the fact that the true system is necessarily a
maximum likelihood solution. 3. A. Y. Lee et al., "System Identification for Space

Our investigation of the WE was somewhat Applications," Aerospace Sponsored Research Sum-
diverted from its planned course. We ported FORTRAN mary Report, Exploratory Technology; APR-85
code for the one-dimensional WE to our Sun workstation (8498)-2, The Aerospace Corp. (I l)ecember 1986),
and reproduced results that can be found in 1101. We orig- p. 117.
inally planned to extend this code to higher-dimensional 4. A. Y. Lee et al., "Adaptive Control for Space Appli-
cases and to perform experimental comparisons of the cations," Aerospace Sponsored Research Summary
continuous-time EKFPE and the WE, using stochastic Report, Exploratory Technology, AlR-87(8498)-2,
simulations. lowever, an unanticipated theoretical result The Aerospace Corp. (I December 1987), p. 168.
caused us to redirect our efforts. The WE, hitherto devel- 5. P 1-1. Mak et al., "Adaptive Control for Space Appli-
oped for continuous time only, was shown by 1). M. Wib. cations," Aerospace Sponsored Research Summnary
erg to have a discrete-time analog in certain cases. As dis- Report, Exploratory Technology, Al'R-88(8498)-2,
crete-time estimation procedures are (although often The Aerospace Corp. (I December 1988), p. 199.
more complex) significantly more useful in applications, 6. Yaakov liar-Shalom and Thomas E. Fortman,
we concentrated on developing the discrete-time WE and Trcking ad Data Association, Academic Press
comparing its convergence to that of several standard T na s td c
discrete-time system identification tools. We are using (1988).
MAI'LAII again as a development tool, and so far have 7. I)onald M. Wiberg, "Anoiher Appro,,ach to On-Line

Parameter Estimation," Proceedings of the 1987
American Automatic Control Conference (1987), p.
199.

8. D~onald M. Wiberg. "'l'wards a Globally Conver-
gent Approximation of Optimal On-Line Parame-
ter Estimation," Proceedings of the Eighth IFAC Sym-
posium on Identification and System Parameter Esti-
mation (1988), p. 1165.

9. D. G. l)eWolf and D. M. Wiberg, "An Ordinary Dif-
ferential Equation'lechnique for ContinuousTime
Parameter Estimation," Proceedings of the 1991
American Conference on Automatic Control (1991),

Figure 2. Negative of log likelihood-nmatnum at center Volume 2.
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10. Douglas G. DeWolf, An Ordinary Differential Equa- 11. D. M. Wiberg and L. A. Campbell, "A Discrete-
tion Limit Technique for the Analysis of Continuous Time Convergent Approximation of the Optimal
Time Stochastic Parameter Estimators, Ph.1). Thesis, Recursive Parameter Estimator," Proceedings of the
University of California, Los Angeles (1989). Ninth IFAC Symposium on Identification and System

Parameter Estimation (1991), p. 140.
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