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ABSTRACT

This thesis investigates the possibility of implementing a multilevel secure local area network on

a medium-sized ship. In particular it focuses on medium-sized ship communications suite connectivity

to a GateGuard computer system, and then on incorporating systems that hate been deeloped under

the Navy's transition plan for the Defense Message System. spccificalIN the Multile%.1 Mail Server being

installed at Navy Telecommunications C.Itcrs. A re~ie%% of data communications security considerations

as well as DoD and Navy directives is provided for background on the accreditation requirements of

multilevel secure systems. Additionall. two commcrcialIN aailable products. the VERDIX Secure Local

Area Network and Trusted inforniation Systems' XENIX trusted operating s.stwm are revic%%ed and

then shown how they could potlntiill, be integrated into a shipboard local area net\mork. A potential

configuration is provided \kith rcommendation for lurther ,tud ofl systcm application compatibilit%.
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1. INTRODUCTION

The information age is here. Organizations with the capability to rapidly collect, process, and

disseminate information ire the most successful in today's environment. This new era has not only

affected the commercial business community but also the military. It has been obserted that coalition

military victory over Iraq was due, in a large part, to the allies' ability to disrupt the Iraqi command and

control structure.

A. BACKGROUND

The United States Navy is dependent upon the efficient flow of information within its ships.

Tactical information flow is vital to combat readiness and mission success; yet non-tactical information

flow should be considered a primary contributor to mission readiness. The overall efficient flow of

administrative information is to enhance combat readiness 'y improving the flow of non-tactical

communications vertically, horizontal., and diagonally through out the ship. To achieve this goal the

U.S. Navy requires a shipboard management information system based on a non-tactical personal

computer (PC) local area network (LAN). Administrati, e %orkload for ke. manager. should be lessened

and the volume of paper documentation reduced. The latter feature %%ill result in a dollar cost savinips

(reduced consumable supplies, less demand on copiers), less %%cight and storage space consumed, and

reduction in non-productive man-hour expenditures necssar) to support a paper-based information

system. [Ref. 11

1. Current Systems

Today the shipboard non-tactical information flow :-sides in several independent

Automated Information Systems (AIS). These systems are normally centralied and parochial, relying

on government-owned and developed software. They are considered support systems and are dedicated

to functions such as logistics, personnel, finance, and maintenance. Large ships have been characterized



by a number of independent, but related systems. These hate t.picall not been net\mork.,, but

centralized data processing s)stm.,ms %1.ith small hosts, usuall% minicomputers. supporting an) number of

dumb terminals. The rapid prolifcration of personal computers, in combination with the aboc s.stems.

has made it common to ha'e two or three different terminals or computing dcices in the same Xork

space, each attached to its own support system. [Ref. 2]

2. Prototype Systems

The proliferation of different and separate systems and the rapid advancement of data

communications technology has forced the Navy to reevaluate the way the way theN design and procure

non-tactical systems. The initial goal for the Navy is to link as man) systems as possible onto a common

fiber backbone. These include a Shipboard Wide Integrated Fault Tolerant Network (SWIFTNET) on

USS YELLOWSTONE (AD 41), the GEORGE WASHINGTON Information Sstem (GXVIS) on USS

GEORGE WASHINGTON (CVN 73). and the earl% development work on the SNAP Ill program. IRef.

21

a. SWIFTNET

Shipboard Wide Integrated Fault Tolerant Network (SWIFTNET) is installed in the

USS YELLOWSTONE (AD 41). There are currently a number of related, but separate. AISs on

YELLOWSTONE. They include [Ref. 2]:

* MRMS - Maintenance Resource Managcment System - MRMS supports maintenance work at
shore repair activities. It provides for automated work requests as well as automated job status.

* PCRS - Personal Computer Remote System - PCRS is an automated message handling system
that allows messages to enter or leave the system via a floppy disk. It is not yet a distributed net.
It is the first step in eliminating paper in the Message Center.

* SNAP - Shipboard Non-tactical ADP Program - SNAP is an AIS that provides logistic support
services from a centralized host.

The goal of SWIFTNET is to provide a common link for all of these support systems.

as well as an office automation system. The protot)pc msl el consist,, of a fiber optic backbone of 8-

strand fiber cable employing an FDDI architecture. Design criteria for SWIFTNET included

2



expendability, maintainability, survivability. performance, throughput, industry standards compliance, and

upgradability. [Ref. 2]

b. GWS

The purpose of GWIS is to increase combat readiness by improving non-tactical

communications. The long term objective is to electronically link all work centers and shipboard offices

(approximately 250) via a PC LAN. The LAN will contain the bridges into other systems. such as SNAP.

allowing a truly integrated non-tactical information flow throughout the ship. LikcSWIFTNETGWIS

will provide a common backbone, consisting of 8-strand fiber, that t-ill link several independent systeras

[Ref. 1] In addition to SNAP. GWIS will attempt to link the following ,yvstems IRef 1]:

* NALCOMIS - Naval Aviation Command Management Information System - NALCOMIS
supports aviation lotgistics afloat and ashore. Modules include material management. repair
management. and automated parts ordering.

• NAVMACS - Naval Modular Automated Communication Svstem -NAVMACS is a family of
automated communications systems sized to the need of individual ship tqpes. It uses a modular
concept and includes hardware and software. It is a message processing system that can route or
store incoming or outgoing messages.

* SAMS - Shipboard Automated Medical System - SAMS is a stand-alone PC that supports the
shipboard medical department.

Installation of GWIS is being conducted in a three phase effort. Phase I will provide

hardware and links to the cxecutive level, which is all Department Heads and above. Phase I1 extcnds

communications to the Division and Work Center level. This %-ill result in the capabilit% to electronically

process documentation from origin to destination without interruption, and this will enhance both

vertical and horizontal levels of communication. Phase Ill will evcntuallh incorporate the other existing

systems described above. I Ref. 1] The (;WIS will bc built around several functional modules listed in

Figure 1.

GWIS is a dynamic attempt to provide a ncccssary service to the ship's crew. It takes

advantage of commercially available tcchnology. -GWIS reprcsnts a valuable opportunit, to prototype

a modern information system for warships, and hence make a giant leap toward the Chief of Naval

3



GWIS Desired Functional Modules

Correspondence. Provides E-Mail, outgoing correspondence review, distribution of incomin
correspondence and action tracing.

Readiness Reporting. Provides a database for readiness reporting, using/interfacing with existin
software to generate Navy formatted readiness reports. Provides daily department material status report
to the Commanding Officer and Executive Officer.

Planning & Scheduling. Assists in developing daily, weekly, monthly and long range plans. Provides
format and logic for producing the daily air plan and weapons load plan.

Project Management. Provides software to produce action plans and manage milestones for complex
or large projects.

Preventive Maintenance Management. Processes and stores preventive maintenance records and
enerates reports.

Inspection Management. Stores results of inspections and tracks corrective action measures. Provides
tickler system for recurring inspections. Additionally, stores results of zone inspection results and
provides reports to the chain of command on corrective action.

Communications. Ultimate goal is to interface with NAVMACS to provide electronic review and
release of outgoing messages and electronic distribution of incoming messages at locations not served
by NAVMACS.

Personnel Management. Provides mid-level managers with the capability to access master personne
database.

Electronic Library. Electronically store all instructions, publications, and oher reference material fo
quick retrieval.

Figure 1 Desired GWIS functional modules

Operation's goal of a paperless ship." [Ref. 11

c. Shipboard Non-tactical ADP Program

The Shipboard Non-tactical ADP program (SNAP) has provided support services to

Navy ships since 1978. SNAP I was designed for larger ships, such as tenders -ind aircraft carriers, while

SNAP II is used by smaller combatants. SNAP is a centrali/cd system, consisting of a host computer,

either the Honeywell DPS-6 or the Harris H-300, linked to many dumb terminais throughout the ship.

SNAP integrates a number of functional modules such as parts support, maintenance record preparation,

word processing, data base management, and financial records. Each of these modules consists of

4



specially designed software, similar to commercial versions, but written and maintained for exclusive use

by the Navy. [Ref. 2]

The author's personal experience is the SNAP II system can be characterized as

inflexible and unresponsive to user needs. In 1986, a post implementation review of user concerns

concerning SNAP 11 was conducted by Wheeler, Mallon, and Shotwell [Ref. 3] in which they

concluded the SNAP hardware and implementation support services were adequate for the time.

However, lack of training for end users was considered a significant problem. The authors reconmended

more efficient use of the system could be corrected by:

* Better communication with the end user

* Revision of training policy

" Revision of documentation to a more user friendly format

" Identification of a central control point for program policy, guidance, and standards.

Although the author agrees with the intent of the conclusions, several observations

are offered. The six ships on which they conducted their survey had relatively recent SNAP II

installations. The reported interviews indicated all Supply Officers were extremely satisfied with the

system. In this author's opinion this was to be expected as the Suppl) function was the one function that

reaped the most benefit from the system. Tracking suppl requisitions and inventory control transitioned

from a paper-based to a computer based system. The SNAP !1 system did not greatlI help any other

shipboard departments perform their respective function in near the magnitude as Suppl) (although it

does provide a current ship's maintenance project). The rapid procurement and proliferation of personal

computers and commercial software during this same time frame gave other shipboard departments

flexibility in their computer processing needs. Most notably word processing. ([Ref. 3] reported that one

of the biggest complaints concerning SNAP II was the system response time was significantly reduced

while word processing functions were being performed.)

SNAP III is expected to change this. In fact, in 1986 Schneidewind [Ref. 4]

recommended that SNAP III be based on commercially available hard%%are and software to the

5



maximum extent possible. Schneidewind recognized that data processing functions required for SNAP

III are not significantly different than that required by commercial industry.. Hc argued that the Navy's

data processing functions can not be truly unique as there arc a finite number of functions that can be

performed by any application. Major recommendations the report made include:

* Transition from minicomputer to microcomputer system

* Transition to proven commercial office system

" Use local area network technology

* Acquire mass storage capability

* Acquire improved graphics capability

* Consider automating ship -- shore communications

* Start to develop a procurement policy to support acquisition of the above technology.

These recommendations were basically adopted by the Naval Sea Systems Command

and it is expected SNAP III will lead the Navy into a truly distributed, PC-based, local area network and

will lead the Navy to it's ultimate goal for a paperless ship.

It is expected SNAP Ill will utilize SAFENET, the Survivable, Adaptable Fiber optic

Embedded local area NETwork. SAFENET is a network protocol that utilizes a dual redundant token

ring architecture that is ideal for the type of fault tolerant requirements the Navy demands. SAFENET

I was compliant with IEEE 802.5. SAFENET 11, which will be used for SNAP IIl, will be ANSI FDDI

compatible. [Ref. 21

SNAP III is still in the development process. A prototype system, called Micro-SNAP,

will be placed aboard several vessels in 1991. Additionally, several ships have had prototype paperless

ship systems on board for the past three years. Lessons learned from these efforts should make the final

development and transition to SNAP III efficient and cost effective. [Ref. 2]
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B. THE PROBLEMS

The three projects discussed above represent an important problem within the Navy. Each of the

projects are serious, well-thought-out solutions to real problems, and each is valid in its own right.

However, they represent three similar, but distinct ways of solving the same problem. In l.ct, these are

only three well-documented solutions. They do not account for numerous other projects that ha~e been

initiated by individual commands in installing shipboard LANs. What is needed in the long term is a

coordinated response, a single solution that will provide necessary serviccs at the lowest possible costs.

Each project described is an excellent first step. The next step must combine the best efforts of these

systems into a single integrated solution.

Applications are the ol)jccti\c ol d~c~loping fiber optic LANs in the first place. The functional

modules described for the (GWIS are an excellent cross section of \%hat the Na%\ should expect from any

net\kork system. However, two particular applications are critical; They are the cornerstone efforts of

any successful shipboard system. These applications are message handling and an electronic publications

library. Unfortunately, both require security considerations \ fich hatc not been satisfactorily addressed

or pursued for a solution.

1. Message Handling

Any shipboard LAN must be capable of linking with the ship's message center, and the

LAN must be capable of routing incoming and outgoing messages. An Automated Message Handling

System (AMHS) pro\ides enough benefits to easily pay for an\ development and installation costs for

the LAN. An AMHS must be able to route incoming messages to the appropriate personnel and offices,

and it must accept outgoing messages generated at the lo\%cst lcxl desired. In order to fully exploit the

advantages of a LAN and AMHS combination, the system must be capable of handling classified

message traffic. With the Navy's use of classifications, security clearances, and access based on need to

know, the ground work is laid for the requirement of a multi-level secure system. Although all the

previous projects have outlined the desire to integrate the message center with the appropriate LAN,

7



this has not been fully obtained due to the lack of a multi-lcvcl secure system. To date. the best solution

has been to establish a system high leel LAN, meaning that all nodes, personnel, and data on the LAN

must all be cleared to the same level. Captain Nutwcll. Commanding Officer of GEORGE

WASHINGTON, recently stated:

The hardware we're going to have in our non-tactical network is not multi-level security capable
because the computers aren't. If we wanted to process Secret, every machine on the network
would have to be Secret. I think we'll continue to process Secret the old way. [Ref. 51

While in port, ships rely heavily on the station infrastructure for over the counter message

traffic, supply support, and maintenance support. Naval stations are in the process of developing their

own local area netorks. The capability for a shipboard LAN to connect Nith these shore- based LANs

will be greatly advantageous, as ship repair, supply, and financial data will easily communicated. The

Defense Message System (DMS) has dcveloped a Multi-level Mail Server (MMS) system that will

electronically transfer a ships message traffic from the local Nasal Telecommunications Center to the

ship moored at a local pier. This s.stem is designed to transfer Unclassified it Secret message traffic

to the ship. Again, an AMHS and shipboard LAN capable of distributing all the, receixcd traffic would

be greatly desired.

2. Electronic Library

This is the second critical step to the Navy's paperless ship goal. Studies have shown that

electronic storage devices such as CD-ROM can reduce the weight of paper and paper storage from 14

to 33%. On an AEGIS-class guided missile cruiser, this equates to a sa\ings of about 23,600 pounds.

[Ref. 21

The Surface Warfare Development Group (SWDG) is a small Navy organization with

immense responsibility. SWDG develops and ealuates new tactics and improxes current tactics in the

surface Navy's three dimensions of warfare: Anti-Air, Anti-Surface, and Anti-Submarine, including

electronic warfare as well as command and control. Experimental tactics are issued as TACMEMOS,

and later updated as approved tactics in TACNOTES. Ultimately these tactics are incorporated into



Naval Warfare Publications or a ship class Combat Systems Doctrine. Additionally, tactical lessons

learned by the fleet are collected and compiled b, SWDG in the d~cxlopmcnt process. The entire

lessons learned and some NWPs \%ill be coming out on CD-ROMs and \%ill be aailablc to the fleet in

the near future. [Ref. 61

It has been the author's experience that these tactical information packages are often

Secret. The capabilit) to share these documents on it multi-lexel secure LAN will greatl) improve the

dissemination of tactics to ship's personnel, increasing combat readiness nd reducing the administrative

burden of maintaining a large paper based Secret account.

C. PURPOSE

The purpose of this thesis is to address the feasibility of installing a multi-level secure LAN on

a U.S. Navy ship. The author will focus on a medium-sized ship, as he has reached the conclusion that

only large afloat commands such as aircraft carriers and tenders Nill be subjected to extensive research

and development of shipboard LANs. Also the command entities of the NTS will consider their job

complete once messages are deli\cied to their defined end user - the ship. The author considers the end

user to be the various officers and sailors on the \essels that must still drudge through a Secret paper

information system. If it multi-Ieel secure LAN s\stcmn is impractikal, then one must consider two

separate shipboard LANs. \%ith one a system leel high of at least Secret. As discussed above, there are

several desired uses of a shipboard LAN that \Nould require multi-level sccurity. The author \%ill attempt

to review the various alternatives and provide a recommendation on the best solution.

D. ORGANIZATION

This thesis is organized into seven chapters, each presenting background information to

comprehend the task of providing multi-level security within a LAN. Chapter I1 provides a background

on computer and data communications security to proide an understanding of terminology and different

approaches to providing LAN security.

C)



Chapter III reviews the Naval Telecommunications System and discusses the required integration

of a LAN with a shipboard communications suite. A re,icv, of current Na\, pursuit for a shipboard

LAN and communication suite is provided with an assessment of the Navy's current policy.

Chapter IV will provide background information on the Navy's implementation of DMS and its

capabilities. Procedures and hardware already in use at shore facilities will be rciewed to determine

a shipboard application.

Chapter V wili presents certain vendor products for multi-lcvel secure LANs. Specifically,

VERDIX's Secure Local Area Network, and Trusted Information System's XENIX trusted operating

system will be reviewed. The intent is not to provide a product endorsement but to revie\N a method of

providing multi-level security.

Chapter VI will present a proposal for a multi-level secure shipboard LAN utilizing information

presented in previous chapters.

The final chapter, Chapter VII, will provide a summary and conclusions. Again, the author does

not intend to provide any product endorsement. The conclusions will offer one option the Navy has in

pursuing the acquisition of a shipboard multi-level secure LAN.
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If. SECURITY OVERVIEW

A. BACKGROUND

Network security can be defined as the protection of network resouices against unauthorized

disclosure, including accidental disclosure, modifications, restrictions, or destruction. Security has long

been an object of concern and subject to extensive research and dexelopment for both data processing

systems and communications facilities. With computer networks these concerns are combined, and for

local networks the problem is most acute. [Ref. 7]

A full-capacity local network offers direct terminal access to the network and data files and

applications distributed among a xarict. of corpuling nc\icestand/or dumb termina,,. The local network

may also proxide access to and from long haul communications. Proxiding sccurit) in this type of

environment is most complex. IRef. 7: p. 3361

Network security is a broad subject. and encompasses physical and administratie controls as well

as automated ones. To ensure an understanding of terminology and concepts presented in follow-on

chapters, the first portion of this chapter \%ill pro\idc a functional description of three areas of specific

concc:n for local networks:

" Access control

* Encryption

* Multilevel security

1. Access controls

The purpose of access control is to ensure that only authorized users have access to the

system and its indi\idual resources and that access to and modification of particular portions of data is

limited to authorized indi\iduals and programs. Measures taken to control access in a data processing

11



system generally fall into two citegories: first, those associated w ith users or groups of users and,

second, those associated with data. [Ref. 7: p. 3371

a. Authentication

The control of user access is referred to as authentication. Authentication consists

of validating a user's identification tiD) and password, either at the nctwork h;kel or within an individual

host. The ID validation process ensures a user is enrolled in the validating system. w hile the password

validation ensures that the person signing on is not an imposter. This id/passxkord 3ystem has developed

into a notoriously unreliable method of access control. [Ref. 7: p. 337]

In many local networks, two levels of authentication will probably be used. Individual

nodes may be provided with a logon facility to protect host/node specific resources and applications.

Additionally, the network as a whole may have protection to restrict network access to authorized users.

This two-level facility is desirable for a local network that connects disparate hosts and simply pro,,ides

a convenient means of terminal host access. [Ref. 7: p. 338]

The difficulty of authentication is compounded over a multi-access medium LAN. The

logon dialogue must take place o(er the communications medium and ea~esdropping is a potential

threat. The eavesdropping threat can be classificd as passi\e and active wiretapping. Passi~e wiretapping

means observing the data stream but not modifying it. The passive wiretapper can read user data and

also analyze LAN control data and traffic statistics. Active wiretapping means modifying the packet

stream for various effects. [Ref. 81

Additional access control issues can be considered to fall in two classes: partial, or

distributed, access control and full, or centralized, access control.

b. Partial Access Control

Partial access control treats the network as a transparent communication link and

requires that the LAN deliver data to a node only if the data is addressed to that node. This requires

the LAN to perform five functions correctly [Ref. 81:
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0 A source Network Interface Unit (NIU), a NIU that receives data for transport from its attached
node, knows with certainty the destination address of the data and correctl) places the address
in the packet.

* The LAN keeps packets separated, not mixing and delivering as one packet data and/or an
address from two different packets.

0 The LAN protects the address against change while the packet is in transit.

0 Every NIU can positively identify its attached node.

* No NIU delivers a packet recei~ed from the LAN transport medium to its attached node unless
the packet is so addressed.

c. Full Access Control

Full access control means that in addition to partiai acces, control the LAN transports

data from one node to another onl% if theN arc authoii/cd to communicate [Rcf. 81. In this centralized

approach the network provides the logon set ice, which can be thought of as being associated with the

Network Control Center (NCC). In the case of a LAN, this may be accomplished by setting up a

connection between each inactive Netw+ork Interface Unit and the NCC. When the user activates a node

and desires to access the network, the connection is automatically to the NCC. After a successful logon,

the NCC then establishes a connection bet%%ecn the requesting node and the requested destination

address. When this connection is terminated, the original user and NCC connection is reestablished. A

bimiiar technique would be used in a digital s\%itch. A data port off-hook condition w ould result in d

connection to a logon server; after authentication, the request connection would be made. IRef. 7: p.

3381

d. Access Control Matrix

After successful authentication, the user is granted access to a host and/or processes.

This is not sufficient for a system that include., sensitive data in its database. The authentication

procedure identifies a specific user with a profile that specifies permissible operations and file accesses.

The network operating system can enforce rules based on the user profile. However, the data base

gement system must control access to specific portion of records. For example, it may be
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permissible for anone in administration to obtain a list of company personnel, but only certain

individuals may hatc access to salary information. The issue in~olvcs more than one leel of detail. The

network operating system may grant a user permission to access a file or use an application in %%hich

there are no further securit, checks, %%hereas the data base management system must make a decision

on each individual access attempt. That decision depends on the user's identity and on the specific parts

of the record being accessed. [Ref. 7: pp. 337 to 3391

A general model of access control as exercised by a data base management system

is that of an access matrix. One axis on the table consists of identified subjects that may attempt data

access. Typically, this list %%ill consist of indi~idual users or user groups, although access could be

controlled for terminals, hosts, or processes instead of or in addition to users. Tie other axis lists the

objects that may be accessed. In the greatest hckxl of detail, objects may be indiidual data fields;

howe~er, larger groupings, such as records, record types, or ccn an entire data base may also be objects

in the matrix. Each enii- in the matrix indicatLs the access rights of a particular subject to a specific

object. [Ref. 7: pp. 337 to 339]

In practice, an access control matrix is implemented by decomposition in one of two

ways. The matrix may be decomposed by columns, yielding access control lists. For each object, an

access control lists specified users and their permitted access opportunities. Thus a user's name can be

checked against the access control list for that resource to see if and %%hat type of permission has been

granted. A user must have a valid network account and the necessary permission to access the obj,:ct.

Decomposition by rows yields capability tickets. A capability ticket specifies authorized objects and

operations for a user. This is a type of share le~cl security, %%hich %,orks by assigning a unique password,

capability ticket, to each shared resource or dalabasc. AnN user N ho kno%%s the pass% ord may share that

resource. This is appropriate for en~ironmcnts that do not require tight security measures. IRef. 7: pp.

337 to 3441

Network concerns for access control are similar to those of authentication. Encryption

may be required to ensure secure communications on a LAN. Typically, access control is decentralized,
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that is, controlled by host-based data base management systems. Howe~er, if a netxork data base server

exists on a LAN, access control becomes a network function. [Ref. 7: p. 340]

2. Encryption

In the previous section eavesdropping was discussed and broadly categorized into two

areas, active and passive wiretapping. Additionally eavesdropping could be ac:omplished by

programming an NIU to accept packets other than those addressed to it. An effective countermeasure

is to encrypt the data in each packet.

Encryption conceals the meaning of data by changing the intelligible plaintext into

intelligible cipher text. An encryption system consists of two parts; the algorithm which is the set of rules

for transforming information, and the key which personalizes the algorithm by making the

transformation of specific data unique. Different ke,s produce completely different ciphertexts, therefore

communicating parties must share the same key. The key is relatively small, in number of bits, and can

be easily transported from one node to another. [Ref. 9]

Encryption algorithms may be implemented in software and hard% are/firmware. Software

advantages are mostly realized when protecting stored data files and data in a host computer. Hardware

advantages include: greater processing speeds, independence from communication protocols, ability to

be implemented on dumb devices (terminals, telex, facsimile machines), and greater protection of the

key because it is physically locked in the encryption box. Tampering with the box can cause erasure of

the keys and related information. [Ref. 9: p. 496]

a. Data Encryption Standard

The Data Encryption Standard (DES), developed by the National Institute of

Standards and Technology (formerly the National Bureau of Standards), is based on a conventional

encryption scheme. Original data in plaintext is transformed to a cipher coded bit form by means of an

algorithm. Upon reception, the ciphertext is transformed back to its original form if the algorithm and

key art- known at the destination address. [Ref. 9: p. 499]
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DES is a member of a class of algorithms known as symmetric. This means that the

key used to decrypt a particular bit stream must be the same as that used to cncr)pt it. Since the DES

algorithm is publicly knoN n. the disclosure of a key may compromise the entire message. [Ref. 9: p. 5001

Achieving key distribution can be accomplished in several ways. For two nodes A and B:

* A key could be selected by A or B and physically delivered, by courier, to the other party.

* A third party could select the key and physically deliver it to A and B.

* If A and B have previously and recently used a key, one party could transmit the new key to the
other, encrypted using the old key.

* If A and B each have an encrypted connection to a third party C, C could deliver a key or the
encrypted links to A and B.

The last course is attracti'c in a LAN context and could he handled by an NCC;

however, the keys used to communicate %,ith C x\ould have to be distributed by some means. IRef. 7:

pp. 340 to 341]

b. Public Key Encryption

Public key encryption inhcrentl differs from private key systems such as DES. Public

keys are based on a one %%ay function, data is transformed to ciphertext by use of a publicly known

encryption key for the destination address. Once the data is encrypted it canrot be taken apart unless

the corresponding private key of the destination node is kno%,n. One way functions, which are relatively

easy to calculate in one direction, are computatively impossible to reverse without the private key. In

other words, the encryption/decryption can be accomplished by a pair of keys which create

transformations that are the inverse of each other. JR( f. 9: pp. 500 to 5031

3. Multilevel Security

Multilevel data processing can be described as having data of several different levels of

classification being processed on a single computer or network at the same time, %,,hile users of different

clearances are on the system. For this approach to work. the system must be trusted to maintain the

separation of different classified data and prevent users from accessing data for %,hich the% lack proper
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clearance [Ref. 10]. This requirement, based the Bell and LaPadula model, can be simply stated

in two parts. A multiple level secure system must enforce [Ref. 7: pp. 342 to 3431:

0 No read up: A user can only read an object of less or equal security level.

* No write down: A user can only write into an object of greater or equal security level.

To verify that a computer system meets a promulgated policy, computer security models

have been developed. These models, in a mathematical manner, describe how to mediate the flow of

information in an ADP environment to and from users and data repositories. The abstract mechanism

that controls this flow is known as a reference monitor. lRef. 10] The reference monitor enforces the

security rules (no read up. no write down) and has the folloing properties IRef. 7: pp. 342 to 3431:

0 Complete mediation: The security t:es ar: enforced on cer. acces,, not just. for example, when
the file is open.

• Isolation: The reference monitor and data base are protected from unauthorized modification.

* Verifiabilitv The reference monitor's correctness must be provable: thus it must be small, simple,
and easy to understand.

In order to accomplish the above, computer operating systems were redesigned in the form

of a hierarchy of modules. The innermost level of the hierarchy has the most privilege rcgarding

executing code. As one moves out from the inner layer less privileges are granted and fewer functions

are able to be executed. The inrermost level contains those portions of the operating system that are

most critical to security necds..spccificalh acce.,,s control. mcmor%. and inputioutput manai.emcnt. Taken

together, these portions of the opcrating s\im arc knowvn as the kernel of the OS. In addition to the

kernel, the system also includes trusted processes; these can run outside the kernel and arc trusted not

to violate certain security rules of the model. Taken togecthcr. the kernel and trusted processes arc

referred to as the Trusted Computing Base (TCB). JRcf. 101

B. LOCAL AREA NETWORK MULTILEVEL SECURITY

Several approaches to multilevel network security have been proposed over the ears.

Approaches have involved many schemes and configurations. Accordingl.. a reviel- is appropriate.
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1. Typical Network Configurations

Consideration should be given to various network configurations imnolving both trusted and

untrusted systems with examination of some typical connection scenarios. This discussion will be helpful

in understanding specific network security requirements and the evaluation of network security models.

The four possible network configurations are as follows [Rcf. 11]:

* Untrusted computer systems on an untrusted network

" Trusted computer systems on an untrusted network

" Untrusted computer systems on a trusted network

* Trusted systems on a trusted network

a. Cave 1: Untrusted Computer Systems on an Untrusted Network

In this case the untrusted systems and untrusted network operate in a Dedicated or

in a System High mode. There is no access control polic) for the computer systems or the network, and

no labels are associated with information processed or transferred in the network. A network or

computer TCB is not required. Users are cleared to the maximum level, but information can range from

some low level to th maximum established network level. It is necessary to ensure information classified

above the maximum level not combine with any parts of the entire system. [Ref. 11

b. Case 2: Trusted Computer Systems on an Untrusted Network

The computer systems are trusted to operate in a multi-level mode including the

netmork security le\,el. Access control is required within the computer system. The computers TCB is

required to ensure that the information is properly labclcd with the network high sCcurit) lc'el and that

information of a higher level than the network is not allowed to be placed in the network. The computer

TCB must also know the level of other computer systems within the network. [Ref. 11]

c. CAse 3: Untrusted Computer Systems on a Trusted Network

The computer systems connected to the network operate in the System High mode.

Because the network can carry information of different classifications, it is necessary to attach labels
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either to information units or to virtual circuits when sessions are established. Untrusted computer

system levels must be within the range of levels for which the network is trusted and a network

mandatory security policy must be enforced. [Ref. 111

d. Case 4: Trusted Computer Systems on a trusted Network

Both the computer systems and the network operate in a multi-level mode. Both the

computer systems and the network must have TCBs. Not all users are cleared for all information on the

network; therefore, the rangt of security levels of the computer systems must overlap with the

corresponding levels of the network. Both systems must ensure that they only pass information within

the corrcspondiiig security level range. This configuration also icquiics no illicit information flow and

that all information is correctly labeled. [Ref. 111

2. Typical Network Security Approaches

Approaches closely parallel configurations, but there are slight differences. Approaches

that have surfaced over the years include [Ref. 7 p. 3441:

1. Physical separation: The security problem disappears if the various LANs are in separated areas
and protected at their designated security levels. This approach negates most of the benefit of the
LAN. Connectivity is limited. Security requirements permit data to be passed upward (from a lower
to higher classification area), but this approach does not facilitate such data transfer.

2. Bandwidth separation: With a broadband cable, each classification levcl could be assigned a
separate channel. Cross channel traffic could be supported by a multilevel secure host. A trusted
multilevel host is required.

3. Encryption: Each NIU would require encryption capabilit5, requiring a trusted facility for
distributing keys to end points requesting a conneclion

4. Trusted hosts: Liberal use of trusted host machines (Guards) may be capable of satisfying security
requirements. If the trusted host wcrc a minicomputer, mainframes could be connected by a trusted
front end. Terminal would have to interface to the network via a trusted host.

5. Trusted NIU: This is an NIU that provides a reference monitor capability. This NIU may also be
referred to as a Trusted Interface Unit (TIU). It is a remarkably simple device.

Each approach is unique, however some are more advantageous than others. Of the five

approaches listed above, encryption and the TILls are considered, by the author, to be most appropriate

to a shipboard environment and subsequent attention will be focused in these areas. Additionally, the
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first alternative of physical separation, ma bC a %iable alternatie Ibr shipboard application

requirements.

a. Trusted Interface Units

The Trusted Interface Unit (TIU) is a piece of firmware that performs all the

functions of a an ordinary NIU; however, it is designed to operate at an assigned security level. Two

other functions are required:

* The TIU will label each frame that it transmits with its security level.

* The TIU will accept only frames that are labeled with its own or lesser security level.

TIU's were originally conceived to be designed and produced in three versions, in

increasing order of complexity. A single level TIU is set to monitor a single security level. The TIU must

be physically protected to the net\,ork-high level, and is designed to reliably isolate the traffic at one

particular security level from traffic at all other lccl,. A \ariable le\el TIU is similar it) a single level

TIU, except the operator can change the level of the TIU by adjusting elcctronic,1l) linked terminal

switches or keyboaid keys. The range of adjiustments correspond to the approed security levels for that

particular TIU and terminal. A multilevel TIU requires fully trusted software; however, a network can

operate in a multilevel mode using only single and/or variable level TIUs. See Figure 2.

[Ref. 121

b. Network Encryption

With either of the encryption approaches previously described, network encryption

can be end-to-end or link orientated. End-to-end encryption is handled by the processes at each end of

the session. In this capacity encryption becomes a presentation layer function. This approach allows

certain flexibility within the LAN, allowing encryption devices to be installed on selected nodes. The

other approach is to encrypt at the link level. Data plus all headers, except the layer 2 header are

encrypted. This encryption capability can be incorporated into a NIU. IRef 7: p. 3421

20



TOPS[CR"T SECRET UNCLASSIF IED MULTILEVEL

HOST HOST HOST HOST

MULTILE.VEL. LOCAL AREA NETWORK
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Figure 2 Example of local area network utili/ing TIUs

C. DEPARTMENT OF DEFENSE COMPUTER SECURITY REQUIREMENTS

In December of 1985, the U.S. Department of Defense published the Trusted Computer System

Evaluation Criteria (TCSEC), commonly known as the Orange Book. The TCSEC is used to evaluate

the effectiveness of security controls built into automatic data processing system products [Ref. 11]. "The

basic philosophy of the protection described in the TCSEC requires that the access of subjects (i.e.,

human users or processes acting on their behalf) to objects (i.e., containers of information) be mediated

in accordance with an explicit and well defined security policy." [Ref. 11] The Trusted Network

Interpretation (TNI), commonly referred to as the Red Book, provides an interpretation of the TCSEC

for networks. The Orange and Red Books establish ratings that span four hierarchical divisions: D, C,

B, and A, in ascending order of increasing provisions of security. Each division includes one or more

numerical ratings, numbered from I to 3, which provide a finer-granularity rating. Stronger ratings

correlate with higher numbers. Thus evaluated systems are assigned a digraph, such as C2 or Al, that
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places the system in a class in a division. Currently, the following classes exist, in ascending order: C1,

C2, Bi, B2, B3, and Al. [Ref. 13] Summary criteria for the various classes, reproduced from

the Orange Book, can be found in Appendix A.

1. Applicable Navy Instructions

When considering shipboard non-tactical local area networks, there are two distinct issues

that prevail [Ref. 141:

* LANs which handle personal information must provide in accordance with the Privacy Act of
1974 (5 U.S.C. 552a) and the Computer Security Act of 1987 (Public Law 100-235). Any
shipboard LAN that will incorporate office automation will fall into this category.

* LANs which handle classified material must provide securitx protection in accordance with
Executive Order 12356 (National Security Information). Any shipboard LAN which integrates the
ship's message center to distribute CONFIDENTIAL, SECRET, or TOP SECRET message
traffic with a office automation system will fall into this category.

The purpose of this thesis is to focus on the latter of the two issues; however, a brief

discussion of the personal information issue is considered appropriate because methods of risk

assessment may overlap or provide mutual support.

a. Safeguarding Personal Information in Automatic Data Processing Systems

SECNAVINST 5239.1 (Safeguarding Personal Information in Automatic Data

Processing Systems) is the Navy's implementation instruction for the Privacy Act of 1974. This

instruction addresses personal information privacy and does not pertain to classified data. Two

enclosures to the instruction are utilized to establish a risk assessment approach which weighs the

likelihood of a security breach, the damage that would occur, and the cost of prevention. Because of the

assessment approach taken, the instruction should not be considered a set of firm requirements that are

mandatory under all circumstances. The document suggests that a mixture of technical and physical

safeguards with strict administrative controls may be more cost effective than high-cost technical

solutions. [Ref. 14: p. 11]
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b. Automatic Data Processing Security Program

OPNAVINST5239.IA (Department of the Navy Automatic Data Processing Security

Program), implements DoD Directive 5215.1 (Computer Security Evaluation Center) within the

Department of the Na\y and integrates the directive into the Navy's ADP security program.

OPNAVINST 5239.1A covers both personal security and classified data security issues. It divides data

into three protection levels:

" Level 1: Classified data

" Level I1: Unclassified data requiring special protection, such as Privac%, Act information

* Level Ill: Other unclassified data

Similar to SECNAVINST 5239.1, OPNAVINST 5239.1A is based upon risk

assessment procedures intended to balance the threat, the possible damage, and the cost of

countermeasures in a cost effective manner. Certain minimal mandatory requirements are cited;

however, these are primarily regarding environmental/physical security and contingency planning as

opposed to technological issues. Additionall the instruction establishes the definition of the Designated

Approving Authority (DAA) for ADP accreditation. For most shipboard LANs this will be the

Commanding Officer, however if the LAN is operated in the Multilevel Security mode, the authority to

accredit the system rests with Commander. Na~al Data Automation Command (COMNAVDAC).

Computer systems may operate for a limited time under an Interim Authorit, to Operate, \%hich is

issued by the DAA. IRef. 14: p. 13J

c. Nay Implementation of National Policy on the Control of Compromising Emanations

(TEMPEST)

OPNAVINST C5510.93D is a CONFIDENTIAL instruction that provides policy for

compliance with TEMPEST requirements. OPNAV NOTICE C5510 revises the OPNAV instruction

implementing a revised national policy on compromising emanations. This notice clarifies, revises, and

in some cases liberalizes previous requirements for full TEMPEST certification. [Rcf. 14: pp. 12 to 13]
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This technical guidance and requirements are not the focus of this thesis and %%ill not be pursued further.

The author believes the advent of fiber and use of fiber optics with LANs essentiall makes TEMPEST

requirements relatively simple to fulfill.

2. National Computer Security Center's Standards

In addition to the DoD standards previously described (Red and Orange Books), the

National Computer Security Center (NCSC) has published a set of technical guidelines to help industry

develop certifiable systems and enhance the NCSC-contractor relationship in the product evaluation

phase. The guidelines promulgate testing standards to terminology that will be used. A complete

description of these various standards ma) be found in IRef. 141. A list of standards is provided below:

" CSC-STD-003-85: Computer Security Requirements

* CSC-STD-004-85: Technical Rationale Behind CSC-STD-003-85

* CSC-STD-0)2-85: DoD Password Management Guide

* NCSC-TG-001: Audit in Trusted Systems

* NCSC-TG-002: Trusted Product Evaluation

" NCSC-TG-003: Discretionary Access Control

* NCSC-TG-004: Glossary of Computer Security Terms

* NCSC-TG-008: Trusted Distribution

" NCSC-TG-009: Computer Security Subsystem Interpretation

* NCSC-TG-011: Trusted Network Interpretation Environments Guideline

" NCSC-TG-013: Rating Maintenance Phase

" NCSC-TG-019: Trusted Product Evaluation Questionnaire

The above guidelines arc more pertinent to the computer, software, and network

development communities than to the user community. Ho\%cvcr, the documents arc of interest to the

user community from the standpoint of supporting a well informed decision regarding the acceptance

of a network for a particular set of shipboard applications. IRcf. 14: p. 13]
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Ill. NAVAL TELECONMMUNICATIONS

The Naval Telecommunications System (NTS) embraces all naval telecommunications operations

that provide for the exchange information among naval forces at sea, in the air, and ashore

IRef. 15].

A. BACKGROUND

The NTS system is designed to get necessary communications to the fleet. Using the Defense

Communications System as a backbone, the Navy has designed ashore and afloat automated systems to

process narrative and data pattern messages. [Ref. 16]

1. Ashore Systems

Shore communications stations are the backbone of the NTS. The Naval Communications

Master Stations (NAVCAMS) and the Naxal Commu nications Station (NAVCOMMSTA) provide the

conduit for communications between shore commands and the fleet. A summary from NTP-4C IRef.

16: pp. 2-1 to 2-51 of major elements of the shore site of NTS, pertinent to this thesis, are provided

below:

" Automatic Digital Network (AUTODIN)- AUTODIN is a world-wide Department of Defense
computerized system which provides automatic switching of message traffic providing significantly
fast service to ashore locations. The system transmits both narrative and data pattern (either card
or magnetic tape) messages. Autodin provides five modes of operation that provide for the
variation in speed from 100.

" words-per-minute duplex teletypewriter to 2400 baud terminals.

" Naval Communications Processing and Routing System (NAVCOMPARS)- NAVCOMPARS is
the automated communications system which serves as the interface with AUTODIN or other
networks ashore and operational fleet units. The system provides fleet support through broadcast
management, CUDIXS or full period terminations and primary ship/shore circuits. There are five
NAVCOMPAR sites, one at each of the four NAVCAMS plus one at NAVCOMSTA Stockton,
California.

• Local Digital Mesage Exchange (LDMX)- The LDMX proides automatic message routing and
reformatting for ashore Navy commands. It satisfies the Defense Communication Agency (DCA)
criteria for AUTODIN acces, and permits entry of traffic through optical character recognition
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equipment (OCRE). The system directly distributes incoming messages to and serves as the file
and retrieval location for remote subscribers.

* Standard Remote Terminal (SRT)/Remote Information Exchange Terminal (RIXT)- SRT/RIXT
is an input/output terminal which allows remote users to access AU CODIN.

* Common User Digital Information Exchange System (CUDIXS)- The CUDIXS system could be
classified in ashore and afloat systems, but its primary components are located at the five
NAVCOMPARS sites. This system provides a 2400 baud satellite link and full duplex interface
for the receipt and transmission of narrative message traffic bct\%ccn NAVCOMPARS and the
ships equipped with afloat automated systems.

2. Afloat Systems

The heart of the Navy afloat communication system is the Naval Modular Automated

Communication System (NAVMACS). The system is designed to increase the speed, efficiency and

capacity of the naal afloat and ashore communications operations. The NAVMACS modular concept

allows the system to be configured to the particular ship class. Each NAVMACS system includes a

unique device for the composition or entry of outgoing messages. For example, a message entry in

NAVMACS V2 requires a paper tape copy of the message. Each ship has a specific type of output

device for deli-,ery of incoming addressed messages. On NAVMACS V2/V3 ships, a reproduced copy

of a message, is hand delivered to the reader. However, NAVMACS V5 provides on-line remote

distribution for addressed messages which can be %'ic%%ed on a Keyboard Video Display Terminal

(KVDT) screen and/or printed on a remote printer. IRcf. 171 With emphasis on the types of

message entr. or dellcry dciccs pro\id.d b% e,tch s\st.cm, the %arious hard\karc/sofixare configurations

for NAVMACS equipped ships are described below:

• NAVMACS (V)I. This single AN/UYK-20 minicomputer-based system is used on small ships
with minimal communication requirements. The NAVMACS (V)1 system can simultaneously
input and screen message traffic from four fleet broadcast channels and interface with the
CUDIXS Link. NAVMACS (V)I CUDIXS Link communication is limited to send-only for
message traffic. Message entry for outgoing traffic is via paper tape, and distribution of incoming
addressed messages is manual, using reproduced copies. Delivery devices are four 75-baud
teletype page printers. Message composition is accomplished using teletype equipment which
produces 5-level paper tapes of outgoing messages. [Ref. 17)

* NAVMACS V2. A single AN/UYK-20 or AN/UYK-44 minicomputer-based system,
NAVMACS V2 is installed on small ships with more peripheral equipment than NAVMACS V1.
The NAVMACS V2 system can simultaneously input and screen message traffic from four fleet
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broadcast channels and the CUDIXS Link - CUDIXS Link communications are half duplex,
providing the input and output of message traffic. Message entry for outgoing traffic is via paper
tape, and distribution of addressed incoming messages is manual, using reproduced copies.
Delivery devices are two 2400-baud medium-speed line printers. Outgoing message composition
can be provided by a Message Preparation Device (MPD), if installed. The output of the MPD
via the NAVMACS program is a 5-level paper tape of the message and a printed copy of the
message. If no MPDs are installed, message composition is accompiished by using teletype
equipment which produces a 5-level paper tape of the message. Other means of 5-level tape
production already being used on some ships are discussed later. IRef. 17J

* NAVMACS V3. NAVMACS V3 is a dual AN/UYK-2() minicomputer-based system for large
ships. The NAVMACS V3 system can simultaneously input and screen message traffic from four
fleet broadcast channels, four Full-Period Termination (FPT) channels, and the CUDIXS Link.
CUDIXS Link communications arc half duplex, providing the input and output of message traffic.
The FPT circuits are full duplex. providing simultaneous input and output of message traffic. The
primary means of message entry for outgoing traffic is by message composition at one of the
on-line KVDTs. Once the message is composed, it can be transmitted %, ithout being re-entered
by paper tape. Another method of outgoing message entry is via paper tape. The message is
loaded into the system, and if no format errors are detected,the message is output on the desired
circuit. Distribution of incoming addressed messages is manual, using reproduced copies.
Delivery devices are two 2400-baud medium-speed line printeis. IRef. 17J

" NAVMACS V5/V5A. Up to three AN/UYK-20A or AN/UYK-44 minicomputers are used in
this system for very large ships with the greatest communication requirements. The NAVMACS
V5/V5A system can simultaneously input and screen message traffic from multiple channels of
fleet broadcast, FPT, remote devices, and remote systems. CUDIXS Link communications are
half duplex, providing the input and output of message traffic. The FPT circuits are full duplex,
providing the simultaneous input and output of message traffic. The primary means of message
entry for outgoing traffic is message composition at one of the on-line KVDTs. Once the message
is composed, it can be transmitted without being re-entered by paper 'ape. A second method of
outgoing message entry is via paper tape. A third method of outgoing message entry is from a
remote system such as the Personal Computer Remote System (PCRS) or the Naval Intelligence
Processing System (NIPS). If no format errors are detected, the message is output on the desired
circuit. Distribution of incoming addressed messages is automatic and controlled b) a data base
maintained by NAVMACS operators. On ship deli~crN devices include medium-speed line
printers, KVDTs, paper tape punches. and renote systems. IRef. 171

The NAVMACS systems have not kept pace vith the technology and proliferation of PCs

and word processing software during the 19S0's. Nay personnel, nox% more computer literate, find the

message preparation capabilities in NAVMACS limiting and less flexible than commercial text editors;

consequently, many ships have purchased PCs and software for message composition and editing. To

provide the media for outgoing message entry for the NAVMACS systems, ships have also purchased

paper tape reader/punches to provide paper tapes. Expensive message preparation terminals, with very

limited text editing capability. using the MPDs and KVDTs are therefore ignored. [Ref. 17J
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B. SYNCROTECH SOFTWARE CORPORATION INVESTIGATION

On April 26. 1991 S ncroteth Soft\mare Corporation proidcd results to N(T'S concerning a study

of options for connecting th Naal Modular Automatd Communications Systems (NAVMACS) and

personal computer (PC)-based Local Area Networks (LAN) aboard Navy ships. Tie report

demonstrated the feasibility of interfacing all systems with GateGuard. GatcGuard is a PC-based,

software-controlled system which is already used as a shore-based communications link between

Automatic Digital Network (AUTODIN) Subscriber Terminals (AST) and Office Automation Systems

(OAS) via a LAN. GateGuard functions as a gateway to AUTODIN and pro\ ides the protection of a

security guard dcice separating AUTODIN and the )AS. The system's name is derived from these

basic functions. jRef. 17]

1. Syncrotech Corporation Assumptions

Syncrotech based their in\csligation on se\cral a.sumptions\hich are provided belo\% from

IRef. 171:

1. If required the NAVMACS lamil\ of ol'fs are could be modified. Hox evcr, the amount of coding
needed to implement a nc\% Input/Output (1/O) dri\cr to handle a PC/GatcGuard interface
required investigation. Any additional code would reduce the alread) lo\, amount of dynamic
memory used to temporarily store incoming messages. This is most critical in NAVMACS V2, which
has no long-term storage. NAVMACS VI was not a candidate for the PC/GatcGuard interface.

2. For security reasons, the GateGuard terminal would be co-located with the NAVMACS V2/V3
systems, since NAVMACS V2 provides no security control for delivery devices, and NAVMACS V3
only provides security control for transmit circuits. GateGuard would provide the security protection
required for NAVMACS V2/V3 remote distribution. NAVMACS V5 can control the level of
security for any remote system or device.

3. The current screening/control functions (c. g -, Command Guard List (CGL). Local Routing List
(LRL), or all NAVMACS V5 screening) would remain in the respecti\e NAVMACS programs. and
GateGuard would only be used to augment these functions at an office level. The final control of
when and how a message is transmitted on a specific circuit would also still remain in the
NAVMACS program.
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2. Syncrotech Corporation Proposed Solutions

In Syncrotech's report the final proposed solutions fell into three categories; a solution for

NAVMACS V5, a solution for NAVMACS V2 and V3, and a long term solution for the entire

NAVMACS modular family. The proposed solutions, from [Ref. 17] are summarized below.

1. NAVMACS V5/V5A - NAVMACS V5/V5A currently supports a remote system interface which
provides a path for outgoing message entry and remote distribution. The Generic Interface Design
Specification (IDS) for NAVMACS V5/V5A provides the information necessary to pass messages
to and from NAVMACS V5/V5A. Using this interface, NAVMACS V5/V5A could be connected
to GateGuard. NAVMACS V5/V5A would interface with (;ateGuard via a Bus Interface Unit (BIU)
while the ship is underway. While in port, the Gateguard could connect with the local NTCC, via
secure telephone communications, for oxcr the counter message traffic delixcry. The various interface
connections are made possible by the BIU, which provides the required interface level conversions
and handles the interface protocol nccessary to pass mcs,,agc data. The softx\arc-controlled interface
protocol in the BIU would haxc to be chraigcd It commulniLdIte using NAVMACS V5/V5A generic
interface protocol while the ship is underxay. While the ship is in port, the BIU could use the
existing AST protocol to interface with the shore. The softxare in the BIU xxhich communicates with
GateGuard would remain unchangcd in either case. Changes to the NAVMACS V5/V5A remote
system interface wcre analyzed but \%ere not proposed because these flex channels are no\% used by
several other systems. Any softxxtrc to handle the current BIU protocol \ould require additional
changes to the NAVMACS V5 operating system, as well as the addition of a ne,, remote sN'stcm
software control module.

2. NAVMACS V2/V3. As designed, NAVMACS V2/V3 software does not provide a remote
interface for message entry and delivery. However, NAVMACS V2/V3 does provide an International
Telegraph Alphabet #2 (ITA-2) Baudot interface which inputs data from and outputs data to a
75-baud ITA-2 Baudot device, normally a paper tape reader/punch. Access to this I/0 channel is
provided via a secure patch panel. The program controlled baud rate for this channel is currently set
at the lowest rate on the AN/UYK-20 I/0 card. The rate may be changed by restrapping the I/0
card; the software need not be modified. While the ship is underwa., a BIU could be connected to
this channel, and the required interface protocol software could be downloaded. NAVMACS V2/V3
would then be interfaced with GateGuard as shown in Figure 3. Message entry for NAVMACS V2
transmission on the CUDIXS Link would be handled like the current method. The NAVMACS
operator would enter TRA TR2, and the Gatc;uard operator \%ould then initiate the message
transfer to NAVMACS via the BIU. Message entr from NAVMACS V3 %%ould be accomplished
by using the LOD MSG TR2 RELAY command from an\ KVDT. Message distribution to
GateGuard could be accomplished b.\ modifying the NAVMACS V2/V3 software to send all
addressed messages to both PRI and TP2. lessage distribution mai. also be accomplished by having
the shore station add a Plain Language Address (PLA) to the NAVMACS Originator Screening List
(OSL) for all fleet broadcast and CUDIXS messages. The NAVMACS V2/V3 operator can then
take TPI down, which altroutes the messages to TP2 (GateGuard) for distribution to a LAN. The
GateGuard terminal should be located inside the Main Communication Center (MAIN COMM),
as, NAVMACS cannot control the security level for messages sent to TP2. Responsibility for primary
delivery of addressed messages would still remain with the line printer connected to the NAVMACS
V2/V3 system. While the ship is in port, NAVMACS V2/V3 could receixe oxcr-the-counter service
via a shore AST connection. The BIU would then be downloaded with the AST interface protocol
software.
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3. NAVMACS V2/V3/V5/V5A Unixersal Serial Interface. A PC with the required serial interface
boards can be connected to any NAVMACS system. Soft%%are c-apable of handling all the required
functions could then be doxknloaded and run under Windox s. Because Gatc(uard does not currently
provide these features, the PC program %%ould hate to be de~eloped using commercial off-the-shelf
software when possible. The NAVMACS Universal Serial Interface (NUSI) concept would at a
minimum provide windows for the Control Teletype (CTTY), KVDT, paper tape reader/punch,
diskette message entry/storage interface, LAN, shore AUTODIN connection, and remote system
interface. Each serial interface connection would be assigned a window for monitoring and control.
Access to each window would be provided by the host PC. The functions provided by each window
would be limited to the existing services that each interface currently provides (e. g the CTTY
window would be used for NAVMACS V2 command entry/system response). One major advantage
to this proposed solution is that it overcomes the message entry problem which occurs when an
operator enters TRA TR2 on the CTTY or LOD MSG TR2 RELAY from a NAVMACS V3
KVDT. When the operator enters TRA TR2 in the CTTY window, the program could initiate the
input message transfer immediately because it also controls the message entry to/from NAVMACS
via the TP/TR2 I/0 port. The same applies to the NAVMACS V3 system through the use of a
KVDT window.

NAVMACS LAN
V2/V3 PC

TP/TP2 INTERFACE

MESSAGE

GATEGUARD DSSEMNATONSUBSYSTEM p

BIU Bu PC
BIU

EXTERNAL SHIP CONNECTION

Figure 3 NAVMACS V2/V3 and Ciateguard interface
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3. Syncrotech Corporation Conclusions

The Syncrotech report final conclusions stated that GateGuard can be connected it) any

NAVMACS system provided that the BIU interface protocol can be changed to accommodate each

system. Additionally, changes to the NAVIMACS interface handlers to emulate the required transfer

protocol for the BIU interface are restricted by memo.-% limitations. NA\VM-ACS \'2/\3 software must

be changed to provide distribution to a device (11/O channel) other than PRI and PR2 unless the

concepts outlined by Syncrotech are utilized. f Ref. 171

C. SHORE COMMNAND INTERF.ACE

Naval Comm unicamiion-, DciachmLcnt. Chelicrnhan. ar~land. thL- coal~mmand responsible for

maintainine the NAVNMACS famil% software. currentl% his a GateGuard computer linked to their

servicing LDMX usinj; a Bit Interface Card (13IC) it) replace a BIU. In other uords the% arc using~ an

inboard circuit board to replace an outboard box. The protocol used bet'aeen LDMX and GateGuard

is not supported by NAVINACS. Software in the BIC will have to be modified to support NAVMACS

\V5 remote terminal protocol. To date. no further progress, has been made in connecting GateGuard to

NAVNIACS. [Ref. 181

D. NAVINACS 11

Director. Space and Electronic WVarfare (OP.094). is the principal advisor to the Chief of Naval

Operations (CNO) concerning command and control matrand is responsible for ensuring optimum

use of Na,.-v Information systems I11ef. 191. OP-094 is currentl% stronelh pursuing a program to

replace the NAVMACS variants wvith NAVIMACS II. Hairdwa.re for this system %%ould bez acquired from

a Command and Control Workstation. Initiall% this uses the Dcsk Top Computer Contract 2 (DTC-2).

Initial design uses a SUIN workstation wih VIME bus SPARC technoloi!\. The hardware would be

designed and implemented to accommodate upgrades eserN eighteen to t%,cni%-four months. Software

utilizes the UNIX operating system. and application prog~rams wvill be- %-viticn in C and Ada. This system
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has an ETHERNET interface, so connectivity to remote terminals on a LAN is planned. However, the

driving force to replace NAVMACS variants is to replace the maintenance-expensive UYK-20's and 44s

and to obtain a system that tan support higher speed ship-shore links. An overview of NAVMACS II

can be seen in Figure 4. The schedule for deployment of this prototype system is ambitious and

scheduled for April of 1992. Plans are to deploy the system battlegroup by battlegroup, which means

literally dismantling the system on an individual ship within one battlegroup and installing it on another

ship in a different battlcgroup. Although the NAVMACS !1 specifically intends to interface with a LAN,

little attention has been given to security issues. IRef. 201

NAVMACS I!

prm

M'2

" REMOVE UNNECESSARY EQUIPMENT/REDUCE ONBOARD

EQUIPMENT COUNT

" REDUCE OPERATOR AND MAINTAINER WORKLOADS

" BUILDS ON EXISTING FUNCTIONALITY

Figure 4 NAVMACS I1 overview
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E. ASSESSMENT

As discussed in Chapter I, any viable shipboard LAN must be capable of integrating the ship's

message center. The first step to accomplish this was taken by having Syncrotech research the feasibility

of connecting NAVMACS with a GateGuard computer. Unfortunately no further progress has been

made due to the desire to acquire the NAVMACS II variant and, in the author's opinion, the lack of

a Navy Command entity pushing to get the task accomplished. Regardless of the NAVMACS variant,

the issue of routing various classifications of messages on a shipboard LAN has not been addressed. The

state of world affairs and the subsequent declining US Defense budget may delay the acquisition of

NAVMACS I1. The recommendation of Synciotcch to niodil\ the NAVMACS V2 and V3 operating

system should be pursued to furither the piogicss towards a multilc\cl secure shipboard LAN. The

Syncrotech focus on the NAVMACS V5 system also confirms the author's opinion that only large ships,

such as aircraft carriers and heavy, amphibious assault ships will benefit from any further progress. NCTS

provided Syncrotech with a listing of Afloat Automated Telecommunications systems for which they

were responsible fo- maintaining the appropriate software operating programs. The commands included

Coast Guard units as well as several Marine Corps commands. The list was qualified as being subject

to change due to various fleet upgrades and ship decommissioning. Regardless, the figures are apparent

that the primary NAVMACS variant in use is the NAVMACS V2. Of the 402 commands listed, the

breakdown of NAVMACS variants is as follows: NAVMACS V5/V5A: 28, NAVMACS V3: 69,

NAVMACS V2: 266, NAVMACS VI: 50. Admittedly, larger commands with NAVMACS V5 process

more message traffic; howccr, it maiy be prudent to pursue a multile\cl secure LAN on a NAVMACS

V2 or V3 ship where quality control could be more easily accomplished and lessons learned provided

to benefit implementation on larger ships. Simply stated, it would be easier to evaluate a multilevel

secure LAN an a Guided Missile Cruiser with fewer nodes (easier initial physical security to monitor)

and less classified message traffic.
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IV. DEFENSE MESSAGE SYSTEM INITIATIVES

The target architecture of the Defense Message System (DMS) is to provide electronic delivery

of messages between organizations and individuals in the DoD. AUTODIN currently provides message

service between organizational elements while the DDN E-Mail provides message service between

individuals. Although both system provide messaging services to DoD users, they are currently not

interoperable. DMS consists of hardware, software, procedures, facilities, and personnel involved in

transferring messages from writer to reader, except for the transmission systems providing connectivity,

such as the Defense Data Network (DDN) and base level transmission facilities. The DMS target

architecture will attempt to make AUTODIN and DDN E-Mail intciopcrabl(,, therefore , baseline was

established consisting of AUTODIN, its basclc~el support Telecommunications Centers (TCCs), and

E-Mail on the DDN, as they existed in September of 1989. This baseline, froen in time for comparison

purposes. serves as the reference against which the future performance, costs, and manpower incurred

during the evolution of the target architecture will bc. measured and compared. [Ref. 211

DMS is not and will not be a network or a single supplier service. It is intended and foreseen that

DMS will be a multi-vendored combination of user-owned and managed equipment in combiration with

user-leased services connected to DCS-owned and managed equipment. Interoperability and

standardization of these various equipments and services will be achieved by linking them together with

a common set of messaging (X.400) and directory (X.500) protocols. [Ref. 21: p. 1-2]

A. BACKGROUND

Previous efforts to modcrni/e the DoD's messaging capabilities were terminated in January of

1988 by the Assistant Secretary of Defense Cc. nand, Control, Communications and Iniclligcw-e (ASD

C31) due to blunders. A multi-service and Agency Defense Message System Working Group (DMSWG)

was then establishcd to assess the DoD's messaging systems future. The goal was to improve the current
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system's functionality, survivability, and security while concurrently reducing costs, staffing, and

maintenance serviccs. [Ref. 21: p. 1-11

Through 1988. a recommended architecture and the phases for transitioning from the ba.,eline

to the target system were developed and approved. In August of 19S ]i,. Under Secretary for

Acquisition issued DMS progi am guidance assigning the Defense Coni tions Agency (DCA) the

overall coordination responsibilities for the DMS program. T guidance provided a phased

implementation strategy, a test and evaluation strategy ajong with conceptual approxal of the target

architecture. On November 2, 1989, ASD C31 issued a policy for transition to the DMS target

architecture, mandating all services/agencies to develop and maintain their o%%n DMS transition plans

which detail the evolution of the base level and regional messaging facilities to the DMS target

architecture. [Ref. 21: p. 1-1]

B. DEPARTMENT OF THE NAVY TRANSITION PLAN

The Department of the Navy (DON) implementation of the DMS will be evolutionary and is

being conducted in three phases. Phase 1. 1989-1994, centers on the automation of existing TCC

functions, the extension of message services to the user. and migrating AUTODIN data pattern traffic

to the DDN. AUTODIN and DDN E-Mail xill continue to exist as sepaiate but interoperable systems

at the end of Phase 1. In Phase II, 1995-2000, the TCCs will begin to be phased out and the X.400 and

X.500 protocols will become available. Base user desk-top Nsorkstations, connected via BITS, N ill provide

base-wide connectivity. Planned Message Security Protocol (MSP) components will be embedded in the

user workstation to permit secure messaging throughout DoD. Phase III, estimated for completion by

the year 2008, will implement the final DMS target architecture. The ultimate goal of this final phase

is to provide end-to-end Integrated Serxices Digital Network (ISDN) connectivity. [Ref. 22]

Phase I implementation is currently ongoing in a strong and steady manner. This ph .se primarily

involves shore commands and their servicing Navy Telecommunications Centers (NTCCs).
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1. Navy Telecommunications Centers

Presently, NTCCs provide DON users with access to AUTODIN and offer over-the-

counter (OTC) message services. Organizations which include ships in port and Naval shore commands

(defined as subscribers), exchange messages with their servicing NTCC via the manual, manpower

intensive, laborious OTC procedure. These procedures include manual distribution decisions on

incoming messages as well as paper reproduction and manual collation of multiple page messages. The

NTCC is said to either guard or protecL for these subscribers. The term "guard" means that the NTCC

provides internal office distribution to specified subscribers. The term "protect" specifies the NTCC to

provide onl\ a set number of copies to the subscriber, which arranges for its o\.n internal distribution.

Currently NTCC systems include LDMX, SRT, and RIXTs, which \%ere defined and described in

Chapter 111. NAVCOMPARS, also described in Chapter II, pro\ides communication links between

underway ships and AUTODIN. Although outside the scope of DMS, the NAVCOMPARS must evolve

to interface to the new DMS messaging service. [Ref. 22: p. E4]

It is the DMS Phase I implementation that is most applicable to the shipboard

en,,ironment, and this phase where technology and lessons learned can be utilized in developing a

shipboard LAN capable of fully integrating the ship's communication center. Chapter III discussed

Syncrotech Corporation's in\estigation into connecting NAVMACS to GateGuard. The author has

deducted that the tasking for the investigation \%as prompted by the DMS Phase I implementation at

certain NTCCs and shore commands.

With the goal of providing writer-to-readcr messaging, the implementation of the DMS

in the DON will eliminate mcssages using paper media between the user organi/ation and the NTCC.

DMS Phase I will utilize the Navy Standard Teleprinter Ashore (NSTA) to satisfy requirements for low-

cost message terminals, replacing teletype, Optical Character Readers (OCRs), and punched card/tape

equipment. The NSTA allows a Personal Computer Message Terminal (PCMT) to exchange traffic with

the NTCC using diskettes. Although the exchange of diskettes requires couriers (over-the-counter

service), the implementation eliminates the use of paper, OCRs, and card punches, facilitating easier
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message handling at the NTCC. The use of GateGuard provides electrical connectivity to the NTCC

(with the LDMX) using the KERMIT protocol. As described in Chapter III, GateGuard is linked to the

user's organization Office Automation System (OAS). GateGuard ensures that traffic electronically

received from the NTCC does not exceed the classification level of the OAS. The implementation of

common procedures and central accountability for organizational message receipt establishes a

certification boundary between the DON and the DCA. Initially, GatcGuard has only supported

electrical message transfer from the NTCC to the OAS. When approved release authentication

technologies or procedures are implemented on the OAS, a two way GateGuard exchange will be

allowed. [Ref. 22: pp. 3-2 to 3-31

Currently, most organizational OASs run at the unclassified level. Higher classified LANs

exist, but normally run on a system high level concept, which was discussed in Chapter I1. Separate

GateGuard are required for unclassified messages passed to the OAS and for classified messages printed

or written to diskette for manual disseinination. If a certified multilevel secure LAN exists, only one

GateGuard will be required. The Navy DMS transition plan calls for pursuit of accreditation for a single

GateGuard capable of segregating messages by classification. [Ref. 22: pp. 3-3 to 3-4]

The Phase I plan also includes the implementation of a Multilevel Mail Server (MMS) that

will provide dedicated and dial-up GatcGuard interfaces to user electronic mail boxes at the NTCC. The

MMS will allow the' exchange of message traffic classified up to SECRET. Additionally, a network of

MMSs is being planned to phase out the use of AUTODIN. The MMS network, interconnecting MMSs

via the Defense Integrated Secure Network (DISNET), will handle AUTODIN message traffic between

Naval commands served by the MMS. [Ref. 22: p. E6]

MMS will be discussed in greater detail below; however a brief overview of security

services from [Ref. 22] is considered appropriate because it may provide some points for comparison

when reviewing shipboard options.
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2. Securit3 Services Provided

Present DON NTCCs systems have not been formally evaluated in accordance with the

DoD a6rectives discussed in Chapter 11. The systems are certificd by, the Na~al Telecommunications

Integration Center (NAVTELSYSIC) and accredited by Commander, Naval Computer and

Telecommunications Command. Additionall), all NTCC systems undergo DCA certification before

connecting to AUTODIN. All communication links to the AUTODIN are encrypted using the KG

family of encryption de~icLs. The DDN is currently segregated into the MILNET for unclassified service

and the three other networks are for classified material. Each classified network carries only one security

level, SECRET on DISNET 1, TOP SECRET on DISNET 2, and TOP SECRET/ SPECIAL

COMPARTMENTED INFORMATION (SCI) on DISNET 3. Intentions arc to merge the three

separate networks into one network, the DISNET. Physicall% unprotected trunks and host access lines

on the MILNET are being link encrypted using KG-84As. A Low-cost Encryption and Authentication

Device (LEAD) is planned to pro\idc link encryption on MILNET terminals. On the classified systems,

KG-84A devices are used for link encryption of physically unprotected trunks, host access lines, and

terminal access lines. BLACKER, pro\ iding end-to-end link encryption is beginning to be implemented

on the three DISNETS. I Ref. 22: pp. 3-36 to 3-371

C. MULTILEVEL MAIL SERVER

The objective of the Multilevel Mail Ser\er (MMS) project is to provide the capability of

electronically exchanging various classified organizational messages between NTCC's LDMX and its

over-the-counter subscribers. This \,ill be accomplished with dial-up interfaces between a subscribers

GateGuard to subscribers mailboxes within the MMS. The initial MMS will be installed at NTCC

Cheltenham, Maryland to aid in defining configuration requirements and operational procedures needed

for fielding at other sites. Specific goals for the MMS project include IRef. 231:

* Provide Gateguard with connectivity to the TCC

* Provide extended storage for organi/ations not operating on a 24 hour basis
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* Provide message separation by classification

* Provide low cost secure dial-up connectivity

* Eliminate LDMX port availability contention

• Eliminate over-the-counter processing of Unclassified to Secret AUTODIN messages

* Provide the connectivity for receipt and transmission of AUTODIN messages via diskette or the
subscriber ()AS.

I. MMS General Operating Overview

The LDMX will segregate subscriber's message traffic by classification to separate circuits

for the MMS. Three circuits will be provided, one each for Unclassified, Confidential, and Secret

messages. After processing the messages from the LDMX, the MMS will post the messages to

separately segregated subscriber accounts that have been programmed into the MMS Alias file. The

MMS will determine the correct mailbox account for each message received by reading a predefined

and pre-formatted Routing Indicator (RI) from the established format line and field of the message.

[Ref. 23: p. 2-31

Subscribers will acccs,, the MMS from their installed GatcGuard systems and Secure

Telephone Unit Ill (STU-ili) using the public telephone netvmork. When subscribers access the MMS,

they will be able to do\%nload messagces aiting for them. MMS \%ill download messages that are

classified at the classification level that was accessed. The MMS N ill allo\, subscribers to download

messages that arc classified at lower classification lcxels than that level used to access the MMS,

provided the subscriber had previously notified the NTCC of the requirement to download messages of

multiple classifications during one login session. Higher classification levels than the one that is used to

access the MMS will not be able to be downloaded. [Ref. 23: p. 2-3]

a. The MMS Processor

The AT&T 3B2/600G minicomputer available from the Standard Multi-user Small

Computer Requirements Contract (SMSCRC) will be used as the MMS processor. The computer will

operate at 24 MHz and contain a minimum of 32 MBytcs of Random Access MemorN (RAM). It will
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be equipped with a multi-processor board which x ill support off-loading man) of the less important

system functions to itself thereby pro iding more time for the main processor to perform the primary

system functions. The system was also designed to accommodate future expansion of the MMS

requirements through system upgrades. jRef. 23: pp. 3-7 to 3-81

b. MMS Operating System

The MMS processor will initially run release 3.2.3.30 of the UNIX System V/MLS

operating system which %as specificallk designed for the 3B2/600G. The operating system is designed

to meet the TCB level of B1, however it is not yet certified by NCSC. The operating system's

predecessor is currently certified at the B1 level, and because the new version is simply an extension of

the certified release it is expected the ne, release %%ill be certified prior to installation at Cheltenham.

The system V/MLS TCB is protected from modification b) non-administratie users through mandatory

and discretionary access control. The system will be used in a multi-user mode. [Ref. 23: p. 3-111

2. Selected AIMS Detailed Operating Characteristics

The MMS will pro\ide on-line access for the electronic exchange of AUTODIN messages

between the NTCC's LDMX and a subscriber's GateGuard. Two way transfer of messages, from the

LDMX to the GateGuard. and from the GateGuard to the LDMX is the ultimate goal. The MMS is

the interface betm een the Imo s\stem, and requires the capabilit\ to comnunicat. \%ith both. %%hile

concurrently separating messagcs b\ classification. IRef. 23: p. 3-161

The MMS will utilize V/MLS Secure Mail Package to enable the system to work; in the

author's opinion, a similar package \%ill be an integral part of a future shipboard MLS LAN. The E-mail

package of the MMS V/MLS Operating System is mandatory and must be included in the final B1

certification. The secure mail package provides a repository for messages receied from both the LDMX

and from the subscriber's GateGuard. IRef. 23: p. 3-111

Each subscriber organization will have mailbox accounts established within the MMS and

individual messages %,ill be posted to separate class-marked mailboxes. After determining appropriate
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distribution upon receiving the message from the LDMX the MMS E-mail system will append an E-mail

header to the message and post it to the appropriate mailbox account which is determined by the

specific subscriber to which the message is addressed and the classification of the message. The E-mail

header is removed when the message is transferred to and from the LDMX or GateGuard, depending

on which way the transmission is initiated. The E-mail header is only used for the internal processing

within the MMS. Figure 5 demonstrates message flow procedures from the LDMX to the Gateguard.

The process for message flow from a GateGuard to the LDAX is opposite of that shown in Figure 5,

excluding access control processes such as subscriber logon and authentication. [Ref. 23: p. 3-211

MESSAGE FLOW

MESSAGE RECOGNIZE SESSION IUAILROX MESSAGE

M E S S A GE E S A G E I C O V R M S O R T ETO S AG STIO TO SXFPTOUMD PROTOCOL DITIUIN TOSE-AIL M~AOXS

LINE HANDIER POR /
..DMX LINE

MAILBOXES

OUTGOING TRANS I NLE COVETRERI

]Figure 5 Message f'low procedures from LDMX to Gateguard

S
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MMS utilizes an RIXT protocol conversion to make the MMS appear to be an RIXT to

the LDMX. Besides conerting the protocol, the process will ensure that the classification link between

the LDMX and the MMS is not exceeded. Messages will be delivered to both the LDMX and the

Gateguard by First in First Out (FIFO) precedence. [Ref. 23: p. 3-211

a. Access Control and Authentication

Access to the MMS will be controlled by a MLS Operating System. Subscribers must

be capable of presenting identification and authentication (pass%%ord) information that is recognized by

the MMS TCB. The ID and password will map to mailbox accounts and, in conjunction with the security

of the data port used to access the MMS, to a security level the subscriber is authorized to access. [Ref.

23: p. 3-24]

STU-III's with a STU-II Access Control System (SACS) will be used to provide

synchronous dial-up communications between the GateGuard and MMS over the public telephone

switched network SACS %%ill authenticate subscribers prior to gaining access to the MMS through a

feature which pro\ides affirmati~c authentication of a specific user bN Key ID and/or Department

Agency or Organization (DAO) code. SACS %%ill be maintained and updated b% system operators at the

NTCC. SACS vill prexent the calling parto frm establishing a link if the calling party is not listed on

the access control list N ithin .SACS. Separate telephone numbcis x ill be proided for each of the three

message classifications. IRef. 23: p. 3-241 Figure 6 provides an overvicw of MMS interfaces.

b. Support Software Environment

The Secure Mail Package must be compatible with the System V/MLS operating

system. The intended database management system to be utilized is the UNIFY 2000, along with the

PRELUDE office automation system. These and any other compiled software application programs

must be compatible with the operating system. It is not anticipated that this will be a problem because

the mentioned systems are available through the SMSCRC commodities contract which is the contract

vehicle for the procurement of the software and hardware for the MMS. IRef. 23: p. 4-41
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D. MESSAGE DISSEMINATION SUBSYSTEM

As stated previously DMS is a s'stem in the sense that its components \ ork together to perform

a function, it is the result of mans sep~irate de~elopment bind acqlui.,iiionl aciiieis. The Message

Dissemination Subsystem (MDS) is on,: of thes,, components, and is being implementcd in a non-

DCS/NTS Automatcd Information (AIS) supporting DoD messaging. IRef. 24]

1. MDS Objectives

The MDS system is designed to provide a system to automate organizational messagiPg

handling procedures. The system was deigned based on the follo%ing objectives [Ref. 24: P. 3]:

* To eliminate manual message dissemination procedures requiring message reproduction and
courier services.

* To operatc at the system high security level of an organization's LAN and ADP systems.
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* To require that all user terminals be IBM PC compatible %%ith a connecting LAN and file server.

* To implement file server and user terminal software that is POSIX and MS-DOS compatible.

* To provide file transfer of messages in accordance with Navy formats, transparent to the
operating environment.

* To use X.400/X.500 compatible design considerations permitting upgrade through commercial
operating/network system enhancements.

* To use COTS equipment and systems soft%%arc to take ad~antagc of tcchnology advancements
in the area of office automation.

" To migrate using COTS and Non-Dcvclopmental items eolutionarN implementation to the
Government Open Systems Interconnection Profile (GOSIP).

2. Functional Description

The MDS %%ill electronically send, receive and disseminate messages by utilizing a PC

LAN. MDS is designed to accept input from standard diskette or Autodin messages from GateGuard.

Additionally, MDS is capable of disseminating inter-office memos, individual DDN E-mail, and an

organizational message summary. The distribution of organizational messages is the focus of this thesis,

consequentl% attention %%ill onlk be focused on th. organi/ational message dissemination capabilities of

MDS.

Basic components of the MDS include IRef. 24: p. 171:

• PC LAN - A PC LAN and file server will provide the medium for the electronic distribution of
organizational message traffic.

* The Message Discmination Subs~stem File Serxer (MDSFS) - is the component of MDS that
will be resident on the file ser'or. Thi, lile scrxcr will allox% the distribution of incoming or back-
routed outgoing organi/ational messagcs to the AIS users.

* The MDS User Interface Program (MDSUIP) - is the component which allows access to the
organizational message files created by the MDSFS. The MDSUIP will allow a user to select and
view an organizational message.

* Marine Corps Text Format Editor (MTF Editor) - The MTF Editor is user PC software that
allows a user to create, format, edit. and output an organizational message in accordance with
required DoD message formats.
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a. MDSFS Message Input and Queuing

The MIDSFS will recei'e formatted message via CiateGuard (utilizing the KERMIT

protocol) or from flopp disk-ette and cops them to a directorN in the XIDSFS file serter. As specified

by the user, the MDSFS will poll the directory and when messages are present the MIDSFS distribution

process will begin. Distribution entails automaticall% searching the message for ke% information.

Messages addressed to Navy shore commands require the originator to include office code routing

indicators in the format of the message. thus the key information could be vcr% easy to obtain. Once

receiving user offices haxe been identified. a temporar% log 'ilbe updated to facilitate distribution

processing. Each user work station will ha%. ite~a~ summary- file: in thecir PC' LANN file serser. The

summarN wial contain record,, of oreani,.ttional messages thait hawe been distributed b% the: NDSFS. As

ness messages are rechied the% will bet appended ito the user- message summarx. IRcf. 24: p. 31

b. MDSUIP Message Selection and Ddivciy

The.%MDSUIP component of the NIDS is the user workstation softwvare. It provides

the user waith a method of scanning and sorting messages waiting for inspection or action. Users will

access their respective messape summ ir% file to reviev messages awaiting their inspection. The database

records suill include critical information about the message. such as the Originator. Date-Time:-Group.

subject. classification, and precedence. The database will be reviewed in a summan% line format alloving

the user to view characteristics of more than tssent% message simuliancousl%. When the user selects the

message for viewing, the NMDSUIP wvill retrieve the messaze from the common message direcior% for

viewving. The file will not be copied hut o)nl% read inito the usecr msorkstation-s meimor%. User.s %xill not

have a write capability to the original messagec. Thi% iiltendcd to preserse message inteizritv; however.

a user may request the path and file name oif the message. IRef. 214: p. 331
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V. TRUSTED XENIX AND VERDIX SECURE LOCAL AREA NETWORK

The purpose of this chapter is to describe two products that are commercially available today.

The author chose the Trusted XENIX and Verdix Secure L.N because they are two products that have

been formally evaluated by the NCSC to meet B2 criteria. The primary references that support this

chapter consists of company literature that does not disclose proprietary information. One must

remember that the literature is primarily used to sell the individual products; however the author is only

referencing literature that provides a functional description of the two products. The formal NCSC

evaluation justifies the presentation of these two products. The author is not endorsing any of the

products, but only desires to review the capabilities to demonstrate how the) may be applied to a

shipboard multilevel secure LAN.

Trusted Information System,, produces Trusted XENIX, a trusted operating system that controls

information access to specific indixiduals and the nct\xork from the \korkstation. Verdix Secure LAN

(VSLAN) components control the low of inlormation to each network component (e.g., server,

workstation, gatewa), printer). Coupled with software, integration of the two products allows for the

exchange of compatible security labels, providing a MLS solution to many' requirements.

[Ref. 25]

A. TRUSTED XENIX

Trusted XENIX is a multilevel secure operating system for IBM Personal Computers and fully

compatible clones. The Trusted XENIX System consists of three components. The Trusted Xenix

Operating System is the base component and a prcrequisite for the other components. The operating

system performs several functions which include. enforcing mandatory and discretionary security policies,

performing user identification and autlentication, generating audit trail and a,.counting records, and
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providing a base t,, build secure application programs. The second component, the Trusted Xenix

Development System, provides a set of application development software tools, including the C

programming language. The Trusted Xenix Text Formatting System is the thi d component and provides

high-level formatting macros for document preparation. [Ref. 261

1. Environmental Strengths

Trusted Xenix enforces a least privileged user principle, allowing ech user to perform only

those functions required to perform th.ir respective tasks. Noi mal user functions include tasks such as

running application soft\%arc, creating and del:ting their files, and using editors. There are ive different

privileged user roles in addition to the normal users. They intude a System Security Administrator,

Secure Operator Account Administrator, and a Trusted System Programmer dnd Auditor. One person

may fulfill the role of more than one function; however, they can only act in one capacity per login

session. A wide range of auditing capabilities art axjilable, including all actions taken b, privileged

users. [Ref. 261

2. Communications Support

Separate from the operating system softvarL. Trusted lnlormation Systems also offers a

communication software package. This solt'sarc includes three net .ork TCP/IP applications, single

network TCP/IP, dual network TCP/IP, and Multilevel TCP/IP, each targeted towards different

consumers with specific sccurit , needs to meet their LAN configurations. Additionilly, a Multilevel

STU-111 software package is included in the software packagc. B\ utili/ing this communications package,

the Trusted XENIX user can communicate with an unlimited number of users. The TCP/IP programs

provide a fully capable set of standard protocols including [Ref. 26]:

" Transmission Control Protocol (TCP) - provides reliable data transfer between computers.

" Internet Protocol (IP) - enables data to be transferred across networks using different
technologies, e.g. X.25 and IEEE 802.3.

* File Transfer Protocol (FTP) - transfers files between computers.

* Simple Mail Transfer Protocol (SMTP) - sends and receives mail bet\,,en computers.
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0 Telnet Protocol - provides for login on remote computer systeni,.

The Multilevel STLI-111 Software automatcs the% setting of the Trusted XENIX security

level for the STU-111 serial-port connection by using special security labels proided by the STU-111

hardware device. This eliminates the possibility of operator error and allo%s for remote multilevel

security operations with STU-lll communications security protection. [Ref. 261

B. VERI)IX SECURE LOCAL AREA NETWORK

The VERDIX Secure LAN (VSLAN) is a network component that is capable of interconnecting

hosts systems operating at different security levels. The system mediates access between hosts, it does

not mediate access attempts to host processes to information on host systems. It is intended to be used

as a trusted building block upon which complete trusted network systems can be built. [Ref. 27]

The VSLAN was developed to provide the following services to its hosts [Ref. 271:

" A system bus interface.

* A datagram-orientated communications service.

• Mediation of all data transfers bct\,,ccn attached hosts in accordance with the VSLAN mandator)
and discretionary access control policies.

* Identification and authentication of the individual responsib'c for operating a node of the
network.

" Centralized management functions for security officers to exercise contiol o\cr the operation of
VSLAN.

* A capabilit. to protLct host datagrams and VSLAN control information against modification by
random transmission errors.

The VSLAN supports the Ethernet/IEEE 802.3 protocol and provides backplane compatibility

with most microcomputers, minicompute-s, and workstations including PC-Bus (286/386 PCs), VMEbus

(i.e., SUN workstations), 3B2 Bus (AT&T 3B2), and NuBus (Apple MAC 11). The system also includes

an eight port terminal server that supports TCP/IP and Telnet protocols. VSLAN is transparent to host

operating systems and higher level protocols, supporting various versions of UNIX, VMS, and DOS.

[Ref. 27]
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1. Product Overview

The VSLAN implements a Network TCB distributed over a LAN of various host systems

and interface components. The Nct%%ork TCB pro\ ides interconnectivity betmceen user systems according

to a defined security policy, and performs access control, identification, authentication and audit.

Enforcement of the user's defined security policy is accomplished by hardware, softmare, and firmware

built into the system. The desired security policy is input via parameters by the Netw ork Security Officer

(NSO). The NSO is the individual responsible for administering security on the network. IRef. 27]

A secure LAN consists of a single VERDIX Network Security Center (VNSC) and

multiple Verdix Netm~ork Sccurit\ Dc\ices (VNSDs), which are, \cry similar to the TIU, discussed in

Chapter 11. The VNSC piovides the capabilities for the NSO to control and audit security aspects of the

net'mork. The VNSD is the LAN interface that addresses functional areas of access control, encryption

and communications. The VNSD mediates incoming and outgoing pe'kets based on the defined security

parameters implemented by the NSO through the VNSC. IRf. 271

a. The Verdix Network Security Center

The VNSC manages the security operations of the VSLAN. The VNSC is a dedicated

workstation which includes secure network management soltware and a built in secure LAN interface.

The VNSC generates authentication kes for net\mork initialization and communicates transmit and

receive security policies for users of the LAN. Additional]\, the VNSC maintains audit trails of network

activity and generates audible and ',iual alarms \ hen sccurit\ violation attempts occur. IRcf. 271

The VNSC programs a Personal Identification Device (PID) for each user. The users

communicate an initialization request to the VNSC by inserting their PID in the VNSD key receptacle.

The VNSC then authenticates the trusted VNSD, and alerts if the initialization fails authentication.

Proper authentication establishes a trusted path of communication between the VNSC and the VNSD.

The VNSC then downloads the data access rules to the VNSD. These data access rules define "security

windows" through which data can be received or transmitted consistent xNith the predefined security
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policy. The windows define the lexels and categories of data which can be rccciscd and transmitted. The

"receive security windov," defines data the node can rccci\e fioim the LAN, and the "transmit window"

defines the data the node may transmit to the LAN. Complete audit trails are maintained on all sccurity

related events. The software for VNSC includes all system and application software required for network

and security management. The software cannot be modified by the user. The VNSC is a specially

configured computer equipped with audible alarms. It also includes a VGA monitor and audit printer.

The VNSC interfaces directly to the IEEE Ethernet/802.3 LAN. [Ref. 271

b. The Verdix Network Security Device

The Verdix Nct\%ork Sccuiit\ Dc icc (VNSD) is the secure interface to the VSLAN.

It is a trusted interface that functions as a multilccl, multi-compartment component and mediates the

flow of data between LAN nodes. The VNSD enlorccs the net\ork sccurity polic. b x\crifing ever)

attempted data transfer against the data access rules implemented b% the VNSC. The VNSD checks that

the securit\ label of the data is consistent xwith both the transmit and recci\c \,indo\%,s. All data not

satisfying the transmit and receic sccuritN checks arc rejected and the VNSC is alerted to the attempted

violation. IRef. 27]

The VNSD hardware is available in several board-level configurations. They are

functionally identical, yet each provides for a different host bus interface. The VNSD contains a

communication interface, data separation kernel, authentication key interface. cncrxption hardware,

processor, and memorx for the VNSD program and data. Interaction betxccn the modules is performed

via a local address/data bus dri~cn by the master processor and Ethernet blocks. The VNSD is driven

by the 16-bit Intel 80286 microprocessor and uses the Intel 82586 micro-controller to provide IEEE

802.3 media access. The board's RAM is divided into three banks. One dual ported memor\ bank is

shared with the CPU and the host, and one is shared between the CPU and the Ethcrnct module. The

remaining RAM is rescrscd for local memory for the VNSD CPU module. Each of the modules is

logically separated and can only be accessed through the appropriate modules. [Ref. 27!
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The software for the VNSD was developed by VERDIX and is stored as firmware

on its board. The firmN are executes all of the VNSD's fun.tions, including enlorcing security policy,

transmitting and receiving data, auditing, encrypting, and initializing. [Ref. 271

2. Communication Protocols

The VSLAN operates at the physical and data link layers of the Open Systems

Interconnection (OSI)- Basic Reference Model. VSLAN utilizes the IEEE 802.3 protocols to handle the

physical layer and a portion of the data link layer. The VERDIX implementation differs from the IEEE

standard in one respect; the IEEE standard defines a two-byte length field, which indicates the length

of the datagram. VERDIX uses this field to identify the source VNSD ID or principal ID (depending

on whether a dat-a oj control association has been established). A specific length indicator is not

included in the datagram. Instead. the receiving VNSD dctcrmines the end of the datagram by the

quiescence of the line. It strips off the last 32 bits of the rccci~cd message for comparison, and is able

to determine the end of the data field. The "CSMA/CD Access Method and Physical Layer

Specification," IEEE 802.3, does not recquire ackno\Nledgcment transmissions to indicate that datagrams

have been received. IRef. 271

The protocols residing at VSLAN data link layer include the IEEE 802.3 Media Access

Control protocol, an encryption protocol, and a logical link protocol. Except for the length of the data

field, VSLAN Media access protocol conforms to the IEEE standard. Because of the need for reliable

communication between the VNSC and the VNSD, the VSLAN protocol suite includes a logical link

control protocol. This protocol pro~ides a reliable data transfer serice for network control datagrams

only. This ia accomplished by specifying separate data and acknowledgement datagrams. The receiver

accepts only datagrams in sequence and generates ackno%%lcdgcmcnts that identify the received

datagrams by sequence number. Pack,:ts prepared by the logical link protocol arc treated as data by the

encryption protocol. The Data Encryption Standard (DES), described in Chapter 1I, is primariy used

as a data integrity mechanism, instead of a mechanism to control security policy. IRef. 27J
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The VSLAN operates transparently to higher layer protocols (e.g., X.25) implemented on

hosts. Because of its independence from these upper layer protocols the VSLAN system can be used

to integrate a variet) of host s)stems. Exen though the VSLAN can support communications betxeen

different host systems, host systems must implement compatible upper layer protocols suites to be able

to communicate with one another. IRcf. 271

C. SUMMARY

The above information pro\ides a brief overall description of t'mo commercial products that have

met formal DoD evaluation criteria. The XENIX operating system pro\ ides MLS for the host while the

VERDIX Secure LAN provides for the security and proper routing of information across the LAN

medium. An overall view :f the system can be sc in Figure 7.
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Figure 7 Example of VERDIX secure local area network



VI. A MULTILEVEL SECURE SHIPBOARD LAN PROPOSAL

The purpose of this chapter is to present a hypothetical multilevel secure shipboard LAN

installation using the MMS, the MDS, the XENIX Trusted Operating System and the VERDIX Secure

Local Area Network, described in the previous chapters. The hypothetical LAN will be based on the

requirements of a medium-sized ship; a generic destroyer and/or cruiser scenario will be developed. By

generic the author is implying a general description of node location and desired classification processing

capabilities. Specific ships will differ due to their ADP assets (number and type of computers) and

command prerogative of ho%% certain administratihe processes \vill function (e.g., x hat nodes can process

Secret and beloN, as opposed to Confidential and belox%). The generic ship description is developed from

the author's eight years of shipboard experience on four different ship classes %% hich include one Frigate,

one Destroyer, and two Guided Missile Cruisers.

A. SHIPBOARD LOCAL AREA NETVORK OVERVIEW

The primary purpose of the hypothetical LAN is to provide the capability of processing various

classified organizational messages between the Main Communications Center, hereafter referred to as

Radio Central, and various nodes throughout the ship. The ultimate goal is the termination of message

paper reproduction for the internal distribution of AUTODIN messages throughout the ship (which

parallels a goal of the DMS with the NTCC and its OTC subscribers). The secondary goal is to provide

a medium to replace the paper-based Secret information account. Chapter One discussed the potential

use of CD-ROM techniques in distributing tactical information. The LAN should be designed for future

upgrades to incorporate this type of features as the% become more readilN aailable. The tertiary goal

is to provide the foundation for an Office Automation System allo%%ing for \arious lccls of security that

will conform to Priv'ac Act requirements. An example \%ould be the generation of personnel ealuations
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and subsequent processing, including rcicing and final approxal, all conducted on the multilevel secure

LAN.

1. Specific Required Attributes

Specific attributcs for the hypothetical LAN are somewhat parallel to those of the MMS,

described in Chapter WV, and include:

* Provide connectivity between NAVMACS. GateGuard, VNSC, and LAN nodes

* Provide message separation by classification

* Eliminate manual outgoing processing and incoming distribution of Unclassified to Secret
AUTODIN messages.

2. Functional System Description

The following is a system description of the hypothetical LAN \%hich includes assumptions

concerning connecti ity and compatibility of application programs. These %%ill be highlighted as discussed.

The hypothetical LAN is based on systems which hate been described in the prcious chapters. The

intent is to dra%% upon existing de\clopmcnis and relate them to indicate that a multile\el shipboard

secure LAN is feasible.

a. Communications Suite and Interfaces

The communicatiom suite' of the ship is as,umcd to be the NAVMACS V3 variant.

The NAVMACS software will be modified to send all addressed messages to both PRI and TP2. A BIU

or BIC is installed to connect NAVMACS to GateGuard. GateGuard has a communications port with

STU-III access to receive messages from the servicing NTCC %,,hile the ship is in port. GateGuard is

installed in the Radio Central \%hich is either manned or physically locked and alarmed. The NAVMACS

interface simply allows incoming messages to be transferred to GatcGuard in their DoD predefined

formal (JANAP 128 or modified ACP 126).

54



b. GateGuard, MMS, and LAN Interfaces

GateGuaid will be interfaced to a shipboard MMS. A method of emulating a STU-II1

connection of the highest security level will have to be developed. This %%ill allow the MMS to accept

Unclassified to Secret message traffic from the GateGuard during the same transfer. Otherwise, a

GateGuard capable of separating message traffic by classification will be required. Three ports would

carry the associated classified traffic. Essentially the GateGuard %kould emulate th: NTCC's LDMX

connection to the MMS.

A MDS system will be required upstream of the MNIS to interrupt the message and

determine to \%hich shipboard subscriber mailboxc,, the mes,,agcs should be posted. The MMS at the

NTCC is able to read the DoD format of the message v hich includes the Plain Language Addressee

and associated Routing Indicator which ever% Navy command is assigned. This is how a subscriber

account is identified at the NTCC. At the shipboard level an application interface will be required to

read the message and determine which shipboard subscribers should receive the message. A shipboard

subscriber will have to be defined as an indidual nodL or an organizational title position within the

command, such as Commanding Officer or Executic Officer. The applic,. .irogram would modify

or append a local shipboard RI to the mcssagzc that the MNIMS x ouid recognize. Another option is to

simply post all messages of th, ,amc clas,,ification it) one subscriber account and then allu, authorized

nodes access to the files within the account. The MMS xould then append the E-mail header to the

DoD formatted message and post it to a subscriber's mailbox as it is currentl. programmed to do at the

NTCC. A MDS system would then poll each subscrihcr mailbox and generate a message summar,

profile allowing subscribers to reilc\ critical information about messages posted to their respective

mailbox accounts or all messages contained in a designated classification mai'box. The MMS %%ould then

be fitted with a VNSD on three communication ports connected to the shipboard LAN (one each for

Unclassified, Confidential, and Secret).

Another option is a single communication port with one VNSD since the VNSC can

program communication authorization between various 'NSDs. The VNSD %kould be equivalent to the
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STU-II and SACS. being programmed %%ith tliansmit %%indo, s for eaCh node and proiding encr~ption

capability the STU-111 pro ides. The VNSC %%ould be installed in the Radio Central and the NSO \%ould

program the required transmit and reccie \\indo%,s for each nod.. Anothci %%a% of describing the

author's proposal is that the MMS would function as a file server for the LAN. Files and messages with

the E-mail header (the E-mail header %%ould not be required to be stripped off as it is in the MMS

NTCC configuration) %%ould be posted in mailbox accounts, and if a node is authorized to communicate

with the mailbox a file transfer or E-mail transfer could take place.

A MDSUIP would be incorporated to provide the capability for viewing messages

selected from the message sumimar% profilc. The file x ill bc icad to the user "oi kstation mcmorN for

viewing. If the user desires a copy of the iessage t file transfcr xill be required. Assuming the VNSC

and VNSD arc installed and programmed. an authori/cd file transler "ill take place and the

responsibilit for pro~iding multilccl securil\ at the \%orkstation %%ill b,- transferred to the XENIX

trusted operating smstem. This assumes the MDSUIP is compatible \%ith the VERDIX and XENIX

software.

3. Nodes

The hypothetical LAN will consist of the following nodes, generic location, and security

classification processing requirements:

1. Commanding Officer's In Port Cabin - located in the Commanding Officer's in port cabin,
required to process Secret and below.

2. Executhes Officers stateroom - located in the Executi\e Officer's stateroom, required to process
Secret and below.

3. Administrate Office - located in t.ic Administratie Office, required to process Secret and belo,-.

4. Personnel Office - located in the Personnel Offict.. required to process Confidential and bclox,.

5. Supply Departmental Office - locatcd in the Suppl Departmental officc. t\o \%orkstations may
be active, required to procss Confidential and belom.

6. Combat Systems Departmental Office - located in the Combat Systems Departmental Office,
required to process Secret and below.



7. Operations' Departmental Office - located in the Operations' Dcpartmeintal Oflice. required to
process Secret and below.

8 Engineering Departmental Office - located in the Engineering Log Room, required to process
Confidential and below.

9. Command Master Chiefs Office - located in the Command Master Chief Office, required to
process Confidential and below.

10. 3M Coordinator's/Ship's Maintenance Officer Office - located in the designated office space,
required to process Confidential and below.

11. Electronic Repair Shop - located in the Electronic Technicians' workspace, required to process
Confidential and below.

12. Main Communications Center (Radio Central) - located in Radio Central. required to process
Secret and below.

13. Combat Information ('enter ( Three ,cparate \korkstitio u) - hl.,tled in CIC. required to process
Secret and beloss.

14. Pilot House - located in the Pilot House. required to process Secret and belo\\.

15. Various Officer stateroom.,, - located throughout the ship, required it- process Confidential and
below.

16. Various administratihe offices - offices that certain ship configurations \%ill allox, depending on
space and command priorit\. examples include a Command Career Counselor office and an
Educational Services Officer office. Additionally these offices ma% coexist \ ith an existing office but
require a separate node. an example \Nould be the Command Career Counselor and Command
Master Chief sharing an office space but having two separate nodes within the same space.

4. Assumptions

The author has made certain assumptions in the theoretical LAN which include:

" The topolog\ and transmission medium, coaxial cable or optical fiber, are physical characteristics
that support the LAN. Specific discussion and requirements hate been intentionallN omitted.
assuming that they %%ill not limit the operation of the applications.

• Application processes described in the pr.viotus chapters \\ill be compatible or be made
compatible with relatively eas effort.

* The MMS will act as the file server for the oreani/ation's mcssages. Other processes and
applications may be required to be installed to proxidc separate functions for the LAN. The
author has assumed the MMS has the capability to do this.

* Database management programs are available and compatible with the XENIX trusted operating
system.
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5. Application Scenarios

The following scenarios are provided to assist in understanding the application processes

the author has described.

a. Scenario One: Secret Message

A Secret message scenario is described below.

1. A Secret general service message is addressed to USS ONE and transmitted over the fleet
broadcast while the ship is underway. The NAVMACS V3 determines the message is addressed to
its ship from the user entered Command Guard List. The subject of the message is "Electronic
Warfare Alert." The message is receised by NAVMACS and is do%%nloadcd to GateGuard through
the BIU.

2. GatcGuard transfers the message to MMS through the STU-111 emuiation onnection. The MMS
retrieves the message, appends the E-mail hL..der for internal prccsing. and posts the message to
the command's Secret subscriber mailbox account.

3. The MDS polls the Secret mailbox account and recogni/cs the nc\% mcssagc. Specific format fields
are written to the message summary profile. The command's message summary profile is transmitted
to all nodes on the LAN. (The frequenc\ of transmitting updated message summar% profiles will be
input by the command system administrator.)

4. The Commanding Officer logs on to his PC in his stateroom. He inserts his PID into his node's
VNSD which identifies him as the Commanding Officer and his associated pre-programmed transmit
and receive windows. He reviews the message summary profile and desires to review the scenario's
message. THE MDSUIP requests the message be read to the Commanding Officer's node memory.
The VNSD on the MMS recognizes that the transmit and receive windows are alloxwed for the Secret
classification and the message with the E-mail header appended is read into the memory of the CO's
computer- (The author has suggested leaving the E-mail header appended to allo,\ for the feasibilit)
of utilizing the E-mail application program sshich ma% make it easier for application program
compatibility.) The CO revievs the message and desires a permanent copy of the message. He no%%
initiates a file transfer of the message. Again the VNSDs recognize that the communication process
is authorized and a file transfer is conducted. Once the file is reccixcd the Xcnix operating s.stem
recognizes the message classification and files the messag,, in an appropriatcl\ protected area of the
computer memory through the implemented data base management system.

b. Scenaio Two: Command Mandated Special Category Message

The purpose of this scenario is to demonstrate the flcxibilit\ the proposed system

could offer. This scenario is predicated on the author's c\pcri,:nce that indiv idual Nays. commands desire

to internally route certain Unclassified messages in accordance with the Commanding and Executive

Officers' prerogative.
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1. An Unclassified general message. %%ithout an% Nayx standard SpLelal hand!'n 1 n11c1on'I
rccei%-ed b% USS ONE. The ship is in port and the mcssauge %,,s trans4--ied to) the ship's (;ateGuard
by the servicing areit NT's NISThe content., (if thec messa t. include %ocial %ecurit'. numbters
of personnel %%ho tested positihe for sub~stance al-a.e fromt the Conmmand's momt recent random
urinal'sis. The Executi~e Officer has mandated that this t:.pe of nizs-age: %%III onlk he delihered ito
his MMXS subscriber account due to pre% ious incidents of unauthorized disclosure of similar message
results.

2. The MDS system recognizes the message b% contents and sub~ject line. The MOS interacts with
the MIMS to post the message to the Executi%,e Officer'. indi-vidual subscriber account. Another
option is to utilize a manual MMS operator ito screen all receiwed mess!ages and post themi to
appropriate subscriber accounts.

3- The MDS later polls the Executive Officer's M.MS subscriber account and generates a message
summary profile. The Executive Officer nov. has a unique messaj;e sunimar% account and recogni.e

that he wants his own file copy of this messae.

4. He inserts his PID into hi'. nodce\ \NSD and establi'hcs, a link %'.ith th;e MXMS's VNSD. Both
VNStDs recoitni/c that transinl'.'.on and r.ceit indLw'.' hate: h,.n auflhori,/d and the requesteId
file transfer tatke'. plae

c. Scenaio Three: All ANaty Message

Tii ,ceriario describe'.% the routing tit a nsaeaddresed ito all Nan,- command.

commonly known a-, an ALNAV. Additional]-.. a MOS interface %%ill be. assume:d not to exist. As

mentioned in the pre:viou% esaMpiet a manual MM.S omerator %kill be CMploed. Although this scenario)

does not eliminate human inte-rtion in Internal message routine proc-edur;es-. it does.- oifft-r an extreme

reduction in the numbecr oif personnel required to dis'seminotc pap;.r message, trafiL. This scenario

provides the possiblitsi of an Interim soluion ito a shipboard utiec crLLAN -ahilc it MDNS, MMIS

interface is developed.

L An Unclassified ALNAV msaeis rcea'ed 11 USS ONE %%hiie und-.nsa%_ The NAVM*%ACS_ V.3
is% monitoring the fleet broadcast and determiines that the message should I-- reCCCiA.d I)% the ship.
NAVINAGS dotvnloads the ALNAV message ito (;ateGuard.

2. An MMS operator polls% GateGuar-d for rcc..ntl; r.ceised mesg'.Th.: "SatcG-ard transfers the
ALNA\% to the MM*%S where th.. messag, is post~.daunaiting op)Lratar int%.r%;ntw.n to program %pecific
subscribcr account'. to %%hich the msaeshould K. p's: d The MM operator resicws th;e message
and based on writte:n routig guidance, dete-.rmine' the: %e.a~ hould k d1_1ixered to all indiidual
subscriber accounts.

3- As individuals logon to their nodes% through out tIIe da\ the\ insert their Pl~s and e~staish
communication.s with the MMS\s VNSD. Acain transmit and receive windomvs are recognized and
the individual subscriber accounts are doxsnloadcd ito their rc.%pcati~ nutdes-. (Measure-s \%ould b)-



required to prcvent one node from do\,nloading a large account and subsequently preventing other
users from utilizing the network.)

d. Scenario Four: Personnel Evaluations

This scenario describes the use of VSLAN without referencc to a NAVMACS

communication interfacc. Its purpose is to sho%% a feature of VSLAN multilexcl security feature that is

not communications related, but requires muitilCvel secLrit\ characteristics. The mdndator) acces:,

control policy that VSLAN employs mediates access betwecn defined subjects and datagrams. Each

datagram has a unique sensitivity label associated with it indicating its secui t) Ie~l. IRef. 271 "A

security level is defined as the combination of a hicr.irhica cl,.ssifil..tion and a set of non-hierarchical

categories that represents the sensitivit\ of informatioa. The VSLAN .,upports up to 16 cldssifications

and 64 categories." IRef. 271

This means the network can be used for much more than providing a communication

medium for the three classifications of messages that NAVMACS would be authorized to download to

GateGuard Administrative infoi mation could easily be classified a.id categori/cd as required or desired

by an individual ship. Evaluations are a prime example.

1. The regular annual evaluation rep(, *ng date for First Class Petty Ol'fitcrs is approaching and the
Executixe Officer desires all draft cve' ationw to be submitted lo his node for review and editing.
Certain nodes throughout the ship arc programmed \ ith transmit and reccixc \indois correspoilding
to the command's desired security and scnsitivity policy. In this case the Exe.utic Officer has
informed the NSO that he desires only departmental office nodes to communicate ,,ith him
rega:ding the subjects' evaluations

2. A Chief Petty Officer drafts a e\,aluation on the appropriate departmental node and it is reviewed
by the departmental chain of command. Once the Department Head approves thc evaluation lie
transmits it on VSLAN to the Executive Officer's node. This assumes compatibilit between the
application program for drafting the evaluation, the node's multilc\el secure operating system, and
the VSLAN operating system.

3. The Executive Officer reviews all the First Class Petty Officers' evaluations and sends them to the
Personnel Office for printing. (This scenario does not discuss factors of how the Execuive Officer
completes his review. It only shows how the VSLAN can be used to automate the evaluation process
ensuring privacy of all individuals concerned.)
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An overview of two options of the author's proposed LAN is shown in Figure 8.
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Figure 8 Two options for a MMS, NAVMACS and LAN interface

B. COST INFORMATION

Although the author has not discovered a similar government systcn to which to compare costs,

cost information is available on selected components of the hypothetical LAN and arc summdrized

below. It should be noted that the node description previously provided is the basis for total costing.

Although various nodes were listed under several headings the author will assume that 16 nodes are

required.

* Complete Trusted XENIX System [Ref. 281
(16 at $3,995) ..................................................... $63,920

" VNSC [Ref. 29](hardware & software . .................................. $17,500
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" VNSD [Ref. 29]
(16 at $4,250) ..................................................... $68,000

* GateGuard System [Ref. 23: Appendix C] ..................... ............ $3,350

* 3B2/600G AT&T Computer (Non-Tempest) [Ref. 23: Appendix C] .............. $3,354

* MMS 300MB Non-removable disk (Non-Tempest) [Ref. 23: Appendix C] ......... $4,620

" MMS 550MB Removable disk storage (Tempest) [Ref. 23: Appendix CI ........... $7,000

* MMS Complete software IRcf. 23: Appendix C] ........................... $5,190

" Miscellaneous (c.g.,Cables, STU-111 SACS) ............................... $50,000

" T otal .......................................................... $222,934

The author considers the above cost factors to be liberal, meaning actual cost will likely be

greater. Regardless it does provide insight and leads the author to conclude that the cost of installing

a shipboard multilevel secure LAN is practical, and further investigation should be pursued.
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VII. CONCLUSIONS AND RECOMMENDATIONS

A. CONCLUSIONS

The results of this study indicate a shipboard multilevel secure local area network is feasible. The

Navy initiatives with the DMS are considered to be a primary contributing factor to the developmental

process required to implement a shipboard MLS LAN. The kcy parallel factor between the Navy DMS

initiatives and the shipboard MLS LAN is thu implementation of the MMS at NTCCs. The capability

to segregate messages by classification and then distribute them to authori/ed subscribers is what has

been developed for the NTC's' operations. This is the exact requirement needLd on ships. The system

should be able to be modified to accommodate the requirements of a LAN. Additionally, the required

connectivity for the data source of ship messages, the flect broadcast, is a~ailablc. Syncrotech

Corporation established that various NAVNIACS Nariants could be connected to GateGuard. Operating

systems for the LAN and node computers arc commercially available and properly certified by DoD

standards.

The Navy initiatives with DMS have focused on easing the message processing capabilities at

shore commands. The MNIS %%as designed to serve the NTCCs and the MDS \%as designed to support

Naval shore commands and their associated LANs. The purpose of the NTS system is to get messages

to fleet units, yet under the DMS initiati\es, no flcet unit has been incorporated into rcsea. zh

development. The NAVMACS/GatcGuard conncctiut\ solution has not bcen pursued beyond the

Syncrotech Corporation report. NAVMACS If is considered to be the future answer to an LAN

interface yet a MLS LAN has not been addressed. NAVCOMPARS is not even considered in the Navy

DMS plan, other than a statement that it warrants future consideration. LAN installations on the

GEORGE WASHINGTON and YELLOWSTONE were initiated by the indiv:'tual ships. One must
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conclude that the DMS initiaties maN benefit shipboard application requilcments and an dacnue for

mutual pursuit should be established.

B. RECOMMENDATIONS

The ability of the MMS to be installed on a ship and act as a file server for the LAN should be

further investigated. This will require coordination within OP-094. The command responsible for

implementing DMS within the Navy and the command which conducted the study for Commercial Fiber

Optic LANS For Naval Ships [Ref. 14] are both under the cognizance of OP-094. This thesis shows that

mutual coordination would be beneficial.

The VERDIX Secure LAN and Trusted Information Systems XENIX trusted operating system

should be considered for shipboard use. Their NCSC BI certification should facilitate rapid

implementation if application software is or can be made compatible.

The GateGuard/NAVMACS interface should be implemented rcgardless of the status of

NAVMACS' 11 acquisition. If the NA\'MACS V3 and Catcguard can be connected and a multilevel

secure LAN installed on a mcdium-si/c ship, the Issons learned could be applied to larger ships. It

seems sensible to start on a small scale and work upwards; for example, esaluate the LAN on a

destroyer and then on an aircraft carrier.

The message center integration is not the only requirement for a multilevel secure LAN.

Electronic libraries are rapidly approaching, and integration Nill be required. Inestigation of the MMS

to connect to CD-ROM should be conducted to facilitate implementation of these libraries.

The ships of the Navy should not be the last entities within the Navy to take advantage that a

LAN offers. The NTS system is designed to get messages to the fleet - - the end user of the information.

The officers and crews of the ships should not be left to wade through a paper-based information

system.
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APPENDIX A

SUMMARY OF EVALUATION CRITERIA CLASSES

The classes of systems recognized under the trusted computer systems ealuation criteria are as

follovs. They are presented in the ordcr of increasing desirability from a computer security point of

view. ISOURCE: Department of Defense "Trusted Computer System Exaluation Criteria," DoD 5200.28-

STD, December 1985, Appendix C, pp. 93-94.1

Class (D): Minimal Protection

This class is reserxed for those systems that have been ealuatcd but that fail to meet the requirements

of a higher evaluation class.

Class (Cl): Discretionar. Securit\ Protection

The Trusted Computing Base (TCB) of a class (C1) systcm nominally satisfies the discretionary security

requirements by pro\iding separation of users and data. It incorporates some form of credible controls

capable of enforcing access limitation, on an indi\ idual basis. i.e., ostcnsibl. suitable for allowing users

to be able to protect project oi pri\atc information and to keep other users from accidcntall\ reading

or destroying their data. The class (C) cnironment is expected to be one of cooperating users

processing data at the same level(s) of sensitivity.

Class (C2): Controlled Access Protection

Systems in this class enforce a more finely grained discretionary access control than (Cl) systems,

making users individually accountable for their actions through login procedures, auditing of security

relevant events, and resource isolation.
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Class (13I): Labeled Security Protection

Class (B31) sxstems require all the features rq(uired for class (C2). In addition, ani informal statement

of the security policy model, data labeling, and mandatorN access control oLer named subjects and

objects must be present. The, capability must exist for accurately labeling expurted information. Any

flaws identified by testing must be removed.

Class (132): Structured Protection

In class (B2) s~stcms, the TCB is based on i clearN defined and documented formal securit\ policy

rnodel that rcquirc., the: di2,ci etlonar\ anld man11d,1tor\ aeCeLS1 control ifnlortccint found in class (61)

s~stems, to he extended:( to all 'uetsand objitct's in lte ADP s~stcrm. In addition, co\erI channels are

addressed. The TC*B must hi. carefuill\ structured into prolecLtion-eritical and non-protection-critical

elements. The TCB interface is \%cli-defined. and the TCB design and imlmntto enable it to be

subjected to more thorough testing and more complex resic%\. Authentication mechanisms are

strengthened, trusted facilit\ management is proxided in thec form of support for sysemn administrator

and operator functions. and stringent configUt ation managemnrt controls ate imposed. The systemn is

relativecly resistant to penetration.

Class (133): Security Domains

The class (133) TCB mumt saisf the referecec monitor recluirements that it mediate all accesses Of

.subjects to objects. be tamper-prool., and bc small eniough ito ht: suhjLcted to~ analksis and tests. To this

end, the TCB is structured ito exclude codt: not essential1 I0 sc-urijty poliex enfrcemr~ient. \%ith significant

systemr engineering during TCB design and implemenitation dlircti-d toimard minimii/ing, its compli~xity.

A security administrator is supported. audit mechanisms are ex.panded to signal scurit\ -rele\ ant e\ents.

and system recovery procedures are required. The systemi is highly, resistant to penetration.
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Class (Al): Verified Design

Systems in class (Al) arc functionally c(jUi\ lcnt to those in clas,, (B3) in thait no additioral architc tural

features or polic. requireennts arc added. The distinguishing feature of sstcms in this class is the

analysis derived from formal design specification and \crification techniques and the resulting high

degree of assurance that the TCB is correctl\ implemented. This assurance is de~elopmental in nature,

starting with a formal model of the security policy and a formal top-level specification (FTLS) of the

design. In keeping with extensive design and development analysis of the TCB required of systems in

class (Al), more stringent configuration management is required and procedures are established for

securely distributing the system to sites. A svstcm securith administrator is supported.
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