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Abstract

This research develops an algorithm that integrates into an existing comput-

erized scheduling system to improve the mission scheduling function for Eglin AFB

test ranges. The primary objective of this research was to design an improved com-

puterized scheduling aid. The measure of performance for this approach is the num-

ber of missions scheduled using this aid as compared to current Eglin capabilities.

Constructive heuristics are used in the algorithm to schedule missions according to

critical resource groups while ensuring mission priority is not violated.

The success of this new interactive scheduling algorithm is measured against

a schedule produced by the current computer system, and against a schedule pro-

duced manually. The schedules that were produced using the new algorithm suggest

improvement over the current computer system in terms of airborne test, task, and

task-oriented training missions. Reimbuisable costs were also improved. The new

algorithm also produced a schedule comparable to one produced manually, and tends

to suggest a small improvement. Improved mission throughput is one of the bene-

fits that can be lealized by incorporating the new algorithm as part of the current

computer system.
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AN IMPROVED SCHEDULING ALGORITHM FOR EGLIN AFB

TEST RANGES

L Introduction

Background

The Department of Defense (DOD) uses test ranges across the United States

to evaluate new research products, conduct operational tests and evaluations, and

perform continuation training. The 3246th Test Wing (3246 TESTW) manages the

Eglin Air Force Base range complex for the Air Force Development Test Center

(AFDTC). In operating and maintaining over 86,500 square miles of water ranges,

725 square miles of land ranges, and a multitude of support facilities, the Wing tests

and evaluates nonnuclear armaments, electronic combat systems, and navigation

and guidance systems (4). The following discussion of the Eglin range facilities

and scheduling process has been developed from information provided by the 3246

TESTW.

Several hundred test facilities are available at Eglin AFB. Examples of these

facilities include:

1. Electronic countermeasures (ECM) threat sites for use with air- and ground-

based electronic warfare systems.

2. A rocket sled track for controlled munitions effects testing.

3. A supersonic land range for high-speed flight.

1. A precision-measurement grid to measure how bomblets are dispersed.
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5. Preflight Int,,gration of Munitions and Electronic Systems (PRIMES) facility

for ground simulation of electromagnetic flight environments.

6. Bombing ranges to test guided and unguided air-to-ground weapons.

7. Air ranges to test air-to-air weapons and conduct airborne training.

8. Explosive ordlhance detonation (EOD) ranges for experimentation and training.

9. A climatic chamber to simulate various extreme weather conditions.

Approximately 500 different profiles or mission scenarios use one or more of the

facilities. In addition to facilities, there are over 1000 equipment resources such as

aircraft, radars, cameras, and antennas, used to support the tests(2). Some missions

require specific equipment for specialized resource capabilities, while other missions

can use one of many available resources. An operations and maintenance (O&M)

contractor is respopsible for man,,, of the facility and equipment resources. Resource

requirements relate directly to the test program development.

Early in the program development the program manager and an O&M repre-

sentative discuss the range resources as they relate to each mission objective. The

program manager writes a test directive which includes guidance concerning the pro-

gram and information concerning resource requirements. Test engineers later use the

test directive as a guide to develop test mission requests. A computerized scheduling

tool, the Resource Scheduling and Operational Management System (RESOMS), is

an integral part of submitting mission requests and scheduling test missions on the

Eglin test ranges.

Test engineers enter two-part mission requests into RESOMS. M'ission Re-

quest Part A contains resource requirements. Mission Request Part B shows aircraft

load configuration, requested munitions, internal aircraft instrumentation, camera

requirements, and any other special instructions. Appendix A provides a sample

RESOMS mission request (3). Approximately 100 mission requests are submitted

for each scheduling day.
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Mission, requests can be divided into general categories of training, test, task,

and task-oriented training missions. Most training mission requests require a limited

number of recoutces, providiaig a great deal of scheduling flexibility. Therefore,

discussion of these mission requests is minimal in this research paper. The test

missions, task missions, and a few task-oriented training mission requests require

specialized or a considerable number of resources. As a result, further discussion

focuses primarily on this group of mission requests.

To schedule the mission requests, RESOMS has three different modes of op-

eration. The first mode schedules missions based on mission priority without any

interaction from the user. If a resource conflict cannot be resolved by RESOMS the

mission status is set to NONSCHEDULED and the system continues with the next

highest priority mission. The second mode of operation is a semi-interactive mode

that stops the scheduling process when a conflict cannot be resolved by RESOMS.

The user periodically reenters the scheduling mode, identifies the mission and the re-

source conflict, and attempts to resolve the conflict if possible, or otherwise changes

the mission status to NONSCHEDULED. The user then restarts RESOMS with the

next highest priority mission and the process repeats. The third mode of operation

is very user interactive. This single mission scheduling mode schedules each mission

in RESOMS as directed by the user.

Currently, the semi-interactive and interactive modes are the only modes used

for scheduling by the 3246 TESTW/DOS. The noninteractive mode is not used,

since 3246 TESTW experience has found the schedules produced to be significantly

inferior to ones produced by manual scheduling. The semi-interactive mode is used

for scheduling training missions with few resource requirements. The flexibility of

these training requests allows easy resolution of the occasional conflicts. This mode is

not used to schedule the test and task missions since changing previously scheduled

missions is cumbersome and time consuming due to the computer/user interface,

especially if numerous missions must be altered or moved. This is further complicated
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by the fact that no prompt is available to tell the scheduler that RESOMS has

stopped the scheduling process. Schedulers found RESOMS most useful for checking

resource conflicts and scheduling missions previously plotted on a schedule by hand.

The Scheduling Process

Tho range scheduling division is responsible to the 3246th Test Wing/Deputy

Commander for Operations (3246 TESTW/DO) for the complex process of deter-

mining how to sequence multi-resource mission requests for all missions using the

Eglin facilities(1). A major change to the man-in-the-loop involvement occurred

August 5, 1991, when the test wing changed from an eight- to a six-day scheduling

cycle. This six-day scheduling cycle does not produce a six-day schedule, but rather

a one-day schedule that takes six days to develop. The current scheduling process

(shown in Figure 1.1) is described in the remainder of this section.

RUF PLOT FORECAST HOTSEAT EXECUTION

T-5 T-4 T-3 T-2 T-1 T-0
Final Get Pre.plot ere-plot Plo No changes No chanjes

updated Plot up ated to Opt rder to Opt rder

accepted accepted

cortra tot Schedule updd Operations
treview review Order

meeting printed
Schedule

Maintenance revie w
review meeting No change.

to Opt Order
accepted

re-plo
t

egun

Figure 1.1. Six-Day Scheduling Process

Prior to the start of a cycle, a test engineer submits a mission request for a

given test day (T). Some test organizations have presubmission reviews to elimi-

nate conflicts between test programs within the organiation. For example, the 3246

TESTW/Scheduling and Plans Branch(DOSP) must coordinate on requests submit-
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ted from within the test wing. Mission requests are entered into the RESOMS data

base ,3i4ler directly or through the use of AFSC FORM 4024 for users without direct

computer access. These mission submissions initiate the six-day cycle.

The Ruf, day T - 5, begins with the O&M contractor extracting a sorted print-

out of each mission request - the Get. RESOMS sorts the mission request inputs

by missAon priority. The 3246 Test Wing/Plans Division (XP) establishes a mission

priority (1 - 999) for each test program using DOD and wing guidelines. After re-

ceiving the submissions, the contractor reviews them to ensure appropriate resources

are requested to meet the planned mission objectives. A maintenance representative

then ensures required aircraft availability and assigns appropriate additional aircraft.

A scheduler then reviews 15 - 25 percent of the highest priority missions, to identify

those requiring critical resources such as tanker aircraft, consolidated control facility

(CCF), or frequency control and analysis(FCA) for the clay being scheduled. This

begins Pre-plot, the actual scheduling function.

The hand plotting of missions is a complex process since multiple resources are

involved. The goal is to schedule as many of the requested missions as possible. For

example, if two missions request the same aircraft to fly at the same time, schedulers

must determine if alternative aircraft or times can be substituted. Schedulers often

contact test engineers to request minor changes to missions in terms of a different

number or type of resource than those listed as alternatives on the mission request,

thus allowing additional missions to be flown. Once obvious conflicts are resolved, a

manual entry is made on the Pre-plot schedule. A sample of this form is shown in

Appendix B. The scheduler passes the mission request to an O&M contract employee

who annotates O&M-operated resources scheduled for use. The mission request is

then passed to another scheduler. This scheduler updates the mission request based

on changes made by the first two neople in the sequence and enters the mission

into the RESOMS via single mission scheduling mode. RESOMS checks for aircraft,

range support, range profiles, CCF, and two types of frequency utilization conflicts.

1-5



Minor conflicts are resolved and when no conflict exists the mission status is changed

to SCHEDULED. When an unresolvable conflict exists, the mission with the higher

priority is scheduled and the other is nonscheduled. This process continues until the

scheduler processes all of the test, task, and task-oriented training mission requests.

Day T - 4 begins with a review of the previous day's flight activity. Frequently,

numerous changes must be made to the Pre-plot schedule. One reason relates to

backup missions which can be scheduled every second day following the originally

scheduled date. For example, a successfully flown mission yesterday cancels backup

missions previously scheduled for tomorrow and three days hence. Other reasons

for cancellations include changing mission requirements, nonavailability or failure of

test equipment, and aircraft maintenance, among others. Several possible scheduling

opportunities exist for the openings created by canceled missions. Canceled missions

may already have alternate missions waiting to take their places. Previously NON-

SCHEDULED missions lacking a specific resource may plug into the slot, if the

canceled mission releases the needed resource. After trying to schedule previously

nonscheduled missions, the scheduler attempts to schedule any blackboard missions

(blackboards). Blackboards are those mission requests submitted after 0800hrs on

day T - 5. These late submissions have no mission priority over timely submittals.

Canceled missions may cause resources to be unused that could only be used by

rebuilding the entire schedule. The schedule is not rebuilt due to the labor involved

and mission preparations already in progress. A mid-day meeting with operations

and support agencies is held to review the schedule and discuss desired changes.

Changes to the schedule are made due to resource conflicts (e.g., crew availability

and special radio frequencies) undetected or unknown during the scheduling process.

Day T - 3, called Plot, begins with more changes to the schedule based on

another day of flight activity and mission request changes. After changes and new

blackboards are dealt with, the RESOMS semi-interactive scheduler is used to in-

clude the training mission requests in the schedule. Operations and support agencies
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attend another mid-day meeting to make a final review of the schedule. Changes

continue throughout the day based on the latest flight activity.

Day T-2 is called Forecast. A new team of schedulers is dedicated to the sched-

ule and work with it through execution (T - 0) to ensure continuity. Final revisions

to the schedule are completed by 1200hrs and the Operations Order (Ops Order) is

printed and distributed. The Ops Order is the official schedule. No mission changes

affecting the schedule or maintenance operation are accepted. Mission cancellations

made after this time have financial consequences for the using agency. Costs include

the mission submission fee and any canceled resource costs.

Day T - 1 is called Hot Seat. Only minor changes to the schedule are allowed

on this day(e.g., changes of radar resources due to needed repairs). These changes

would not affect the overall mission or maintenance support requirements.

Day T - 0 is called Execution. An assigned staff and the dedicated scheduling

team operate the Range Operations Control Center (ROCC). The group handles

schedule problems that occur while the missions are airborne, or during final ground

preparation. Problems occur for a variety of reasons including weather conditions or

equipment malfunction.

RESOVIS

RESOMS was conceptualized in 1979 and began operational use in 1983. The

system is continually being updated to improve usability and capability. Small up-

dates are often incorporated into daily maintenance tasks. Larger tasks are added

to a list of program improvements. As of 1 November 1991, 25 requested enhance-

ments to RESOMS have been identified. The list of requested improvements includes

numerous computer/user interface recommendations, a formal feedback capability

from schedulers to test engineers, and the need for alternate scheduling algorithms.

Some suggestions to improve the scheduling algorithms include maximizing the num-

ber of missi,)ns scheduled to use the range and/or maximizing reimbursable budget
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authorization(RBA- money users pay Eglin AFB for O&M supported services).

Maximizing the number of missions scheduled may also increase RBA, as well as

customer satisfaction. Unfortunately, due to limited manpower, work on alternate

scheduling algorithms for RESOMS has not been planned to date (5, 13).

Problem Statement

RESOMS can produce a schedule in the noninteractive mode; however, the

RESOMS scheduling algorithm does not always produce an acceptable schedule in

terms of number of test missions scheduled or maximum RBA. The algorithm per-

forms only one pass for each mission request, preventing the system from reviewing

prev:ously-scheduled missions. In short, once scheduled, the resources are considered

unavailable and RESOMS does not look at the mission request again. Missions may

not be scheduled when alternate or sufficient resources exist but are not indicated on

the mission request(e.g., radars and CCF). This results in more nonscheduled mis-

sions. The semi-interactiv' mode may force numerous missions to be unscheduled

to resolve a conflict. Depending on the magnitude of changes, this can be very time

consuming. Schedulers have found this mode as too inefficient for use in schedul-

ing test, task, and task-oriented training missions. As a result, these missions are

scheduled manually, prior to being entered into RESOMS using the single mission

scheduling option.

The manual plotting of the schedule produces much better results in terms of

number of test, task, and task-oriented training missions, 3246 TESTW/4485 Air

Warfare Center(AWC) sorties, and RBA, but it is labor intensive. It also relies on

the experience of the military schedulers in the range scheduling division, who are

scheduled to leave in October 1992 when the scheduling process is turned over to

the recipient of the new O&M contract. An improved scheduling algorithm could be

incorporated as part of the recommended improvement to RESOMS and provide a

systematic thought process that could be used in training new contract schedulers.
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Purpose of the Rese.rch

The purpose of this resealch is to develop an algorithm that could be incorpo-

rated into RESOMS to improve the mission scheduling function. The algorithm in-

terfaces with existing data and resourcc deconfliction subroutines currently in use or

available through. RESOMS. The algorithm is ronsistent with 3246 TESTW, USAF,

and DOD guidelines currently in use at the Eglin test range. The primary objective

of this research was to design an improved computerized scheduling aid. The mea-

sure of performance for this approach is the number of missions schcduled using this

aid as compared to current Eglin capabilities. The research effort is limited to the

Pre-plot schedule developed on day T-5. The Plot, forecast, hot seat and execution

scheduling process is not included, since only modifications to the existing schedule

are made during these phases. To accomplish the primary objective of successfully

developing an effective algorithm, several preroquisites were accomplished and their

discussion is included in subsequent chapters.

Overview of Subsequent Chapters

An understanding of general scheduling concepts and specific scheduling re-

quirements is needed prior to worlng with any scheduling problem. Understanding

of the Eglin test range scheduling was gained through the study of regulations, pro-

cedures, and directives, interviews/dis ,ussions with 3246 TESTW personnel associ-

ated with missiun scheduling, as well as personal observation and interaction with

the scheduling ope. ,tion. An understanding of general scheduling concepts and ap-

propriate solution approaches to the problem was gained through a review of the

literature. Chapter II contains a discussion of the relationships between the theory

and the specific problem, consideration of reasonable measures of effectiveness, and

discussion of appropriate solution approaches.

Chapter III concerns the scheduling algorithms. The first portion of the chapt-r

discusses assumptions and operating constraints used in the scheduling algorithm
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development. The later portions describe RESOMS, the manual scheduling method,

and the new scheduling algorithm. The major differences between the scheduling

methods are also discussed.

Chapter V includes analysis schedules produced using three scheduling meth-

ods - RESOMS without user interaction, manually and the new interactive algo-

rithm. A summary of the schedules as well as analysis of reasons why missions were

scheduled by one method and not another is included.

Chapter V presents conclusions of the research and recommendations for fur-

ther study.
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II. Literature Review

The purpose of this chapter is to discuss some of the scheduling concepts

contained in current literature. This includes a review of several measures of perfor-

mance applicAble to scheduling problems. Discussion focuses on resource-constrained

scheduling with emphasis on heuristic rules relevant to range scheduling at Eglin

AFB. Concerning scheduling problems, Baker states: "Traditionally, scheduling

problems have been viewed as problems in optimization subject to constraints

.(6:5)."

Optimization and Scheduling

In the attempt to find an optimal or near-optimal schedule for a given problem,

some measure of performance or standard must be used to gauge success. Depending

on the particular scheduling problem, the objective may be minimization or max-

imization of some standard. Weighted standards can be used to reflect multiple

optimizations within a problem. Baker states the following concerning optimization

and objective functions:

Ideally, the objective function should consist of all costs in the sys-
tem that depend on scheduling decisions. In practice, however, such costs
are often difficult to measure, or even to identify. . . Three types of
decision-making goals seem to be prevalent in sch,.duling: efficient uti-
lization of resources, rapid response to demands, and close conformance
to prescribed deadlines. Frequently, an important cost-related measure
of system performance (such as machine idle time, job waiting time, or
job lateness) can be used as a substitute for total system cost. (6:5)

The complexity of Eglin range scheduling makes inc!usion of all costs in the

scheduling decision difficult, if not impossible. Examples of a number of the com-

mon cost-related measures of performance found in the literature include: through-

2-1



put, idle time, overtime, opportunity cost, earliness, tardiness, and flowtime(6:9 -

23),(9:119), (20:32-39), (23:31-33), (28:65-66).

Although these measures of performance are typically related to a manufac-

turing process, a few of these are related to range scheduling. Numerous schedules

are possible using one or more measures of performance. Weighted sums of these

cost-related measures could be used, but they are dependent on the difficult task of

determining weighting or utility factors (17:3), (23:30), (26:70). Based on experi-

ence, Eglin range scheduling uses maximum throughput, in terms of the number of

missions scheduled, as its measure of performance. The other measures of perfor-

mance discussed are possible alternatives, although for this research are considered

only as scheduling constraints.

Throughput. Throughput is a cost-related measure frequently used to support

decision making goals. Improved equipment, materials, and/or manufacturing pro-

cesses can often increase production output. Eglin range scheduling is no exception.

The number of missions scheduled reflects the throughput of the Eglin scheduling

process. With forthcoming budget cuts, and with range resources not expected

to increase, scheduling procedures provide the best opportunity for improving the

number of missions scheduled. If more missions can be scheduled, customers can

complete their test programs with less delay. Maximizing throughput may or may

not increase the number of resources in use or the amount of reimbursable funds

to the 3246 TEST\W. However, it is no unreasonable to expect that the level of

reimbursement (RBA) would increase with better throughput.

Idletime, Overtime, and Lost Opportunity. Several cost-related measures of

performance concern efficient utilization of resources. Idletime, overtime, and lost

opportunity relate directly to decision-making goals for many companies. These

measures of performance are also an appropriate topic of discussion for Eglin test

range scheduling.
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The minimization of idle time relates to efficient utilization of resources. If a

resource has no idle time, maximum value of the resource has been obtained (6:13-

14), (22:1208). This is true, to a limited degree, for Eglin test range scheduling.

The 3246 TESTW has identified several test range resources in very limited supply.

For example: most FCA codes can be used by only one mission at a time; CCF

capacity can be rear" ed when only a couple missions require extensive data; and

usually, only one tanker aircraft is available on a given day. Some of these resources

are operated through an O&M contract with portions of the cost reimbursed by

the using test program. Eglin range schedulers attempt to keep idle time of these

resources at a minimum. 3246 TESTW/DOS experience indicates that scheduling

missions using a large portion of these critical resources before missions needing few

resources minimizes idletime and maximizes throughput. While using this approach,

schedulers must also consider utilization of other range resources and ensure mission

priority constraints are not violated (14, 18, 19). In addition to minimizing idletime,

minimizing overtime is also a consideration for efficient utilization of resources and

the maximization of throughput.

Overtime may be a useful measure of performance if overtime operating costs

are high. In industry, overtime may become a factor if demand exceeds production

capability. Personnel costs are often a major contributor to overtime costs. The

O&M contract employees are the primary personnel involved in an overtime situ-

ation. Evaluating the need for overtime reveals common-sense insights potentially

beneficial during Eglin range scheduling. First, scheduling jobs closer together min-

imizes idle time, which results in the need for less overtime. Second, scheduling

missions within the O&M employee workday reduces overtime before and/or after

their scheduled day.

Another factor related to maximizing throughput is lost opportunity. Efficient

resource utilization can reduce lost opportunity. In industry, lost opportunity might

be associated with the lost profit from not having enough production capability or
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inventory to meet demand. This can be easily related to Eglin test range scheduling

in terms of failing to schedule a mission during an available opportunity. For example,

this may occur if only one mission requiring tanker support is scheduled when a

second mission could have been scheduled at the same time. This is directly related

to the capability of the available scheduling methods to find available scheduling

opportunities.

Use of the concepts contained in discussion of idletime, overtime, and lost

opportunity can improve the scheduling process and increase throughput. Details

of the implementation of these concepts as constraints to improve the scheduling

process are included in Chapter 3.

Constraints

Constraints are frequently encountered in scheduling problems. Two feasibility

constraints associated with Eglin range scheduling concern resource allocation and

mission scheduling. Both types of constraints are discussed separately below, with

respect to Eglin range scheduling.

Resource Allocation. In the development of a schedule, allocation constraints

relate to which resources are allocated to perform each task (6:5). This is no small

concern for the Eglin test ranges. As of mid-November 1991, over 1000 resource codes

were listed in AFDTC Pamphlet 55-12. Some scheduling constraints are developed

with the test program. Some constraints may restrict testing of a system to specific

resources. For example, a test may require one particular F-15 aircraft using one

particular bomb range. This restriction may be caused by the existence of only

one system or essential test equipment being available from only one source. Other

constraints provide more flexibility during scheduling. For example, some tests allow

a choice of any of a particular type of aircraft (e.g., F-15) or radar (e.g., A-20). The

most flexible constraints allow any aircraft to be used as a chase ship or any airspace
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block to be used. The inability to satisfy any of these constraints would prevent the

mission from being performed.

Other interacting resource constraints exist, based on safety criteria. A range

resource may not be in use, but still restricted from use due to another operation

in another area. For example, numerous ground test areas cannot be used while

an aircraft with live ordnance flies overhead. This conflict may cause a mission

to be nonscheduled. In many cases RESOMS can determine nonfeasibility when

a resource conflict exists. Possible alternative resources listed on the mission re-

quest are considered for the mission being scheduled; however, selecting alternate

resources on missions already scheduled is not performed by the current RESOMS

algorithm. Including this capability would be an improvement to the scheduling al-

gorithm. Assumptions concerning Eglin test range resource constraints are discussed

in Chapter 3.

Mission Scheduling. Constraints associated with mission scheduling concern

when missions are performed. Discussion concerning idle time, overtime, and lost

opportunity in Chapter II highlighted the importance of scheduling missions close

together within the day. The current RESOMS scheduling algorithm uses the re-

quested start/stop time as input for when a mission can be flown. In some cases this

is important, as it may be a hard constraint that if not met results in the mission

being nonscheduled. For example, when satellite coverage limits the test mission

acceptable time block, even a small deviation from the given start/stop time may

be unacceptable. For other missions, the requested resource may be based on some

soft resource constraint which has flexibility beyond the desired request. Schedul-

ing using the requested start/stop times can produce idle time between operations.

An improvement to this method would be to adjust mission start times to begin as

soon as possible after the previous mission. This would also help reduce overtime

requirements as long as the solid block of use time was not different than scheduled

duty hours. Idle time may still exist, since resources have various turn times (time
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required prior to reuse). One example of this is that an aircraft may have a four-hour

turn time whereas a radar may have only 30 minutes of required turn time. This idle

time may not be lost, as other missions may not require the aircraft and can utilize

the radar. The assumptions concerning scheduling constraints that would improve

the current RESOMS scheduling algorithm are explained in the next chapter, during

discussion of the assumptions and operating constraints.

Resource-Constrained Scheduling Problems

Problems can be classified by how much time a solution could take. The worst

case time complexity function for an algorithm expresses its time requirements by

giving, for each possible input length, the largest amount of time needed by the algo-

rithm to solve a problem of that size. A polynomial time algorithm is one whose time

complexity function is polynomial for a given input length n. Resource-constrained

scheduling problems(RCSP) are classified as NP-complete fc r which no known worst-

case polynomial time algorithms exist. The only known solution approaches for

NP-complete problems can take, in the worst case, an exponential amount of timL.

Heuristic approaches which cannot guarantee optimal solutions are commonly used

when the size of the problem indicates that the computational time requirements be-

come infeasible (9:131), (10:72), (12:323), (17:3-5), (23:30), (24:3-8), (25:83),(26:05),

(28:66), (29:412), (11:6). Since the Eglin test range problem is a large RCSP, this

provides the motivation for the use of heuristic approaches in this situation. The fol-

lowing sections discuss heuristics in general, and then highlight several appropriate

techniques.

liew ,-istics

Heuristic approaches to scheduling often consist of "fairly simple scheduling

rules capable of producing reasonably good suboptimal schedules (6:279);" or more

simply as rule-of-thumb scheduling (17:5), (8:9b). Many times these heuristics are
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tailored to fit the specific problem under consideration. Since a heuristic approach

cannot guarantee an optimal result, it can be difficult to determine the effectiveness

of any one solution approach. Many times, comparisons can be made only with other

heuristic approaches on specific problems(6:285), (12:323-324).

Optimization methods are often used in conjunction with heuristics. A math-

ematical program may be used to optimize a portion of the overall problem. Other

times, a heuristic approach is used to provide a starting point for an optimal solu-

tion. Examples of mathematical approaches included in the literature are branch-

and-bound (22), critical path methods (22), linear programming (12) and integer

programming (29). For a more complete listing of examples of heuristic applica-

tions, the reader can reference a survey of heuristic methods and applications that

categorizes 442 articles into 12 classes of heuristic approaches and 144 areas of appli-

cation (30). Details of the optimization techniques are included in related textbooks

(7, 15, 16, 21, 27).

Priority Rules

The literature includes many discussions of rules used for assignment prior-

ity. Some of these assign priority to jobs with the least slack, shortest processing

time (SPT). first-come-first-served(FCFS), or are based on the critical path of a job

(6:279), (22:1208), (23:35), (26:66). The following are several priority rules that may

be applicable to Eglin range scheduling.

1. Select missions to enter the scheduling process based only on mission priority.

This always ensures DOD and Eglin priority constraints are not violated.

2. Select missions based on a set of critical resources. As discussed earlier, expe-

rience indicates tanker aircraft, CCF, and FCA resources are critical resources

since they are in very limited supply and create the most obvious bottlenecks

to the scheduling process.
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Scheduling algorithms use priority rules with constructive and/or improvement

heuristics.

Construction algorithms generate a solution by adding individual
components .... one at a time until a feasible solution is obtained.
'Greedy' algorithms, seeking to maximize improvement at each step, com-
prise a large class of construction heuristics .... Improvement heuristics
begin with a feasible solution and successively improve it by a sequence
of exchanges or mergers in a local search.(30:89)

The current RESOMS scheduling algorithm is a Greedy type constructive al-

gorithm. In the noninteractive mode, missions are scheduled and not considered

in any other scheduling action as the schedule develops. Only manual changes by

a scheduler are possible for previously-scheduled missions. This RESOMS liability

limits throughput of the schedule. A more detailed description of the RESOMS

algorithm is included in Chapter III.

A new intera,,L ve scheduling algorithm is developed in the next chapter using a

constructive heuristic. The algorithm selects critical resource groups and then sched-

tiles by mission priority within critical resource group. This interactive algorithm

allows changes to previously scheduled missions to improve the number of missions

scheduled.
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III. Scheduling Algorithm Development

This chapter presents scheduling algorithms for use with the Eglin test ranges.

A discussion of assumptions and operating constraints used in the algorithmic devel-

opment is followed by a description of the current RESOMS scheduling algorithm.

Also included is a discussion of the manual scheduling method and description of

a proposed algorithm. The final portion discusses major differences between the

scheduling methods.

Assumptions and Opcrating Constraints

During the process of developing the new interactive algorithm, several areas

were identified that could produce different results based on mission request informa-

tion. Several assumptions and operating constraints related to this mission request

data were developed to ensure a common basis for schedule comparisons in Chapter

IV:

1. Only mission requests with a mission type of TEST, TASK, and TASK-ORIENTED

TRAINING are included in the algorithm study. The other training missions

are not included since they are scheduled on day T-3 due to their scheduling

flexibility.

2. A scheduler has screened the mission requests to ensure OVERALL A CCEPT-

ABLE TIME BLOCK information will allow RESOMS to have the same time

blocks to schedule missions as the new interactive algorithm. This allows the

RESOMS scheduling algorithm to use available time previously restricted by

convenience while not exceeding duty-day limits. Convenience constraints refer

to user requests for a time block (e.g., 0930 - 1530) which ensure that duty

hours are not"unreasonable". Acceptable time blocks related to other mission

requirements such as sun angle, daylight or darkness were not altered.
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3. A scheduler has screened the mission requests to ensure mission category in-

formation is accurate. Corrections are made as necessary. This ensures proper

sequencing when scheduling missions.

4. An O&M contractor has reviewed and adjusted range support resources on the

mission request to ensure only operational equipment is considered available

to the user.

5. A maintenance scheduler has reviewed aircraft requirements, assigned appro-

priate aircraft, and entered actual pre/post maintenance time requirements on

the mission request.

6. A mission being scheduled under management emphasis is given the same ar-

tificial mission priority for use with RESOMS and the new algorithm.

The RESOMS Scheduling Algorithm

The current RESOMS scheduling algorithm in the non-interactive mode is a

constructive heuristic that builds a schedule one mission at a time based on mission

priority. Once a mission is scheduled, the timing of this mission and its assigned

resources are not changed. If a mission is unable to be scheduled with information

provided on the mission request, the mission status is changed to NONSCHEDULED.

The next-highest priority mission is selected and the scheduling cycle continues.

Figure 3.1 shows a more detailed overview of the algorithm. The algorithm flow is

divided into blocks and labeled. Description of each block includes additional details

of the scheduling algorithm performed by the computer.

Block a This block selects the highest priority mission waiting to be schdu!ed in

RESOMS. This mission is referred to as the active mission.

Block b RESOMS checks the active mission in all possible mission start/stop times

for conflicts in the following resource groups: aircraft, range support, range
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profiles, consolidated control facility (CCF), and two types of frequency uti-

lization.
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Block c If there is a time in which no conflict exists, RESOMS first tries to schedule

the mission during the requested mission start/stop times. If this is possible

the mission status is changed to SCHEDULED and RESOMS begins the cycle

again (Block a). If the mission cannot be scheduled at the requested time

RESOMS schedules the mission at a time closest to the requested start/stop

time prior to changing the mission status and restarting the cycle.

Block d If a conflict exists in every possible start/stop time block, RESOMS de-

termines if alternate choices exist within the conflicting resource group for

the active mission. If an alternative resource exists in the conflicting resource

group, the next alternative resource choice is selected and the search for avail-

able start/stop time block begins again (Block b).

Block e If no alternative resource exists in the conflicting resource group, RESOMS

checks to determine if any resources are deletable for the active mission. If a

resource requirement can be deleted, the iesource is deleted and the search for

available start/stop time block begins again (Block b).

Block f If a resource requirement cannot be deleted, the mission status changes to

NONSCHEDULED and the cycle begins again (Block a).

New Interactive Scheduling Algorithm

The new interactive scheduling algorithm presented in this section requires a

man-in-the-loop to operate. The new algorithm is designed for integration in RE-

SOMS to systcmatically perform many steps of the algorithm. These steps include

determining wl.at mission to schedule, selecting missions within the critical resource

groups, and attempting to individually schedule missions at a designated time. How-

ever, the algorithm also relies on scheduler input to resolve conflicts. The algorithm

is not intended to replace RESOMS, but rather to enhance the capabilities of RE-

SOMS by mocifying the scheduling algorithm. The development of the algorithm is

based on the following:
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1. A complete cycle of the algorithm consists of four parts. This four-part cycle

schedules missions based on identified critical bottleneck resources as discussed

in Chapter 2. The first part attempts to schedule missions requiring a tanker for

refueling, CCF, and FCA resources. Missions with these resource requirements

are viewed as the most difficult to schedule. The second part of the algorithm

attempts to schedule missions requiring a subset of these three resources -

CCIF and FCA, and the third part attempts to schedule missions requiring

a tanker resource. The fourth part attempts to schedule remaining missions.

Within each part of the cycle, missions are scheduled by mission priority. The

algorithm ensures higher-priority missions are scheduled in place of previously

scheduled lower-priority missions from another cycle if possible. The algorithm

four-part cycle is depicted in Figure 3.2.

Enter search limit

chedule mission requests
requiring tanker, J

CCF, and FC A resources

chedule mission requests
requiring CCF i

and FCA resources /

ZIZ
chedule mission requests

lequiring tanker |I resources j

Schedule all remaining
mission requests

Update search limit

Figure 3.2. The Scheduling Algorithm Cycle

2. The scheduler enters an initial search limit. The search limit is a subjective

value (e.g., 20) determined by the scheduler based on the total number of
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missions to be scheduled. This allows the scheduler to consider the number of

missions he expects to schedule in the first iteration. Selecting a large number

results in more lower-priority missions being unscheduled because of a higher-

priority mission. Selecting a low number results in missions requiring the three

critical resources being nonscheduled more often. The step size increases the

search limit for subsequent iterations of the cycle. A value of 15 for the step size

was also subjectively determined based on the number of missions considered

during this study.

3. Missions are selected for scheduling based on priority rank. Priority rank is

a sequential ordering from 1 to n where n is the number of missions to be

scheduled and rank can be based on the lowest mission priority number or

highest RBA. Mission priority ranking is used for this study since scheduling

based on RBA may violate current DOD and 3246 TESTW mission priority

rules.

4. The RESOMS individual mission scheduler is used to schedule missions and

identify conflicts. The capability for RESOMS to select start/stop time win-

dows for a mission is not used. This allows the new interactive algorithm to use

some of the RESOMS deconfliction capabilities while allowing all start/stop

times to be directed by the new algorithm.

5. Missions requiring tanker support are scheduled to start at 0700 or 1300. Unlike

RESOMS, more than one mission may use the tanker in the same time block.

When a tanker resource conflict occurs, the scheduler confirms that offload

requirements can be met, overrides the conflict, and schedules the mission,

whereas RESOMS would nonschedule the mission. The assigned takeoff time

structure also allows the tanker to fly two missions a day while providing

required tanker aircraft maintenance turn time. RESOMS will allow two tanker

missions to be scheduled following each other since it does not consider tanker

turn time.
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6. Threat missions using CCF and FCA resources have an overall acceptable time

block of 1000 - 1800 unless daylight requirements require a specific mission

to use an earlier stop time. This minimizes the amount of overtime required

to support the required resources.

7. The overall acceptable time for remaining missions is 0700 - 1700. Mission

requests with special time block requirements based on daylight or satellite

coverage are not altered. This constraint is included to keep the majority of

the missions within a standard maintenance and crew duty-day.

Figures 3.3 through 3.6 show a more detailed overview of the four part cycle.

The algorithm flow for each part is divided into blocks and labeled. The description

of each block includes additional details of the scheduling algorithm. If used as

designed, many algorithm actions would be accomplished by the computer. Part

1 of the algorithm, depicted in Figure 3.3, attempts to schedule missions requiring

tanker, CCF, and FCA resources. The user begins the algorithm by entering the

search limit.

Block A The algorithm selects the highest priority mission requiring tanker, CCF,

and FCA resources waiting to be scheduled. Only missions with a mission

status of SCIEDULING are considered. If an alternate mission is selected,

the algorithm checks the mission status of the primary mission. If the primary

mission has a mission status of SCHEDULING, the algorithm reverses the

priority rank and considers the primary mission first.

Block B The mission start time is 0700 if possible, otherwise 1300.

Block C The RESOMS scheduler attempts to schedule the mission. If this is pos-

sible the mission status changes to SCHEDULED and the algorithm continues

in Block F.

Block D If a resource conflict could not be resolved by RESOMS, the user is

prompted to determine if any alternate or deletable resources exist that were
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not shown on the mission request. If changes can be made, the mission re-

turns to Block C) to be scheduled after resource adjustments are complete.

If changes are not possible for the active mission, the user determines if re-

source adjustments can be made for the conflicting mission. If changes can

be made, the user unschedules the conflicting mission, makes the change, and

reschedules. Scheduling of the active mission restarts in Block C.

Block E If the conflict cannot be resolved for a mission start time of 0700, the

scheduling process begins again with a start time of 1300 in Block C. If the

conflict cannot be resolved for a mission start time of 1300, the mission status

changes to NONSCIIEDULED.

Block F If more missions require the same resources within the search limit, the

cycle restarts at Block A, otherwise the aigorithm proceeds with Part 2.

Part 2 of the algorithm, depicted in Figure 3.4, attempts to schedule missions

waiting to be scheduled which require CCF and FCA resources.

Block G The same logic as Block A except missions requiring CCF and FCA

resources are selected.

Block H The mission start time is 0700 if possible, otherwise 1000.

Block I The same logic as Block C except the algorithm continues in Block M.

Block 1 The same logic as Block D except the algorithm returns to Block I.

Block K If the conflict cannot be resolved, the mission start time is slipped to the

earliest available time based on turn time. As long as the stop time is within

the acceptable time block, the algorithm attempts to schedule the mission using

Block I.

Block L If the mission cannot be scheduled in the acceptable tme block, the algo-

rithm attempts to schedule the mission by bumping the lower-priority missiolns.

Bumping occurs when a lower-priority mission is at least temporarily displaced.
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Figure 31.4. Overview of New Scheduling Algorithm - Part 2
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The bumping process is accomplished by unscheduling one mission at a time

until the active mission is scheduled, or no lower-priority missions remain.

If scheduling the active mission is not possible, the mission status changes

to NONSCHEDULED. An attempt is then made to reschedule bumped mis-

sions, highest priority first. Rescheduling missions in this order guards against

a lower-priority mission using resources nceded by a higher-priority mission.

During rescheduling, the user is prompted to resolve conflicts if possible.

Block M If more missions require the same resources within the search limit, the

cycle restarts at Block G, otherwise the algorithm continues with Part 3.

Part 3 of the algorithm, depicted in Figure 3.5, attempts to schedule missions

waiting to be scheduled which require a tanker resource,

Block N The same logic as Block A except missions requiring tanker resources

are selected.

Block 0 The same logic as Block B.

Block P The same logic as Block C except the algorithm continues in Block S.

Block Q The same logic as Block D except the algorithm returns to Block P.

Block R If the conflict cannot be resolved for a mission start time of 0700, the

scheduling process begins again with a start time of 1300 in Block P. If the

conflict cannot be resolved for a mission start time of 1300, the algorithm at-

tempts to schedule the mission by bumping lower-priority missions as described

in Block L. If this is not possible, the mission status changes to NONSCHED-

ULED. An attempt is made to reschedule bumped missions.

Block S If more missions require the same resource within the search limit, the

cycle restarts at Block N, otherwise the algorithm continues with Part 4.

Part 4 of the algorithm, depicted in Figure 3.6, attempts to schedule all re-

maining missions.
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Figure 3.6. Overview of New Scheduling Algorithm - Part 4
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Block T The same logic as Block A except resource requirements are not consid-

ered, therefore allowing all remaining missions to be considered for scheduling.

Block U Initial mission start time is 0700.

Block V The same logic as Block C except the algorithm continues in Block Z.

Block W The same logic as Block D except the algorithm returns to Block V.

Block X The same logic as Block K except the algorithm returns to Block V.

Block Y The same logic as Block L.

Block Z If more missions exist within the search limit, the cycle restarts at Block T,

otherwise add 15 to the search limit and continue the algorithm with Block A.

For a step-by-step detail of the new scheduling algorithm see Appendix C.

Algorithm Differences

Although the algorithms attempt to schedule as many missions as possible,

there are numerous noteworthy differences between the RESOMS noninteractive

algorithm, the manual scheduling method, and the new scheduling algorithm. The

significant differences are contained in the following list.

1. The RESOMS scheduling algorithm is a constructive algorithm that does not

change a mission or its resources once scheduled. The new scheduling algo-

rithm is also a constructive algorithm, but allows for changes to, or removal

of, previously scheduled missions.

2. The RESOMS algorithm selects the next mission to be scheduled strictly by

mission priority. The new interactive algorithm bases scheduling activity on

critical resource groups and priority rank within each of the four cycles.

3. The RESOMS algorithm allows only alternate/deletable resources listed on

the mission request to be considered. The nuw algorithm, like the manual
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scheduling method, solicits information from the mission request submitter to

determine if unlisted options exist.

4. The manual method is highly dependent on scheduler skill and experience

and therefore is not as systematic as the computer-based new algorithm or

RESOMS.

All three scheduling methods are capable of producing a schedule. To compare

the effectiveness of each method, each method has been exercised using the same

mission request information. The results and analysis of these schedules are included

in Chapter IV.
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IV. Algorithm Testing and Analysis

In order to test the effectiveness of the new interactive algorithm, schedules

were built using actual mission requests for three typical scheduling days. The three

days were selected by 3246 TESTW/DOSO and are considered as representative

samples and not as extreme cases. The schedules produced for the three days by

the new interactive algorithm, can be compared to the schedules produced by the

noninteractive RESOMS mode and to schedules produced manually. The schedules

produced with the RESOMS algorithm and the new algorithm were extracted from

products generated using the training mode in RESOMS. The training mode operates

essentially the same as the functional mode without affecting the actual schedule.

The manual schedules were extracted from initial RESOMS output of the Pre-plot.

This chapter presents the schedules, scheduling activity summaries, and analysis of

reasons why missions were scheduled by one method and not another. The schedule

from each method shows the scheduling day as a timeline with the hours of the day

shown across the top of the table. Mission numbeis in highest-priority to lowest-

priority order are shown in the second column of the table. The rectangular areas

in the main table indicate mission times. A rectangular area in the column to the

left of the mission numbers (NS) indicates the mission status is NONSCHEDULED.

Other information extracted from the RESOMS output is used for the scheduling

activity summary and analysis of the nonscheduled missions.

The scheduling activity summary includes information concerning sorties, mis-

sions and RBA for all three scheduling methods. The 3246 TESTW computes and/or

monitors this information for internal analysis. Total missions scheduled and to-

tal missions nonscheduled combine to equal the total missions considered. Total

TESTW/AWC sorties are only those flights flown using the 3246 TESTW and the

4485 AWC aircraft. Total air test/task missions is simply the total number of air-

borne test and task missions flown. Since missions may have one or several aircraft
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sorties involved, the number of missions may be less than the number of sorties.

RBA was not considered during schedule construction, although a change in RBA

may be a side effect of the number and/or priority of missions scheduled.

In addition to numerical information concerning the schedules, analysis of dif-

fering results from the scheduling methods is also important. All three scheduling

methods were able to schedule a certain portion of the mission requests. Some mis-

sions were scheduled at different times of the day or shortened as a result of the

particular scheduling method.

Each schedule contains nonscheduled missions resulting from resource conflicts

with higher-priority missions. Some resource conflicts resulted in nonscheduled mis-

sions using all three methods and indicates resource demand exceeded availability.

Of particular interest are nonscheduled missions that were scheduled by at least one

of the other scheduling methods. A summary of the reasons nonscheduled missions

were able to be scheduled by at least one other method is included for each day.

A more detailed explanation including mission numbers, conflicting resources, and

explanation of how other methods were able to schedule the mission can be found in

Appendix D.

The schedules, schedule activity summary, and analysis of nonscheduled mis-

sions for each day are presented in the following sections.

Day 1

A total of 50 mission requests were considered for Day 1 of the algorithm

testing. The schedule produced using RESOMS in the noninteractive mode is shown

in Figure 4.1 with 31 missions scheduled and 19 missions nonscheduled. Figure 4.2

presents the schedule produced manually with 37 missions scheduled and 13 missions

nonscheduled. The new interactive scheduling algorithm produced a schedule with

37 missions scheduled and 13 missions nonscheduled. Figure 4.3 illustrates this

schedule. Several missions on the schedule produced with the new algorithm do not
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begin at 0700 as the algorithm would suggest as they were scheduled based on more

restrictive time window constraints.

The summary of scheduling activity for Day 1 is shown in Table 4.1. Review of

the information included in the table indicates some general differences between the

schedules for this particular day. The manual method and the interactive algorithm

increased the number of airborne test and task missions by scheduling over 50% more

missions than were scheduled using RESOMS. The 6 nonscheduled missions resulted

in 13 fewer 3246 TESTW/4485 AWC sorties flown. Flying only half the number

of sorties with the RESOMS schedule indicates considerable reduction in aircraft

and aircrew usage. Based on the schedules developed by the different methods,

the schedule produced by the new algorithm recoups $1,275 more than the manual

scheduling method, while earning $18,095 more than the RESOMS schedule. Since

the selection of missions is not RBA-based, one cannot with certainty, attribute the

increased RBA to the algorithm

Table 4.1. Day 1 Scheduling Activity Summary
TOTALS RESOMS MANUAL ALGORITHM

MISSIONS CONSIDERED 50 50 50

MISSIONS SCHEDULED 31 37 37

MISSIONS NONSCHEDULED 19 13 13

AIR TEST/TASK MISSIONS 11 17 17

TESTW/AWC SORTIES SCHEDULED 13 26 26

RBA(S) 35,293 53,388 54,663
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To find the causes of the differences in these schedules, reasons why nonsched-

uled missions were able to be scheduled by at least one other mode must be reviewed.

The RESOMS schedule had nine missions that were scheduled by at least one other

scheduling method. Three missions were nonscheduled because the conflicting mis-

sion was scheduled for a requested time in the middle of the morning, and did not

allow sufficient resource turn time for another mission. The scheduler and inter-

active algorithm scheduled missions in such a way that allowed the three missions

to be scheduled. Three missions were nonscheduled because RESOMS computed

that a CCF resource conflict existed when in reality sufficient resources were avail-

able. This pseudo-conflict (false identification of a conflict) was avoided by the other

scheduling methods through scheduler interaction. Scheduler interaction was key in

other missions being scheduled by the schedulers and the interactive algorithm. One

mission was nonscheduled because RESOMS is not capable of telling missions to

coordinate with each other and share a resource. Two missions were nonscheduled

because RESOMS is unable to pick a resource not listed on the mission request.

The manually-constructed schedule and new interactive scheduling algorithm

contained three nonscheduled missions that were scheduled by another method. Tile

conflicting resource was available for RESOMS to schedule two of the missions be-

cause it did not schedule a higher-priority mission using the resource. The other mis-

sion nonscheduled on the manual schedule resulted from an oversight of a deletable

resource The interactive algorithm prompted the scheduler to determine if the re-

source could be deleted. As a result the manual method scheduled the alternate of

a mission that did not require the resource. It is possible that oversight of this type

could also occur with the interactive algorithm since it relies on scheduler input.

Day 2

A total of 38 mission requests were considered for Day 2 of the algorithm

testing. The schedule produced using RESOMS in the noninteractive mode is shown
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in Figure 4.4 with 27 missions scheduled and 11 missions nonscheduled. Figure 4.5

presents the schedule produced manually with 30 missions scheduled and 8 missions

nonscheduled. The new interactive scheduling algorithm produced a schedule with 31

missions scheduled and 7 missions nonscheduled. Figure 4.6 illustrates this schedule.

Several missions on the schedule produced with the new algorithm do not begin at

0700 as the algorithm would suggest as they were scheduled based on more restrictive

time vindow constraints.

The summary of activity for Day 2 is shown in Table 4.2. Review of the

information included in the table indicates some general differences between the

schedules for this particular day. The manual method and the new algorithm in-

creased the number of airborne test and task missions above RESOMS results by

33% and 45%, respectively. The new algorithm scheduled one more mission than

the manual method, but flew one less sortie. The additional sortie resulted when

the manual schedule used an extra chase aircraft rather than refueling support as

done by the interactive algorithm. The manual method and the new algorithm flew

70% and 60% more sorties than RESOMS scheduled, respectively. Based on the

schedules developed by the different methods, the new algorithm schedule recoups

$1,065 more than the manual scheduling method, while earning $6,931 more than

the RESOMS schedule. Since the selection of missions is not RBA-based, one cannot

with certainty, attribute the increased RBA to the algorithm.

To find the causes for the differences in these schedules, nonscheduled missions

must be reviewed. The RESOMS schedule had seven missions that were scheduled

by at least one other scheduling method. The reasons are very similar to those

from Day 1. Three missions were nonscheduled because the conflicting mission was

scheduled for a requested time in the middle of the morning, and did not allow

sufficient resource turn time for another mission.
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Table 4.2. Day 2 Scheduling Activity Summary

TOTALS RESOMS MANUAL ALGORITHM

MISSIONS CONSIDERED 38 38 38

MISSIONS SCHEDULED 27 30 31

MISSIONS NONSCHEDULED 11 8 7

AIR TEST/TASK MISSIONS 12 13

TESTW/AWVC SORTIES SCHEDULED 10 17 16

RBA(S) 35,723 41,589 42,654
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The scheduler and interactive algorithm scheduled missions in such a way that

allowed the missions to be scheduled. Scheduler interaction was again key in other

missions being scheduled by the schedulers and the interactive algorithm. One mis-

sion was nonscheduled by RESOMS pseudo-conflict for CCF resources. Another

mission was nonscheduled because RESOMS can not recognize similar missions that

can operate with shortened turn time. Two of the missions that were nonscheduled

were very similar or identical to other nonscheduled missions. While RESOMS did

not schedule either of the missions, the manual method and the interactive algorithm

selected opposite missions from the similar pairs.

The manually-constructed schedule contained four nonscheduled missions that

were scheduled by at least one other method. A resource was available for RESOMS

to schedule two of the missions because it did not schedule a higher-priority mis-

sion. The interactive algorithm scheduled one of the missions by selecting a resource

overlooked by the scheduler. It is possible that oversight of this type could also

occur with the interactive algorithm since it relies on scheduler input. Two of the

missions that were nonscheduled were very similar or identical to other nonsched-

uled missions. The interactive algorithm picked the other mission in the pair. The

other mission nonscheduled on the manual schedule resulted from an oversight of

a deletable resource. The interactive algorithm prompted the scheduler to deter-

mine if the resource could be deleted. As a result the manual method scheduled the

alternate of a mission that did not require the resource.

The schedule constructed by the new interactive algorithm contained three

missions that were scheduled by at least one other method. A resource was available

for RESOMS to schedule one of the missions because it did not schedule a higher-

priority mission. Two of the missions that were nonscheduled were very similar or

identical to other nonscheduled missions. The scheduler picked the other mission in

the pair when building the manual schedule.
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Day 3

A total of 54 mission requests were considered for Day 3 of the algorithm

testing. The schedule produced using RESOMS in the noninteractive mode is shown

in Figure 4.7 with 34 missions scheduled and 20 missions nonscheduled. Figure 4.8

presents the schedule produced manually with 34 missions scheduled and 20 missions

nonscheduled. The new interactive scheduling algorithm produced a schedule with

35 missions scheduled and 19 missions nonscheduled. Figure 4.9 illustrates this

schedule. Several missions on the schedule produced with the new algorithm do not

begin at 0700 as the algorithm would suggest as they were scheduled based on more

restrictive time window constraints.

The summary of activity for Day 3 is shown in Table 4.3. Review of the

information included in the table indicates some general differences between the

schedules for this particular day. The manual method and the new algorithm in-

creased throughput of airborne test and task missions above RESOMS results by

approximately 15% and 25%, respectively. The new algorithm scheduled one more

mission and sortie than the manual method. The difference between RESOMS and

the other scheduling methods is not as great in this test sample.

A notable flaw in the RESOMS schedule exists. Mission 3179 is scheduled to

immediately follow mission 3868 and allows no time for the tanker aircraft to land,

refuel, and takeoff again. Flight time and offload requirements would not allow a

single mission to remain airborne for the entire duration. Although the number

of missions scheduled does not vary greatly, there is a considerable difference in

RBA. Based on the schedules developed by the different methods, the new algorithm

schedule recoups $7,980 more than the manual scheduling method, while earning

$26,037 more than the RESOMS schedule. Since the selection of missions is not

RBA-based, one cannot with certainty, attribute the increased RBA to the algorithm.

To find the causes for the differences in these schedules, nonscheduled missions

must be reviewed. The RESOMS schedule had six missions that were scheduled
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Table 4.3. Day 3 Scheduling Activity Summary

TOTALS RESOMS MANUAL ALGORITHM

MISSIONS CONSIDERED 54 54 54

MISSIONS SCHEDULED 34 34 35

MISSIONS NONSCHEDULED 20 20 19

AIR TEST/TASK MISSIONS 13 15 16

TESTW/AWC SORTIES SCHEDULED 16 18 19

RIIA(S) 43,305 61,362 69,342

by at least one other scheduling method. The reasons are again similar to the first

two days. Four missions were nonscheduled because RESOMS did not allow the

sharing of resources. The scheduler and interactive algorithm scheduled the two

missions needing a tanker at the same time thus allowing the other four missions to

be scheduled. One mission was nonschedulid by RESOMS pseudo-conflict for CCF

resources. In another instance RESOMS scheduled an alternate mission rather than

the primary mission. The new scheduling algorithm includes logic to prevent an

alternate from being scheduled prior to the primary mission.

The manually-constructed schedule contained six nonscheduled missions that

were scheduled by at least one other method. A resource was available for RESOMS

to schedule four of the missions because it (lid not schedule a higher-priority mission.

The interactive algorithm scheduled one of these missions and another nonscheduled

mission by scheduling missions closer together. The other nonscheduled mission was

the alternate mission scheduled by RESOMS.
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The schedule constructed by the new interactive algorithm contained four mis-

sions that were scheduled by at least one other method. A resource was available

for RESOMS to schedule three of the missions because it did not schedule a higher-

priority mission. The other nonscheduled mission was the alternate mission sched-

uled by RESOMS.

Analysis Summary

The three days of schedules developed using the three methods provide an esti-

mate of the capability of each scheduling method. No detailed statistical comparison

was performed on this limited number of samples since results would not provide any

conclusive information. However, genera] observations are made with respect to the

schedule activity summaries and the analysis of nonscheduled missions. In addition,

3246 TESTW/ADO impressions of the schedules produced by the new algorithm are

included. The activity summaries for the three days of data allow several general

characterizations concerning the different scheduling methods.

The nonscheduled missions provide considerable insight to the activity sum-

maries. The majority of interest concerns results obtained from airborne test, task,

and task-oriented training missions. In terms of the number of missions and 3246

TESTW/4485 AWC sorties flown, the manual scheduling method and the new

scheduling algorithm produce fairly similar schedules. On two of the test days the

new algorithm did schedule an additional mission. This systematic computer-aided

approach to scheduling seems to help avoid scheduler oversights. The manual method

and the new algorithm outperformed the RESOMS scheduling method in terms of

airborne test, task, and task-oriented training missions, total missions, and sorties

scheduled.

The fact that the other methods outperformed RESOMS was not unreasonable

to expect. Previous experience within the 3246 TESTW determined that the manual

method surpassed RESOMS in throughput. Although the number of test cases are
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limited, the results do not contradict these previous findings. The new algorithm

contains concepts for scheduling critical resources currently used by the schedulers

and attempts to make improvements to the schedule during construction of the

schedule. The RESOMS algorithm uses only a "Greedy" heuristic to build the

schedule. RESOMS occasionally scheduled missions not scheduled by the manual

method or the new scheduling algorithm, but at the expense of a higher-priority

mission.

The capability for a scheduler to make an input during the scheduling process

resulted in several higher-priority missions being scheduled that were not scheduled

by RESOMS(e.g., using a tanker for two missions at the same time, resolving CCF

pseudo-conflicts). The quality of the manual schedules probably varies considerably

with the level of experience of the scheduler. The systematic approach used by the

algorithm should make the scheduling process less dependent on individual expertise

and while any single individual may be able to beat the new algorithm, the interactive

approach of the algorithm doesn't preclude using scheduler's insights.

The difference between schedules in terms of the number of missions scheduled

and the priority of the missions scheduled appear to relate to RBA. The interactive

algorithm consistently scheduled more and higher priority missions than RESOMS

and an increased RBA was also noted. The RBA of the new algorithm was consid-

erably better than the manual method on only one of the days, and slightly better

on the other two days. This tends to indicate a possible improvement in RBA by

the new scheduling algorithm, although the small number of data points does not

provide rigorous statistical conclusions.

In addition to the above comparisons of the schedules, the schedules and ac-

tivity summaries were provided to the 3246 TESTW/ADO for review. The 3246

TESTW/ADO expressed that he was "very pleased with the schedules" produced

by the new algorithm. He was also pleased that the algorithm was developed using

concepts based on Eglin scheduler expertise and is designed to interact with sched-
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ulers during use. The ADO also envisioned reduced scheduler manpower costs if the

algorithm is implemented in RESOMS, since fewer people and less experience would

be required to develop a schedule.

Conclusions based on this research and recommendations for further study are

presented in Chapter V.
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V. Conclusions and Recommendations

This chapter provides a summary of the research and presents ideas for future

research or improvement to the Eglin test range scheduling system.

Conclusions

The need exists for an algorithm that improves mission scheduling, integrates

into RESOMS, and utilizes many of RESOMS current capabilities. The primary

objective of this research was to design an improved computerized scheduling aid.

The measure of performance for this approach is the number of missions scheduled

using this aid as compared to current Eglin capabilities. Constructive heuristics

are integrated in the algorithm to schedule missions according to critical resource

groups while ensuring mission priority is not violated. The success of this newly-

developed scheduling algorithm has been measured against the schedule produced

using RESOMS without interaction, and the manually-plotted schedule.

The schedules that were produced using the new algorithm demonstrated, at

least for a small number of cases tested, improvement over RESOMS in the nonin-

teractive mode in terms of a, oorne test, task, and task-oriented training missions

and sorties, as well as R3A. In testing the new algorithm also produced schedules at

least as good as those )roduced manually, with, in most cases a small improvement

in the utmber of missions scheduled. This improvement is possible due to a more

systematic appr-oach to scheduling which helps control lost ol)i)ortunities caused by

oxersight. Improved mission throughput is one of the benefits that may be realized

by incorporating the new algorithm as part of RESOMS.

A nother benefit of incorporating the new algorithm in RESOMS is that one

scheduler can create the schedule without the assistance of others since the scheduler

wuld interact diiectly with the conlputer rather than using the current multi-person

process.
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The systematic approach to scheduling is beneficial to schedulers with less ex-

perience since the algorithm would help build the schedule in addition to identifying

conflicts.

Eglin test ranges operate under very dynamic conditions. The new algorithm

presented in this research uses constructive heuristics to develop a schedule that

demonstrated for a small number of tests considerable improvement over the current

RESOMS algorithm. The algorithm also provides a method to combine computer

capabilities and existing scheduler experience. Based on initial indications, addi-

tional testing of the new interactive scheduling algorithm is warranted. This testing

would be most effective if performed as a trial implementation within RESOMS to

allow analysis of schedules, as well as scheduling time and manpower requirements.

Recommendations

During the course of working with the scheduling system and developing the

new scheduling algorithm we have noted that improvement heuristics have the po-

tential to further irprove the scheduling process. Improvement heuristics should be

investigated to determine their value in improving existing schedules constructed by

any other method.
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Appendix A. Sample Mission Request

Menu Ite., ni/OU .s of 91-10-17 at 08:46. Schedulinq dots: NON N 11021 Pal* I
As of: 17-OCT-1991 at 08:45

MISSION REQUEST: 6448 (LNCH NOT ADF-2 SCHEDULED

MISSION: 6648 SUNITTER: TI.SROLLXT
TITLE: ADF AMRAAX SCYARATIONS/OUZDED LAUNCHES
JON: 2ISSUA36 JON PHASE: ACTIVE PRIORITY: 0107
RESFONSIDLE TES ENGINEIRS:

SUN: TI.,ROLLCT 3246TW/DOMT (904)882-4873 (904)039-1402
ALTi T.HUUERAF 3246TW/DOMT (904)882-4973 (904)651-2446
ALT: TE.WAYNE 3246TW/DOXT (904)182-4813

MISSION INFORMAION

MISSION DATE(TYMMDD)t 91-10-21 (NON) OVERALL ACCCPTAILE TIME BLOCK 0700-0900
MISSION START-STOP: 0700-0900 ALLOWASLE TIME REDUCTION: 000
NAVE HMP'CODRS: 0 NOTAMS NEZDD T
MISSION TYPE; TD - TEST AIR ARMAMENT
MISSION CONDITION: HS - RST SUPERSONIC / OTHER
MISSION LOCATvON: AW - AIR WATER PROFILE
MI ION ACTIVITY; AA - AIR-AIR GUIDED MUNITIONS. POWERED, NOT
REQUESTING AOENCI: V - 3246 TSTW/T M
MISSION ODJCCTZV: ADP HOT LAUNCH. A LOAD. PROFM.E ADF-2
MISSION CATEOORV: BACKUP RELATED MISSION NUMER: 6646
THIS MISSION REQUIRED IF MISSION 664S IS NOT SUCCESSFUL

IS THIS A BLACKBOARD MSN ? N

CURRENT MISSION STATUS - SCXEDULED

SCHEDULEo By RUN 009
STATUS LAST CHANGED BT SCHEDULER 12:26 ON 911011
TIME / DATE SUSNZTTED BY REQUESTOR 11100 ON 911009
TIME / DATES SINITTED bT OROANISATION 13142 ON 911010

AIRCRAFT OF CH DEL START-STOP PR POST MIT P/P FC 3 t0 A C S

PliA 761 TV '. N 0700-0900 240 030 120 000 62 N I S
,TING PRON NOT GUN LINE
IQUIRES REFUELING

?1$$ 37 TW 0 N 0700-0900 000 000 120 000 61 NI S
OPERATING FROM: RAMP
A/C REQUIRES REFUELING

ECIO ANY OTHER 0 1 N 0700-0900 000 000 000 000 ANT N 1 U S
OPERATING FROM: RAMP
NUMBER Of A/C OF THIS TYPE TO 9E UTrLIEED: 1

FREQUZNT: OT 394.00 MMS ALTITUDE: 20 (K F?) REFUEL TINE: 0015
OFFLOAD NI: 000 IK LOS) OFFLOAD MAX: 035 JK LOS)

PROFILES OF CM OIL START-STOP NOT SUPER A C I

STANDARD-EWTA2.W01 0 1 N 0700-0900 T T I
ALTITUDS HIS!* .0 (K PT) MAX a 50.0 (K FT)

MWTA2 (000-000)
STANDARD-EWTA3.VO1 0 1 N 0700-0900 T T S

ALTITUDE: HIM .0 (K FT) MAX a 50.0 (K PT)
EWTA3 (000-000)

STANDASD-WISI.W1 1 1 N 0700-0900 T 1 S
ALTITUDE: NIX w .0 (K FT) MAE - 50.0 (K FT)
WlSi (000-000)

RANGE SUPPORT OP CK DEL START-STOP PR POST TWRN A C

A2OAUXGEUI 0 1 N 0700-0900 000 000 000 U I
AOPPS1-31 CC? 0 1 N 0700-0900 000 000 015 1
A20FPSIG-32 CC? 0 1 x 0700-0900 000 000 015 2
A3AUXOEU 0 1 N 0700-0900 000 000 000 1
A)FRW2 0 1 N 0700-0900 090 000 015 1
A3HP319-161 CC? 0 1 N 0700-0900 000 000 015 1
ASPCA CX10 0 1 N 0700-0900 090 000 015 •

A6FCA CR3 0 1 N 0700-0900 090 000 015 1
ASFCA CIS 0 1 N 0700-0900 090 000 015 1
94A303 0 1 N 0700-0900 030 000 015 1
O3AUXGEN1 0 1 N 0700-0900 030 000 000 S
03FCA 0 1 9 0?00-0900 090 000 015 S
D3?PSIS-27 CCP 0 1 N 0700-0900 000 000 015 1
D3FRW2 0 1 N 0700-0900 090 000 015 5
O3TH1O5 0 1 N 0700-0900 000 000 015 1
EOD 0 1 N 0700-0900 000 000 000 0 3
?LFAC10S 0 1 N 0700-0715 060 000 015 1
FL? 0PS OPEN 0 1 N 0700-0900 120 120 000 U S
MICROWAVE-BLD44 0 1 N 0700-0900 030 000 000 U S
PE OPEN 0 1 N 0700-0900 045 060 000 U S
SAFZtY 0 1 1 0700-0900 000 000 000 U S
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Menu Iten: MX/GS as of 91-10-17 at 08:46. Scheduling date: MON 911021 Paqe 2
As of: 17-OCT-1991 at 03:45

MISSION REQUEST: 6648 (LNCH HOT AD-2 ) SCHEDULED

TONE RECORDER 0 1 N 0700-0900 000 000 000 U S
TYNTELZN 0 1 N 0700-0900 240 045 015 S

CCr OP CR DEL START-STOP PEE POST TURN SO A C S

AC/CNTA 0 1 N 0700-0900 000 000 030 A S
ACUECT (020) SODS (033) VAX (010)

AMT 0 1 N 0700-0900 030 0JO 030 A S
STRIP (100) TECONCOPY (020) TICONSOLE (020) TM (100,
VAX (020)

COMM 0 1 N 0700-0900 045 000 000 A S
Comm (050)

CS? 0 1 N 0700-0900 030 000 030 C S
AUXP (100) FEW2 (100) PRECAL (000) TECONCOPY (033)
TECONSOLE (025) VAX (020)

CS 02 0 1 N 0700-0900 030 000 030 A S
AUXF (000) FEW2 (000) PRECAL (000) TECONCOPT (033)
TECONSOLE (025) VAX (020)

TRERC 0 1 N 0700-0900 030 000 030 C S
TNREC (100)

FREQUECN OP CH DEL START-STOP PRE POST TURN A C S

0TH 394,000 --Z 0 1 N 0700-000 000 000 S
OTH 425.000 M3( 0 1 N 0700-0900 000 000 S
OTH 565000 Mil 0 1 N 0700-0900 000 000 S
OTMI0000.000 MHz 0 1 N 0700-0900 000 000 S
TM 1493.5 MHz 0 1 N 0700-0900 000 000 S
TM 2249.5 MRS 0 1 N 0700-0900 000 000 S

UnF 359.2 MHz 0 1 N 0700-0900 030 000 015 S

FCA CODES OF CH DEL START-STOP PRE POST MPRE A C S

HR 0 1 N 0700-0900 090 000 000 1

-PHOTO LAS

COLOR - liMM-MOVIE RUSH-IMDIATE CONFIDENTIAL
COLOR - 35KH-STILL RUSH-24 HOURS UNCLASSIFIED

-GENERAL REMARKS

1. THIS MISSION IS A SINGLE LAUNCH IN THE ?IS AO SEPARATIONS
PROGRAM. LAUNCH PROFILE ADr-2 WITHOUT A TARGET.

2. THE "ISSILE IS A LIVE AIM-120 WITH AN OPERATIONAL SEEXR. AN INSTRU-
MENTATION SECTION WILL REPLACE TUE WARHEAD AND PROVIDE T*, BEACON, AND ITS

3. DIVISION COORDINATIONs MR. STRECKLAND, 2-4673.
VITRO REVIEW MR NCIRIDE, 2-4994.

4. FOR SC:
- REQUEST A DICRYPTID MISSION TAPE SE MADE DURING THE MISSION.
- REQUIST REAL-TZME DIOITIZING Or MISSION TAPES.
- CC? CONFIGURATION: 761 5.1 FOR TAPE 3 REV 22 AAVI
- REQUEST TAPE PLAYIACK IT CCF AT MISSION START TIME MINUS ONE OUN.

USE SOUIRC TAPE 3A REV 22 GTV, 9 MAY 11 FOR MISSILE PLAYIACE
- THERE IS NO ECM OR TARGET ON THIS MISSION PROFILE.

3. TANNER INFOi MAX OFFLOAD 35,000 Las
NUNER OF RECIZVERS: AS REo,
AJCT: AS R91D THROUOUTOUT RANGE TIME
TANKER ALTITUDE: 20,000 FT NIL
TANNER PROFILE: MODIFIED DESTZI ALPNA
RECCIVIRE: 2 X Fi

NOTE: TANKER TO CONTACT PROJECT PRIOR TO NEN TINE ON FREQ
359.2. TAKEOFF FOR TANKER TO ON COORDINATED WITH PROJECT.

6. FOR PHOTO LABI 35 M STILL PHOTOS REQUIRED PE AND POST MISSION OF THE
AIRCRAFT CONFIGURATION. SANE DAY SPLICE OF ODSOARD CAMERAS IS REQUIRED
TO FACILITATE SHIPMENT TO CONTRACTOR TO EXPEDITE TEST CONDUCT. 16 M
FILM MAY as UNCLASSIFIED. DEFENDING ON COVERAGE PHOTOG WAS ABLE TO GET.

7. AIRCRAFT ASZGNMNTS:
-- ) FISA/761 (SHOOTER)
-- TWO SEAT ?IS - PHOTO CHASE AND RANGE SWE9F. NEEDS TO SE 61 OR 62 FUEL

S. FOR DOU: REQUEST PHOTOG FOR HOT MISSION; PEOTOG TO USE 16 MM
MOVIE CAMERA (COLOR); PHOTOG DEDICATED FROM DRESS NISION.

9. FOR SAFETY:
REQUEST NOTAN SE ISSUED IF FTS HAS EXPIRED SAP. SANE PROCEDURES AS USED
IN THE PAST FOR NOTAN ISSUE BY JAX CENTER ON USE OF EWTA TO SE EMPLOYED.

-M A REMARKS

1. MISSILE TO 9E DELIVERED TO AIRCRAFT 3.5 HOURS PRIOR AND WILL BE LOADED
3 HOURS PRIOR TO TAKEOFF. AFDTC LOAD CREW WILL CONFIGURE, LOAD, INSTALL
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Menu Itest Mx/Gs as ot 91-10-17 at 08:4f. Schoduling datet non 911021 P:108.4 3
A; aft 17-OCT-1991 at 04

MISSION REQoUEST' 044 (LNCN NOT AVP-2 SCHERDULED

BUFFER CONNECTOR, AND DECONFIOURE AIRCRAFT POST MISSION.
2. ALE. MISSION AIRCRAFT TO IE CONFIGURED IAW APPLICARLE PART 1.
3. AGE REQUIRD: C-10, POWER CART, ) HEAOSETS -Y- CHORD

ADAPTER, F-16 AIR CONDITIONING ADAPTSR.
4. REQUIRE CREW CHIEF FOR PRE FLIGHT.
S. REQUEST F16/791 SE LOCATED IN MIDDLE OF NOT GUR LINK. 00 NOT PUT IN

SPOT 91.
4. r14 SOFTWARE: P078 (ADr)

-0 6 M REMARKS

1. MAXIMUM CLASSIFICATION FOR DATA ON THIS MESSION WELL SE CONFIDENTIAL.
2. REQUEST ALEL SITES MAKE DECRYPTED MISSION TAPES. EXPEDITE

DELIVERY Or ALL TM AND RADAR TAPES TO EGLIN AFe.
1. CAMERA SHOPS GADS DATA WILL SE REQUIRED, GADS PREFLIGHT OF

CAMERAS REQUIRED
4. FRFQSl

394.8 TANKER GO
425.0 MISSILE DESTRUCT
5445.0 MISSILE K-PONDCR DOWNLINK
540*.0 MZIILE K-PONDER UPLINK

TOMES 1.3,4 AND CODE SPACING 11
1493.3 A/C ?OAS TM
3340.5 MISSZI TM
3$9.2 mission oP$

-T F REMARKS

1. ALL DATA TAPES FROM THIS MISSION WILL 3S CONFIDENTIAL.
z. REFLIGHT F-ISA/741 tAW PART 1. PREFLIGHT MUST IS COMPLETED TAW

NORMAL 324d TN MISSION TIMELINES.
3. ENCRYPTION KEYING SUPPORT FOR THE MISSILE AND LAUNCH AIRCRAFT IS REQUIRED.
4, ALL AIRCRAFT MUST HAVE A IEACON INSTALLED AND PREFLIGHTED.
S. B0TH AIRCRAFT AND MISSILE WILL RAVE To SE KEYED WITH THEt AMRAAM KEY

of THE DAY. TFE CALL CONTRACTOR OIRSGNNEL TO COORDINATE MISSILE
KEYING, MISSILE KEYING WILL TAKE PLACE ON THE FIS AIRCRAFT 2.9 HOURS
PRIOR TO TAKEOFF.

4, MISSILE TM AND ICACON CHECKS TO St COMPLETED 2.9 HOURS PRIOR TO TAKEOFF
7. USE SCREEN ROOM TO VERIFY AIRCRAFT AND MISSILE KEY.

A-3



Menu It..: MI/GB as of 91-10-17 at 06:46. Sch~duling date: mON 911021 paw., 4
As of: L7-OCT-1991 at 05:45

MISSION REQUEST PART B - 6648-A (LNCH HOT ADf-2 A)

-GENERAL INFORMATION

AIRCRAFT: ----------- F16
TAIL NO.: ----------- 761
TYPE MISSION: --------- FLY/DROP
REQUESTED DEI.IVERY DATE: ---- 911021
DELIVERY LOCATION: ------- NOT GUN LINE
DELZVERY TIME: ---------
LOAD CHECKLIST 0: ------- ADP 16S1500 LAUNCHER/AMRAAM ON 1631300

-MUNITIONS REQUZSTZD

1410-L1O-7219-2823, AMRAAM AAVI, S/N CA-50053 (KD-07)
CLASS: CLASS TYPE: 1.3 Issue$ EACN QUANITY: 1

AIM-9. ANY, INERT PREFERRED
CLASS: UNCLASS TYPE: INERT ISSUE: EA QUANITY: 3

-SPECIAL OFSTRUCTIONS

1. AGE 19EQD: POWER. AIR, Y-CORD ADAPTOR WITH THREE HEArSETS,
2. F16 SOFTWARE: AD? (FCC: P073)
3. OPERABLE RADAR REQUIRED.
4. LOAD 1651500 PYLON ON STA 3, C/N C0103, INSTRUMENTED PYLON. THE

PYLON LOADED ON STATION 7 13 TNE ONLY OTHER 1681500 ON BASE AND IS
UNINSTRUMENTED AND HAS NO SERIAL NUMBER ON IT.

5. MISSILE TO BE PICKED UP 3.5 PRIO.1 FOR UPLOAD 3 PRIOR.

-STATIONS LOADED OM AIRCRAFT
STATION/STORE SPECIAL LOADING INSTRUCTIONS

-STATION ID: C12 STORE: 3741 DISC: CAMERA CARRIER C
CARRIER NAME: LEFT STRAKE CAMERA
POWER SOURCE: AIRCRAFT
9 MM LENS, GAD$ PREFLIONTED, 200 FP5

-STATION ID: C13 STORE: )741 DISC: CAMERA CARRIER C
CARRIER NAME: COCKPIT CAMERA
POWER SOURCE: AIRCRAFT
9 MM LENS, LEFT SIDE BORESIGHT TO STA 3, 200 FPS., GADS PREFLIGHT

-STATION ID: Wl STORE: 3711 DISC: CAMERA CARRIER C
CARRIER MNM: AIM-S CAMERA PODS
POWER SOURCE: AIRCRAFT
LOAD ?RONT AND CENTER CAMERAS, 10 MM LENS, 17.5 030 AND 25 DIG DEPRESSION

RESPECTIVELY. GADS PREFLIGWT

-STATION ID: W10 STORE: 37#1 DISC: CAMERA CARRIER C
CARRIER MNM: LEFT CHAFF CAMERA
POWER SOURCE: AIRCRAFT
9 MM LENS, GAGS PREFLIGHT, 200 FPS
ROT" IF OTHER CAMERAS SHOW UP ON THIS STATION PLEASE IGNORE. TUEE ARE NO
ENGINE DAY CANCRAS NEEDED. THE ONLY CAMERAS NEEDED ON THIS JET A2E LEFT CHAFF
STRAME COCKPIT, WNT~ ~~ea.~~.e.....aea~~eaae.e

-STATION ID: WZ STORE: 941 DSSC: MISSILE N
1. CONPIG WITH STANDARD STUB PYLON AND WEAPONS WING TIP LAUNCHER.
2. LOAD AIM-B

-STATION ID: W3 STORE: 941 DISC: MISSILE It
1. LOAD WITH INSTRUMENTED 16SISGG S/N C0103
2. LOAD AAVI THIS STATION

-STATION ID: W4 STORE: 1#1 DISC: FUEL TANK 0

-STATION ID: W6 STORE: 141 DISC: FUEL TANK 0

-STATION ID: V7 STORE: 1941 DISC: EMPTY PYLON OR EMPTY RAIL 0
STORtNAME: EMPTY PYLON OR EMPTY RAIL
1. LOAD OTHER 16S1SOG, HO S/N THIS STATION.
2. DO HOT LOAD ANY MISSILE

-S7rATION ID: WS STORE: 941 DESC: MISSILE It
1. CONFIG WITH STANDARD STUB PYLON AND WEAPONS WING TIP LAUNCHER.
2. LOAD AIX-9

-STATION ID: WS STORE: 9#1 DISC: MISSILE m
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Menu %tes: MID as of 91-10-17 at 08:46. Scheduling date: NOR 911021 Page 6
As of: 17-OCT-1991 at 0$:45

MISSION REQUEST PART 5 - 6648-B (ADF-3 NOT LAUNCH 3)

-09NERAL INFORMATION

AIRCRAFT: ----- 1------ 6I
TAIL NO.: ----------- ANY
TYPE MISSION: --------- FLY/DROP
REQUESTED DELIVERY DATE: ---- 911021
DELIVERY LOCATION: ------- RAMP
DELIVER! TIME: -----
LOAD CHXCKLIST #:----------------NOT REQUIRED

-MUNITIONS REQUESTED

NO MUNITIONS REQUESTED

CLASS: UNCLASS TYPE: INERT ISUE: QUANIT~t

-SPECIAL INSTRUCTIONS

.FOTISTS PONAT7AICAT CNSUEDACHE. O-REAT-
NO EXTERNAL STORES OTHER THAN THE CENTERLINE FUEL, TANK SHOULD 5E LOADED.
FLIGHT EXPERIENCE HAS SHOWN THAT 7-161 MODEL AIRCRAFT CANNOT PERFORM SAFETY
CHASE FUNCTION (I.E. KEEP UP WITH TUE TEST AIRCRAFT) WHEN DIRTIED UP WITH
(EXTERNAL STORES.

2. PLEASE CALL RESPONSIELE TEa, CAPTS NUDER OR SROLLEY AT 2-4873, SHOULD
THERE IE ANY ISSUES REGARDING THIS LOADING REQUEST.

-STATIONS LOADED ON AIRCRAFT
STATION/STORE SPECIAL LOADING INSTRUCTIONS

-STATION ID: W1 STORE; 1911 DESCi EMPTY FYLOH OR EMPTY RAIL 0

-STATION ID: US STORE: 101 DESC: FUEL TANK 0

-STATION ID: W9 STORE: 1901 DESC: EMPTY PYLON OR EMiTY RAIL 0

-- END OF REPORT---------------- 367 LINES-------------------EIND OF IRPORT --

Menu Item: MI/GE a@ *t 91-10-17 at 08:46. Scheduling date: NON 911021 Page 5
As of: 17-ocT-1§91 at 0W45

MI3SIOX REQUEST PART I - 4648-A (LUCH HOT AOP-3 A)

1. CONFIG WITS WEAPONS WING TIP LAUNCHER.

2. LOAD AIM-S

-INTERNAL INSTRUMENTATION

01 AYTR NAC
1. TF PREPLZGET AND LOAD WITH TAPES.

MASS 1414 LT-3D
1. TAPES WILL DX CONFIDENTIAL: TF PREFLIGHT AND LOAD TAPES.
2. TAPES TO OR DOWNLOADED IMMEDIATELY POST MISSION AND GIVEN TO PILOT

PDAS
1. TF OPS CNBCK AND LOAD REQUIRED PROGRAM
2. TF TO DELIVER TAPES INNEDIATLET POST MISSION TO $LOG 422 ICLIMATIC
HANGAS SIDE). AIR-TO-AIR MISSILE TEST DIVISON.

TCG
1. TF TO PREFLIGHT

TN SECURE
1. REQUIRE SECURE AIRCRAFT TM
2. TF TO ASSIST IN PREFLIGHT AND AIRCRAFT AND MISSZI KEYING 2.9
HOURS PRIOR WITH CONTRACTOR.

VID CAN HUD
1. Ty PREFLIGHT AND LOAD TAPES
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Appendix B. Plot Timeline Used During Manual Scheduling
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Appendix C. Algorithm

This appendix includes a description and pseudo-code for the new interactive

algorithm in greater detail than was included in Chapter 3.

Block A The algorithm selects the highest priority mission requiring tanker, CCF,

and FCA resources waiting to be scheduled. Only missions with a mission

status of SCHEDULING will be considered. If an alternate mission is selected,

the algorithm checks the mission status of the primary mission. If the primary

mission has a mission status of SCHEDULING, the algorithm will reverse the

priority rank and consider the primary mission first.

Block B The mission start time is 0700 if possible, otherwise 1300.

Block C The RESOMS scheduler attempts to schedule the mission. If this is pos-

sible the mission status changes to SCIEDULED and the algorithm continues

in Block F.

Block D If a resource conflict could not be resolved by RESOMS, the user is

prompLed to determine if any alternate or deletable resources exist that were

not shown on the mission request. If changes can be made, the mission returns

to scheduling (Block C) after resource adjustments are complete. If changes

are not possible for the active mission, the user determines if resource adjust-

ients can be made for the conflicting mission. If changes can be made, the

user unschedules the conflicting mission, makes the resource change, and tries

to reschedule the conflicting mission. If no conflict exists the mission status is

returned to SCHEDULED and the algorithm tries to schedule the active mis-

sion. If no conflict exists with the active mission, the mission status changes

to SCHEDULED and the process continues in Block F, otherwise the active

mission continues in Block E. If a conflict is encountered when rescheduling
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the conflicting mission, resources are reset to previous settings and the active

mission continues in Block E.

Block E If the conflict cannot be resolved for a mission start time of 0700, the

scheduling process begins again with a start time of 1300 in Block B. If the

conflict cannot be resolved for a mission start time of 1300, the mission status

changes to NONSCHEDULED.

Block F If more missions require the same resources within the search limit, the

cycle restarts at Block A, otherwise the algorithm proceeds with Part 2.

Block G The same logic as Block A except missions requiring CCF and FCA

resources are selected.

Block H The mission start time is 0700 if possible, otherwise 1000.

Block I The same logic as Block C except the algorithm continues in Block M.

Block J If CCF and/or FCA conflicts are pseudo-conflicts, override the conflict

and return to Block I. The same logic as Block D is also applied except

the algorithm returns to Block I for scheduling when conflicts are resolved.

When a mission status changes to SCtlEDULED the algorithm continues in

Block M

Block K If the conflict cannot be resolved, the conflict is noted, and the mission

start time is slipped to the next available time based on turn time. As long as

the stop time is within the acceptable time block, the algorithm attempts to

schedule the mission using Block I.

Block L If the mission cannot be scheduled in the acceptable time block, the algo-

rithm attempts to schedule the mission by bumping the lower priority missions.

The bumping process is accomplished by unscheduling one mission at a time

until the active mission is scheduled, or no lower priority missions remain.

If scheduling the active mission is not possible, the mission status changes to

NONSCIIEDULLED. An attempt is made to reschedule bumped missions, high-
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est priority first. Rescheduling missions in this order guards against a lower

priority mission using resources needed by the higher priority mission. During

rescheduling, the user is prompted to resolve conflicts if possible.

Block M If more missions require the same resources within the search limit, the

cycle restarts at Block G, otherwise the algorithm continues with Part 3.

Block N The same logic as Block A except missions requiring tanker resources

are selected.

Block 0 The same logic as Block B.

Block P The same logic as Block C except the algorithm continues in Block S.

Block Q The same logic as Block D except the algorithm returns to Block P

for scheduling when conflicts are resolved. When a mission status changes to

SCHEDULED the algorithm continues in Block S.

Block R If the conflict cannot be resolved for a mission start time of 0700, the

scheduling process begins again with a start time of 1300 in Block 0. If the

conflict cannot be resolved for a mission start time of 1300, the algorithm

attempts to schedule the mission by bumping lower priority missions. If this

is not possible, the mission status changes to NONSCIEDULED. An attempt

is made to reschedule bumped missions.

Block S If more missions require the same resource within the search limit, the

cycle restarts at Block N, otherwise the algorithm continues with Part 4.

Block T The same logic as Block A except resource requirements are not consid-

ereI, therefore allowing any remaining mission to enter the scheduling algo-

rithm.

Block U Initial mission start time is 0700.

Block V The same logic as Block C except the algorithm continues in Block Z.
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Block W The same logic as Block D except the algorithm returns to Block V

for scheduling when conflicts are resolved. When a mission status changes to

SCHEDULED the algorithm continues in Block Z.

Block X The same logic as Block K except the algorithm returns to Block V.

Block Y The same logic as Block L.

Block Z If more missions exist within the search limit, the cycle restarts at Block T,

otherwise add 15 to the search limit and continue the algorithm with Block A.
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Enter search limit

F-Priority rank = 1

Block F

N Is riorty rnk P Priority rank = I
Pr2< search limit? 1 Priority rank + 1

Is reted~io'

Ismission scatusory

Y

N s Setmiso'
S mission status =

1 NONSCIIEIULID

Is N Is related mission's
mission status =mission status =
SCHEDULING? SCHEDULING?

PRI I priority rank o

Exchange priority

Figure C.1. Algorithm Flow Part 1
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Block Br - - - - - - - - - - - - - - - - - --.

Y< 0700? ,/ N

Set mission start/stop P Set mission start/stop
- 0700/0700 + mission M = 1300/1300 + mission

mission in RESOMS

dua n shul conflictin

p roy scheduled
I mission Rs?

Assign alternate Y Do alternate/deletableresource(s) <-- resource(s) exist not '
I I shown on mis sion I L -. . . . . .-. -----

I request,
Sr.. . . . . . . . . . . . . I"1 - - - - - -

D-- o alternate/de etable A iso tr

resource(s) exist for N M
/conflicting schleduled I time =0700

mission?

IUnschedule conflicting M

previously scheduled L
mission(s) . . . . . . ..

resource(s)

Figure C.2. Algorithm Flow Part 1 (continued)
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Block D(cont)

2

Try to reschedule
mission(s) in RESOMS

Does an unresolvable N Set mission status
resource conflict =SCHEDULED

exist?

ZII
Reselect previous 1Try to reschedule

'configuration on conflicting active mission in RESOMS
:1mission(s) and reschedule.

Continue with 1Does a resource
active mission ]conflict exist? AMI

A~i Set mission status

Pigure C.3. Algorithm Fl,'ow Part, I (contintued!)
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Part2

Priority rank = 1

Block M

< search limit 2 Priority rank + 1

1±
L--------------------

Figure C.4. Algorithm Flow Part 2
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3

Block H-- -- - - - - -- - - - -- -- - - -- --
-Is overall acceptable

block start time
< 1000 N

Set mission start/stop Set mission start/stop I

=0700/0700 + missio= 1000/1000 + mission
duration duration

L -- - -13jc~

*S Try to schedule
2mission in RESOMS

Does a resource N Set mission status
conflict exist? SCHEDULED

Block J

- reresource conflicts PR

N and/or FCA? L L--------J

Assign~ D alternate / esore~ s'xs o

resorces) ucks exsonitin ceu

Figur C.5 AlgrietmFoat2 cniud
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Block J(cont)

T

rUnschedule conflicting 1
I previously scheduled

mission(s)?

[ Assign alternate

resource(s)

Tyto reschedul~e

C Does -in unresolvable N Set mission status

resurce conflict N SCHEDULED

Reselect previous I Continue with '
configuration on cnlcigatv iso
mission(s) and reschedule. J [ atv iso

Block K---------

1ot~e conflicting mission i
C Ii~imbrs time, priority I
21 rank, and conflicting L -- -- ----

resource posittinle

Is
resource conflict
unresolvable?

N

S Set iion start
L =conflictiiig imission

2 Stop +k i1aximin posttinle
2+ active miussionk pretinte

N Is mission stop
H12 N time within original S2 I

acceptable time block?

L------ - - -- -- -- -- -- - - - - -

Figure C.6. Algorithm Flow Part 2 (continued)
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Block L
r - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - - -.

S Is overall
- acceptable block start

Set mission start/stop Set mission start/stop

= 0700/0700 + missionI 1000/1000 + mission
duration duration

nre there conflicting 1
missions with priorit L
rank > priority ran

tankf the active mission? j

Set mission status
=NONSCHEDULED

Unsct .dule conflctigmissions with highest
priority rank > priority

rank of the active mission?

mission in RESOMS

Does a resource ,

cofl'ct exist?

N

Does alternate resuc Y Assign alternate
exist or can conflict resource or

be overridden? override conflict

NI

Set mission start/stop
=Mission start/stop

+0015

V1 _< Is mission stop N
HS2 !5original acceptable _ H12

,5. stop time V)

Figure C.7. Algorithm Flow Part 2 (continued)
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Block L(coiit)

Set mission status
of the active mission

R Select I )West priority

S rank mission from
21 unscheduled missions

Try to schedule
mission in RESOMS

Set mission status Set mission status
-NONSCHIEDULED) SCHEDULED

Figure C.Sbe Alg rit heFlwPrd 2(otiud
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Part 3

Priority Krank = 1=

Block S

N Is priority rank P Priority rank =

Pr4< search limit? R Priority rank + 1
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Block 0

Set mission start/stop P St mission start/stop
- 0700/0700 + mission = 1300/1300 + mission

duration duratio
L .... o-..-.-_-___ ._- -.-.- - -.- -/

:s Try toshdl
I 3 mission in RESOMS

Does a resource N Set mission status
, conflict exist?

= SCHEDULED

Assign alternate D Do alternate/deletable P
resource(s) resource(s) exist notI I shown on mrission L - - - J

I request: .

B lock R
Do alternate/deletable Note conflicting/ resource(s) exist for 6 iso nme n

conflicting scheduled m, n an

mission? priority rank

tUnschedule conflicting A
previously scheduled s mssion start

mission(s)?

Assign alternate PMV1
resource(s)

Figure C.1O. Algorithm Flow Part 3 (continued)
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Block Q(cont)

Try to reschedule
mission(s) in RESOMS

Does an unresolvable N Set mision status
resource c3nflict >- -SCH

IIistI lil

r Reselect previous Try to reschedule
configuration on conflicting active mission in RESOMS

mission(s) and reschedule.

Continue with Dosa1 Mactive mission j unresolvable resource, conflict exist? L.._J

AM3 Set mission status
SSCHlEDULED

Figure C. 1. Algorithm Flow Part 3 (continued)
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Block R(cont)

H13

List conflicting
missions and
priority ranks

/A e .there conflicting ' .- e i si n s a u
missions with prority t mission status
rank > priority rank = NONSCHEDULED

' of he acive mission.

Unscedule conlictin
mission with highest mpriority rank > priority

rank of the active miss0on? s

s overar
Fiur acceptable block star Pr3
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Block V(cont)
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Block Y(cont)
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Appendix D. Analysis of Nonscheduled Missions

This appendix contains a more detailed analysis for why nonscheduled missions

were scheduled by at least one other scheduling method than is inc ded in Chapter

IV. A section is devoted to each scheduling day.

Day I

TI'e mission number and resource conflicts for missions that were nonscheduled

using RESOMS noninteractive mode but were scheduled by at least one of the other

methods are indicated in the following list. The list includes an explanation of how

missions were scheduled by at least one of the other scheduling methods.

2677 Telemetry (TM) frequency conflict with mission 2756. The manual method

and the new algorithm scheduled this mission by scheduling mission 2756 earlier

than the requested start time. The earlier start time allowed sufficient time to

schedule mission 2677 in the afternoon.

2473 Radar, aircraft, and TM frequency conflict with missions 2478 and 2756. The

manual method and the new algorithm scheduled this mission by scheduling

mission 2756 earlier than the requested start time. The earlier start time

allowed sufficient time to schedule mission 2677 in addition to 2478.

2622 CCF conflict with missions 2756, 2467, and 2468. The conflict was a pseudo-

conflict, based on total percentage of CCF resources in use. Schedulers confirm

that sufficient CC1F' resources exist and override the conflict within RFSOMS.

This interaction allowed the manual method and the new algorithm to schedule

this mission.

2680 B4A TM relay site(B4A) and CCF conflict with mission 2756. The manual

method and the new algorithm scheduled this mission by selecting an alternate

B4A not listed on the mission request. The CCF was a pseudo-conflict.
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2529 Test range conflict with mission 2154. The manual method and the new al-

gorithm scheduled this mission since the conflict results from a safety profile

overlapping the requested range. Schedulers schedule both missions by notify-

ing users to coordinate specific activities that present the safety concern.

2403 CCF, TM frequency conflicts. The manual method and the new algorithm

scheduled this mission since the CCF pseudo-conflict would have allowed the

mission to schedule in the morning, thus avoiding the TV conflict in the after-

noon.

2630 Range conflict with mission 2142. The manual method and the new algorithm

scheduled this mission. The manual method shortened mission 2142 by I hour

and scheduled it in the afternoon, while the new algorithm scheduled mission

2142 earlier than RESOMS, allowing time for 2630 to be scheditled later.

2845 B4A and radar conflict. RESOMS picked the alternate mission 2847 to sched-

ule before this primary mission using needed resources. The new algorithm

scheduled this mission before the alternate.

2550 Aircraft conflict. The manual method and the new algorithm scheduled this

mission. Maintenance assigned needed aircraft to higher-priority missions

based on the belief they would be scheduled. The missions were subsequently

nonscheduled and the aircraft resource availability was not updated in RE-

SOMS.

The mission number and resource conflicts for missions that were nonscheduled

when plotted manually on a schedule but were scheduled by at least one of the other

methods are indicated in the following list. The list includes an explanation of how

missions were scheduled by at least one of the other scheduling methods.

2341 ECM/FCA conflict with missions 2473 and 2478. The resource was available

for RESOMS to schedule this mission since it did not schedule the higher-

priority mission 2473.
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2382 Airspace and radar conflict with mission 2473. The resource was available for

RESOMS to schedule this mission since it did not schedule the higher-priority

mission 2473.

2845 134A and radar conflict. The manual scheduler scheduled the alternate mission

2847 due to au oversight of a deletable resource not indicated on the mission

request. The new algorithm scheduled this mission before the alternate.

The mission number and resource conflicts for missions that were nonscheduled

using the new scheduling algorithm but were scheduled by at least one of the other

methods are indicated in the following list. The list includes an explanation of how

missions were scheduled by at least one of the other scheduling methods.

2341 ECM/FCA conflict with missions 2473 and 2478. The resource was available

for RESOMS to schedule this mission since it did not schedule the higher-

priority mission 2473.

2382 Airspace and radar conflict with mission 2473. The resource was available for

RESOMS to schedule this mission since it did not schedule the higher-priority

mission 2473.

2847 This is an alternate for mission 2845. RESOMS and the manual scheduler

both scheduled this missior, but not the primary mission 2845.

Day 2

The mission number and resource conflicts for missions that were nonscheduled

using RESOMS noninteractive mode but were scheduled by at least one of the other

methods are indicated in the following list. The list includes an explanation of how

missions were scheduled by at least one of the other scheduling methods.

3223 Range conflict with mission 3226. The manual method and the new algorithm

scheduled this mission as a result of scheduler knowledge that the missions are
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related. Mission 3223 and mission 3226 are associated with the same test

program, so range turn-time activities could be shortened, thus 4allowing room

for the second mission.

3397 CCF conflict with mission 3385. The manual method and the new algorithm

scheduled this mission by scheduling mission 3385 earlier in the morning, thus

allowing sufficient time to schedule mission 3397 in the afternoon.

3429 and 3428 Aircraft conflict with mission 3385. Mission 3429 and mission 3428

are identical. The manual method and new scheduling algorithm scheduled

mission 3429 and mission 3428, respectively, by scheduling mission 3385 earlier

in the morning, allowing sufficient time to schedule a mission in the afternoon.

2778 and 3372 CCF conflict with several missions. Tile missions are similar, ex-

cept the first mission required more resources than the second. The CCF

conflict is a pseudo-conflict allowing the manual method and the new algo-

rithm to schedule one of the missions. Resources are not available for both

missions. The manual method scheduled the larger mission (2778) by not us-

ing a tanker in the morning and shortening other tanker missions later in the

day. The new algorithm scheduled the smaller mission (3372) without affecting

other missions.

3750 Airspace, ECM/FCA, radars conflict with missions 3385 and 3748. The new

algorithm scheduled this mission by scheduling mission 3385 earlier in the

morning, thus allowing sufficient time to schedule mission 3750 in the after-

noon. The manual method scheduled mission 3750 instead of a very similar

mission (3748).

The mission number and resource conflicts for missions that were nonscheduled

when plotted manually on a schedule but were scheduled by at least one of the other

methods are indicated in the following list. The list includes an explanation of how

missions were scheduled by at least one of the other scheduling methods.
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3428 Aircraft conflict with mission 3385 and 3429. The new algorithm scheduled

this mission instead of an identical mission (3429).

3372 Aircraft conflict with mission 2778. The new algorithm scheduled this mission

without conflicts, instead of mission 2778.

3748 Airspace conflict with missions 3385, 3429, and 3750. The resource was avail-

able for RESOMS to schedule this mission since it did not schedule the higher-

priority missions 3429 and 3750. The new algorithm was able to schedule this

mission by assigning alternate airspace the manual scheduler overlooked.

3141 Range and B4A conflict with missions 2778 and 3385. The resource was

available for RESOMS to schedule this mission since it did not schedule the

higher-priority mission 2778.

The mission number and resource conflicts for missions that were nonscheduled

using the new scheduling algorithm but were scheduled by at least one of tle other

methods are indicated in the following list. The list includes an explanation of how

missions were scheduled by at least one of the other scheduling methods.

3429 Aircraft conflict with mission 3385 and 3428. The manual scheduling method

.icheduled this mission instead of the other identical mission (3428).

2778 Aircraft conflict with mission 3372. The manual scheduling method sched-

uled mission 3372 by shortening other missions, rather than scheduling a less

demanding similar mission.

3141 Range and B4A conflict with missions 3372 and 3385. The resource was

available for RESOMS to schedule this mission since it did not schedule the

higher-priority mission 3372.

Day 3

The mission number and resource conflicts for missions that were nonscheduled

using RESOMS noninteractive mode but were scheduled by at leabt one of the other
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methods are indicated in the following list. The list includes an explanation of how

missions were scheduled by at least one of the other scheduling methods.

4271 ECM/FCA conflict with mission 3179. Airspace and CCF conflict with 3868.

The manual method and the new algorithm scheduled this mission by schedul-

ing missions 3179 and 3868 at the same time allowing time for mission 4271 to

be scheduled later in the day.

4262 ECM/FCA conflict, with mission 3179. Airspace and CCF conflict with 3868.

The manual method and the new algorithm scheduled this mission by schedul-

ing missions 3179 and 3868 at the same time allowing time for mission 4262 to

be scheduled later in the (lay.

3887 CCF conflict. The conflict was a pseudo-conflict, based on total percentage of

CCF resources in use. Schedulers confirm that sufficient CCF resources exist

and override the conflict within RESOMS. This interaction allowed the manual

method and the new algorithm to schedule this mission.

4303 ECM/FCA conflict with mission 3179. Airspace and CCF conflict with 3868.

The new algorithm scheduled this mission by scheduling missions 3179 and

3868 at the same time and leaving little idle time between other missions that

required the needed resources.

3718 Range conflict with 3719. This mission was the related mission to alternate

mission 3719. The manual method and the new algorithm scheduled this pri-

mary mission first.

4483 B4A conflict with mission 3179. The manual method and the new algorithm

scheduled this mission by scheduling missions 3179 and 3868 at the same time

allowing time for mission 4483 to be scheduled later in the day.

The mission number and resource conflicts for missions that were nonscheduled

when plctted manually on a schedule but were scheduled by at least one of the other
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methods are indicated in the following list. The list includes an cxplanation of how

missions were scheduled by at least one of the other scheduling methods.

4303 ECM/FCA coniflicts with 3179, 4271, and 4262. The new algorithm scheduled

this mission by leaving little idle time between other missions. 'IThe scheduler

overlooked the opportunity to compress missions and schedule mission 4303.

3893 Aircraft conflict with mission 4271. The resource was available for RESOMS

to schedule this mission since it did not schedule the higher-priority mission

4271.

4179 Airspace conflicts. The new algorithm scheduled this mission by leaving little

idle time between other missions. The resource was available for RESOMS to

schedule this mission since it did not schedule the higher-priority missions.

4177 Airspace conflicts. The resource was available for RESOMS to schedule thi.i

mission since it did not schedule the higher-priority missions.

4030 Aircraft conflict with mission 4262. The reso'irc was available for RESOMS

to schedule this mission since it did not schedule the higher-priority mission

42C2.

3719 B4A conflict with mission 3718. RESOMS scheduled this aiternate mission

prior to schlaAuling the primary mission 3718.

The mission number and resource conflicts for missions that were nonscheduled

using the new scheduling algorithm but were scheduled by at least one of the other

methods are indicated in the following list. The list includes an explanation of hol .

missions were scheduled by at least one of the other scheduling methods.

3893 Aircraft conflict with mission 4271. The resource was available for RESOMS

to schedule this mission since it did not scheu,tle the higher-priority mission

4271.

D-7



4177 Airspace conflicts. The resource was awtilable for RESOMS to schedule this

mission since it did not schedule the higher-priority missions.

4030 Aircraft conflict with mission 4262. The resource was available for RESOMS

to schedule this mission since it did not schedule the higher-priority mission

4262.

3719 B4A conflict with mission 3718. RESOMS scheduled this alternate mission

prior to scheduling the primary mission 3718.
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