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Abstract

The minimisation of logic circuits has been an important area of research for more than a half
century. The approaches taken in this field, however, have for the most part been ad hoc. Boolean
techniques have been employed to manipulate and transform formulas, but not for the task Boole
intended, i.e., to perform symbolic reasoning. Boolean equations, for example, are employed in
the literature on minimisation principally as icons; they are never solved. The first objective of
this dissertation, accordingly, is to apply Boolean reasoning systematically and uniformly to the
minimisation problem. Boolean reasoning entails the reduction of systems of Boolean equations
to a single Boolean equation; the single equation is an abstraction, independent of the form of
the original equations, upon which a variety of reasoning operations may be performed. The
second objective of this dissertation is to apply informed search, which has arisen from research in
Artificial Intelligence, to the minimization problem. In algorithms developed in this work, a circuit
specification is reduced to a single equivalent Boolean equation ¢(X, Z) = 1 called a 1-normal form.
There are a number of significant advantages to using the 1-normal form rather than traditional
specification formats. It is shown that developing a particular solution Z = F(X) for ¢(X,2) =1
corresponds to constructing a two-level design which meets the specification. This approach—which
departs from conventional minimization techniques—has several advantages: a number of design
problems which cannot be handled using conventional methods are easily treated, atypical design
specifications unusable by conventional methods are dealt with in a uniform manner, and in some

cases a single algorithm, rather than a set of algorithms, suffices to solve a problem.
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BOOLEAN REASONING AND INFORMED SEARCH IN THE

MINIMIZATION OF LOGIC CIRCUITS

I. Introduction

The minimization of logic circuits has been an important area of research for more than a half
century. The importance of this field is discussed in the first section of this chapter. The significance
of minimizing a special class of digital circuits called two-level circuits is then discussed. A survey of
previous work in the area of two-level minimization is given; the shortcomings of existing techniques
are highlighted. A problem statement which defines the goal of this work is given. The significant
aspects of the approach developed in this work are then introduced. This chapter concludes with

an overview of the remaining chapters.
Background

A goal of electrical engineers since the invention of digital computers has been the design of
minimal digital logic circuits. Consequently, researchers have spent years in search of techniques
which produce minimal designs. The goals of these researchers have been twofold. First and
foremost is to develop methods which yield designs which are minimal, or at least reasonably close,
with respect to some specified measure of cost. Second, but gaining in importance in recent years,
is to develop techniques which themselves are efficient in their use of computing resources. Research

continues to discover techniques which better meet these two goals.

An area of research called logic minimization theory includes all methods which have been dis-
covered to minimize designs. Through the 1960s the purpose of logic minimization was to decrease
the number of discrete components required to construct logic circuitry. Basic components such

as gates and the basic constituents of gates—diodes and resistors—were expensive (Brayt 84:8).




Logic minimization was of great importance to find an implementation which required the fewest
gates and, hence, minimized the cost of a circuit. Designers would describe a circuit at a low level,
perhaps at the gate level; the description would be used as the input to a minimization technique

that would produce a minimal gate-level design.

The advent of integrated circuits, specifically Very Large Scale Integration (VLSI), and hard-
ware description languages (HDLs) changed the entire design process in the late 1980s. The intro-
duction of VLSI and HDLs has led to a need for automated tools for handling the design process.
Such tools fall under the purview of a field called logic synthesis. Logic synthesis consists of two
components: HDL synthesis and logic optimization. HDL synthesis is the process of converting
a design described in a hardware description language to a gate-level netlist. Logic optimization
consists of minimizing gate-level designs which result from HDL synthesis as well as mapping the
design to the intended implementation technology. The portion of logic optimization concerned
with developing minimal gate-level designs is logic minimization. The automation of logic synthe-
sis tools enables a designer to describe an initial design in an algorithmic or behavioral fashion
and to automatically produce an optimized design which has been mapped to the planned imple-
mentation technology (deGeu 89, Hardi 89). Research continues in an effort to improve both HDL

synthesis and logic optimization. This dissertation addresses the specific area of logic minimization.

The growing use of VLSI has had a great impact on digital design. The ability to place
an ever-increasing number of complex functions onto a chip has created a need for techniques
which handlie the resulting complexity. VLSI circuit minimization is also important from a systems
architecture point of view. Difficulties with off-chip communication negate performance that would
otherwise be possible with VLSI technology; designers have therefore attempted to place as many
functions as feasible onto a chip. Increasing the functionality of a chip reduces the number of chips

required to build a system, which reduces the cost of a system as well as increasing its reliability.




This increased functionality requires each function placed on a chip to be minimized to the fullest

extent possible.

While the importance of circuit minimization has grown, the requirement that minimiza-
tion tools be efficient has likewise increased. Minimization algorithms which may have sufficed
twenty years ago may now be impractical due to increases in the size of implemented circuits.
This is not surprising considering that nearly all minimization problems in VLSI are NP-complete
(Ullma 84:311). Hence, researchers must devise minimization techniques which can handle in-
creased circuit size. Typically, assumptions are made which reduce the number of criteria which
must be handled by an algorithm; no efficient algorithm has been developed which is a general-

purpose circuit minimizer.

Designers need efficient minimization techniques so that they may examine the various design
trade-offs by determining the resulting circuit speed and size for the different ways of constructing
a circuit. Engineers often use the results to decide how a circuit will be constructed. Companies
which do not perform such experimentation will produce inferior designs (Hardi 89:57). To enable
such experimentation in the design process, minimization algorithms must take only minutes or

hours to run; a longer period of time would make an algorithm infeasible for practical use.

Two-Level Minimization

All techniques for producing minimal digital circuits start with a specification which portrays
in some manner how the circuit is supposed to operate. The specification represents the circuit’s
response to a class of stimuli. The stimuli are applied to a portion of the circuit called the input
nodes or inputs. The circuit's response appears on the output nodes or outpuis. A digital circuit
is abstractly depicted in Figure 1.1. The inputs are represented by the n-variable input vector X;
the outputs are denoted by the m-variable output vector Z. The goal of a minimization technique

is to produce economical circuit implementations or designs which meet the specification.
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Figure 1.1. Representation of a Digital Circuit

An important type of circuit in digital design is two-level circuits. Two-level circuits are
designs in which only two levels of gates must be traversed between the circuit inputs and the
circuit outputs. Figure 1.2 depicts a two-level circuit; specifically, it is an AND-OR circuit. The
AND gates form the first level; the OR gate forms the second level. The inverters are not said to
form a level, because often the input signals and their complements are both available, eliminating
the need for inverters. The number of levels of a circuit is defined as the maximum number of gates
that must be traversed between the circuit inputs and the circuit outputs, less inverters required
to complement the input signals. Any circuit which has more than two levels is called a multi-level

circuit.

A literal is a letter or complemented letter such as z or /. A term is 1, a literal, or a
disjunction of two or more literals in which no two literals involve the same letter. A sum-of-products

formula is 0, a single term, or a disjunction of terms. A convenient aspect of two-level circuits is




f(z.y.2)

Loy 1

y =

Figure 1.2. A Two-Level Circuit

that they correspond directly with sum-of-products (SOP) formulas representing Boolean functions.
The SOP formula z'z + z'yz’ + =y’ + zyz corresponds to the circuit depicted in Figure 1.2. An
approach to developing economical two-level circuits is to specify a circuit with a Boolean function
f, and then to develop a minimal SOP formula F to represent the function.! The resulting formula

corresponds to a two-level design which meets the specification.

Measures used to determine the cost of a two-level circuit have a direct correlation with the
attributes of an SOP formula. For example, the number of gates in a two-level circuit is determined
by counting the number of terms in the corresponding SOP formula. Similarly, the number of gate
inputs for a circuit is measured by counting the number of literals in the corresponding formula.
Thus, measures used to determine the goodness of an SOP formula correlate to ways of developing
the cost of a circuit. Criteria used to determine the goodness of an SOP formula include the fewest

terms, fewest literals, or combinations thereof. Hence, an SOP formula with the fewest terms

LA function is denoted by a small letter, e.g., f, and a formula which represents the function is indicated by a
capital letter, e.g., F.




which represents a function corresponds with the two-level design with the fewest AND gates.
Quine (Quine 52) showed that a minimal formula with respect any criteria involving the number
of literals of a formula consists only of special terms called prime implicants of a function. Hence,
the following process is usually followed for developing a minimal SOP formula: develop the set P
of all prime implicants for a function, and determine a subset P of P which meets the given design

criterion. The disjunction of the terms in P constitutes a minimal SOP formula.

The process used to develop a single minimal formula is extended for multiple-output circuits,
i.e., circuits for which the number of output variables is greater than one. In this case, for the vector
Z = (21,23,...,2m) of output variables, a vector F = (Fy, F3, ..., F,) of SOP formulasis developed
which corresponds to a two-level design such that the combination of the disiinct terms in formulas
in F is minimal with respect to a given design criterion. The resulting vector F is then said to be

minimal.

Two-level minimization is one of the most important problems in logic synthesis. Two-level
circuits are very important in VLSI design due to the fact that they correspond directly to a

Programmable Logic Array (PLA) implementation. There are several advantages with regard to

using PLAs in VLSI design:

e PLAs are easy to implement,
e computer-aided design (CAD) tools exist to perform PLA layout automatically, and

e once implemented, PLAs are easy to modify.

In addition to being used to develop two-level circuits, two-level minimization techniques are em-
ployed during multi-level logic minimization. The development of a minimal two-level AND-OR
circuit representation is typically one of the first steps in the process of developing a good multi-
level circuit; for example, two-level minimization is one of the first steps taken in the SOCRATES

system (deGeu 85).




A substantial amount of work has been devoted to developing methods for producing mini-
mal or near-minimal two-level designs. A number of heuristic minimization techniques have been
developed over the past twenty years for producing near-minimal designs. The two most notable
examples are MINI (Hong 74) and ESPRESSO (Brayt 84). However, it is always desirable to de-
velop a minimal design rather than a near-minimal one, if it is practical to do so. Unfortunately,

the heuristic methods do not guarantee minimality of the resulting design,

In addition to work devoted to developing heuristic methods, there is a long line of research fo-
cused on techniques for producing minimal two-level designs. Quine (Quine 52, Quine 55, Quine 59)
performed some of the earliest work on the minimization of logical formulas; his techniques were
adapted by others for use in producing minimal digital designs. The methods fashioned from Quine’s
work use rudimentary Boolean algebraic concepts to develop minimal SOP formulas. Other meth-
ods developed over the years based on simple algebraic ideas include those developed by Ghazala
(Ghasa 57), Chang and Mott (Mott 60, Chang 65), Tison (Tison 67), Reusch (Reusc 75), Cutler
(Cutle 80, Cutle 87), and Hong (Hong 83, Hong 91). Most of these techniques are impractical
for complex problems, although the techniques developed individually by Cutler and Hong are
a significant improvement over the foregoing methods. Their methods incorporate the use of a

branch-and-bound search process in the development of minimal formulas.

The most recent efforts devoted to the development of minimal two-level designs are the
ESPRESSO-EXACT algorithm (Rudel 89) and McBOOLE (Dagen 86). The ESPRESSO-EXACT
algorithm is theoretically similar to the ESPRESSO heuristic minimization technique. Several of
the operations used in ESPRESSO, a tautology-based algorithm in particular, are extended for use
in ESPRESSO-EXACT. A branch-and-bound search process is used in the final step of constructing
a minimal formula. A directed graph called a covering graph is used in the McBOOLE algorithm
for determining the relationships among prime implicants of a function. Techniques are provided

for determining prime implicants to retain or discard based on the covering graph of a function.




Cycles in the graph preclude the selection of prime implicants to retain and discard; a form of
search is used to select prime implicants for instances in which cycles appear in the graph. A
graph-partitioning technique is used to decompose the problem. Both the ESPRESSO-EXACT and
McBOOLE methods have been demonstrated to be useful for many examples which are intractable

using earlier methods.

A common attribute of the aforementioned techniques is that all are constrained in the ap-
proach taken in developing minimal formulas. In each method, a minimal vector F of formulas is
developed in which each formula F; in F is comprised only of input variables (X-variables). Each
formula F; corresponds to a circuit developed for a respective output z;. Hence, at the conclusion of
the design process, a system Z = f(X) is developed in which the vector F represents the functions

in f. We call this the conventional approach to the design process.

There exist design problems which cannot be handled using a conventional approach. One
example is the use of circuit outputs, i.e., Z-variables, to produce other circuit outputs. A second
example is the development of designs which take advantage of previously-constructed circuits.
Suppose a design exists which is represented by the equation Y = g(X) and the goal of the current
design process is to develop a circuit denoted by Z = f(X). Conventional techniques are not able to
use the Y-variables to develop a circuit denoted by Z = A(X,Y) such that the vector H correspond
to a lower-cost design than F. The limitation of the conventional approach is rooted in the absence

of a sound theoretical foundation.

A second limitation of conventional methods is that there exist atypical design specifications
which are unusable by traditional techniques. For example, suppose it is desired to convert between
JK and RST flip-flop types. The information required to make the conversion—in either direction—

is expressed by the system

QJ+QK' S+QT+QRT (1.1)
0 = RS+ RT+ST




of Boolean equations. Traditional design techniques cannot deal with a specification such as (1.1);

it would be useful if a design approach were flexible enough to handle such a specification.

An additional observation based on an examination of existing methods is that informed
search techniques have not been widely employed in methods developed for producing digital de-
signs. Informed search techniques are often useful for efficiently dealing with complex problems
such as minimization. In view of the limitations of conventional approaches to the design problem,

the goal of this work is stated in the next section.

Problem Statement

Based on an examination of existing methods, we conclude that there continues to be a need
for improved algorithms for logic-circuit minimization, provided that the following considerations

are satisfied:

e the new methods must have a firm theoretical basis,
o they must be practical for complex problems, and

o they should be applicable to a greater variety of design problems than are existing techniques.

The primary goal of this research is to develop new theoretically-sound algorithms for producing
minimal or near-minimal digital designs for a variety of design problems. The secondary goal is to

devise algorithms that are as efficient as possible, and thus practical for complex problems.

Scope

This research considers the minimization of digital circuits at the gate or logic level, focusing
on the minimization of two-level combinational circuits. Algorithms are presented to derive minimal
combinational circuits; the circuits which are considered may have single or multiple outputs and

may be completely or incompletely specified.




The main purpose of this work is to develop algorithms which yield minimal-cost circuits.
The secondary goal is to produce efficient methods. Trade-offs are acceptable between the measures
of circuit minimality and algorithmic efficiency. For example, a method which produces a minimal-
cost design can be expected to be computationally intensive. On the other hand, a method which

produces a design quickly will generally not produce a minimal design.

Assumptions

The following assumptions are made in this research:

e Any changes in circuit structure are acceptable as long as the functional relationships be-
tween inputs and outputs are maintained and design criteria are met. It is inherent in the

minimization process that the circuit structure is modified.

o Cost criteria based on the number of components in a circuit are suitable for evaluating digital
designs. This assumption facilitates the ability to extrapolate the cost of an SOP formula to

the corresponding two-level design.

e All circuit components are considered to be “ideal”; hence, there is assumed to be no variation
among like components. All components have a unit delay. Actual components, even if they
perform the same function, have variances in parameter-values. These variations are ignored

to allow the concentration of effort on the logical aspects of the design.

Approach

In accomplishing the goals of this work, we advance the state of minimization theory by
applying the concepts of Boolean reasoning and informed search to develop new algorithms for
producing minimal SOP formulas. Boolean reasoring is a methodology by which systems of Boolean
equations are reduced to a single Boolean equation; the single equation is an abstraction which

enables a reasoning process “independent of the form of the original equations (Brown 90:x)”. This
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work systematically applies the concepts of Boolean reasoning in a coherent, uniform approach
to the minimization problem. Informed search techniques are generally employed in the field of
Artificial Intelligence (AI); such methods are characterized by the use of heuristic functions which
estimate how close we are to a minimal solution at a given point in the search process. Informed
search techniques ar= incorporated as a mechanism for quickly deriving minimal or near-minimal
formulas. Minimal SOP formulas correspond to minimal two-level designs. In this section, the

significant aspects which are unique to the approach developed in the work are highlighted.

Every technique for producing an economical digital design begins with a specification which
represents how a circuit is supposed to operate. A useful way of specifying a circuit is with a single

Boolean equation

$(X,2) =1 (1.2)

called the 1-normal form. There are a number of significant advantages to using the 1-normal form
rather than traditional ways for specifying a circuit, e.g., a truth table. First, using a 1-normal
form specification, the minimization of completely and incompletely-specified functions is handled
in a uniform manner.? Thus, separate algorithms for developing formulas for completely and
incompletely-specified functions are not required as is generally the case in algebraic minimization
methodologies, e.g., the methods developed by Cutler (Cutle 80) and Hong (Hong 83). Secondly,
the use of the 1-normal form facilitates the handling of design problems which cannot be solved
using conventional minimization approaches. Moreover, ' is easy to convert from traditional ways
for specifying a circuit, e.g., a truth table, to a specification in 1-naormal form. The development
of a 1-normal form specification ¢(X,Z) = 1 is viewed in this work as the beginning step in the

development of a digital design.

3Completely- and incompletely-specified functions are defined in Chapter 2.

11




Once a 1-normal form specification ¢(X, Z) = 1 is formed for a circuit, the development of
a solution of the equation ¢(X,Z) = 1 for the vector Z corresponds to developing a design which
meets the specification. A particular solution of ¢(X,Z) = 1 for the vector Z is a system of the

form

21 = fi(X)
Z3 = fg(X) (1.3)
2m = fm(X)!

such that ¢(X, f(X)) = 1 is an identity. Such a solution is represented compactly by Z = f(X). A
design corresponds to a vector F of formulas representing the functions f(X) in a particular solution
Z = f(X). A minimal design corresponds to a minimal vector F of formulas that represent the
functions f(X). The use of the 1-normal form ¢(X, Z) = 1 as a specification and the correspondence

of particular solutions Z = f(X) of ¢(X, Z) = 1 to designs is discussed in Chapter 4.

A particular solution Z = f(X) of ¢(X,Z) = 1 is developed from a system called a general
solution of $(X,2Z) = 1 for Z, which is a representation of the set of all particular solutions of
#(X,Z2) = 1. If §(X,Z) = 1 is a tabular specification (defined in Chapter 4), then a general

solution of ¢(X, Z) = 1 for Z may be represented by a system of the form

ay(X) <z < Pi(X)
ax(X) < z; < Pu(X)
as(X) < z3 < Bs(X) (1.4)
am(X) < zn < Bm(X).

Many conventional methods for producing digital designs begin with a system equivalent to (1.4),

although such a system is not formed by solving an equation or even known to be a solution of
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an equation. The formation of a 1-normal form specification ¢(X, Z) = 1 being the first step, the
construction of a general solution is considered to be the second step in the formation of a design.
The third step, the focus of most minimization techniques, is the development of a particular
solution Z = f(X) from the general solution; a design corresponds to the vector F of formulas

representing the functions f(X).

An alternative approach to the design problem is to develop a recurrent general solution of

(1.2), i.e., one having the form

a)(X) € z1 £ B(X)
ax(X,21) < 22 < Ba(X,21) (1.5)
C!3(X,Zl,22) S 23 S ﬁ3(X121122)
am(X, 21,1 Zm-1) € 2Zm < Bm(X,21,...,2m-1)-
A recurrent solutlion
2y = fi(X)
2z = fi(X,z1)
z3 = fi(X,z1,23) (1.6)
Zm = fm(xrzlrzll"-rz"l—l)

is then developed from the recurrent system (1.5). System (1.6) is denoted by Z = f(X, Z) with the
understanding that each z; is dependent only on 23,...,2;1. A design represented by Z = (X, Z)
is called a recurrent design. Figure 1.3 depicts a recurrent design. The advantage of a recurrent
system such as (1.6) is that a design may be developed in which output signals are used as well as
input signals to generate a given output signals. This allows the development in many instances of

more economical designs than can be produced using a conventional approach to minimisation.
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The third step in the process of developing a design—the formation of particular solutions
from a general solution—is a problem to which much effort is devoted in this work. To develop
a minimal two-level design, a minimal vector F of SOP formulas is constructed to represent the
functions f in systems (1.3) and (1.6). The cost criterion used in developing F is dependent on the
design objective. For example, if the objective is to minimize the total number of gates in a circuit,

then a vector F of formulas is developed which consists of the fewest terms.

It is well-known that a vector F of SOP formulas corresponding to a minimal two-level design
consists of prime implicants of the functions 8 in (1.4) which cover the functions a. The process

used in this work for determining such prime implicants consists of the following steps:

e The set of all prime implicants of 3 is formed.
o A subset of the prime implicants of 3 called a base is developed.

o A set IF of formulas, called inclusion formulas, is derived for terms t of the base which
denote coverage of each term by subsets of the prime implicants of 8. An inclusion formula
is a formula such as P; + P; P; in which each literal P; corresponds to a prime implicant of 5;
the formula P{ + P;P; denotes that a term ¢t may be covered either by the prime implicant

corresponding to P, or by the combination of the prime implicants denoted by P, and Ps.

o The set IF of inclusion formulas is reduced using a set of rules which we call reduction rules.
The reduction rules identify prime implicants of 8 to place in formulas in F as well as prime

implicants to discard from consideration.

e If the reduction rules do not identify all of the prime implicants of 8 that must be contained
in the formulas in F, then a search process is used to identify the remaining prime implicants

to place in F.

These steps are combined with the first two steps—the formation of a 1-normal form specification

#(X,Z) = 1 and the derivation of a general solution of ¢(X,Z) = 1 for Z—to form a seven-step
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methodology for the development of a minimal vector F of formulas corresponding to a minimal

design.

For most simple and some moderately complex specifications, all of the prime implicants
which are to be contained in formulas in F' may be identified during the application of reduction
rules. In these cases, the last step of the process—search—is not required. Whether this occurs is
dependent on the specification itself as well as the base used in the process. For highly complex

specifications, search is generally required to form a vector F of minimal formulas.

If a set IF of inclusion formulas remains after rule reduction, informed search is applied to
identify the remaining prime implicants to include in formulas in F'. One type of informed search
used in this work is called A*-search. Under certain conditions, A* guarantees a least-cost solution.
Additionally, a problem-decomposition strategy is applied which uses a graph partitioning technique
for breaking up the search problem into smaller pieces, each of which is much easier to handle than
the global search problem. When a solution is desired quickly, search techniques are used which

quickly yield a near-minimal set of prime implicants to include in formulas of F.

The theoretical foundation for techniques used to develop inclusion formulas is presented in
the Implication Relations section of Chapter 3. These techniques are an example of the utility
of the concepts of Boolean reasoning. The application of the seven-step methodology, with the
exception of the search process, for developing a minimal formula F corresponding to single-output
design is presented in Chapter 6. The formation of a minimal vector F for multiple-output circuits
with tabular specifications is introduced in Chapter 7. The search process, which is required for
many problems, is discussed in Chapter 9. Finally, the approach used to develop recurrent circuits

is outlined in Chapter 10.
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Overview

This work is organized in three parts, together with introductory and concluding chapters.
Chapters 2 through 7 form Part I. Contained in these chapters are the Boolean reasoning concepts
used in this work. Part II, consisting of Chapters 8 and 9, discusses the use of search in the
minimisation process. Chapter 10, Alternative Minimization Techniques, forms the third segment

of the work.

This chapter has provided the background and motivation of this project as well as a definition
of the problem. The scope of the effort was presented, as well as the assumptions found to be
necessary. A general approach to the solution of the problem was outlined with specific emphasis on

the aspects of the methodology used in this work which distinguish it from conventional approaches.

The concepts of Boolean reasoning are presented in Chapter 2, which provides the mathe-
matical foundation on which many of the ideas developed throughout this work are based. The

purpose of Chapter 2 is fourfold:

1. to present terminology used throughout this work;
2. to familiarize the reader with concepts and operations that are generally not well-known;

3. to describe the underlying principles of techniques that provide the building blocks for algo-
rithms presented in later chapters; and

4. to present a number of new procedures developed in the course of this work.

Chapter 2 may be skipped by a reader who is primarily interested in the minimization techniques

presented in later chapters, and then referred to only as required.

In Chapter 3, a unified set of techniques based on the Boolean-reasoning concepts of reduction
and elimination is introduced for deducing specific relationships among subsets of a set of Boolean
functions. Procedures are presented for the determination of normal and evanescent subsets of a
set of functions. Additionally, techniques are presented for the deduction of implication relations,

i.e., the coverage of a Boolean function by subsets of a set of functions. Chapter 3 is primarily of
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theoretical interest with the exception of a method which is introduced for deducing the coverage
of a term by subsets of a set of terms—a specialization of the method for determiring implication
relations. Variations of the technique for determining the coverage of a term are used in subsequent
chapters. An understanding of Chapter 3 is not required for a reader whose only interest is in the

minimisation methods found in later chapters.

The solutions of Boolean equations, the modeling of digital circuits with Boolean algebra, and
the relationship between solving Boolean equations and the minimization problem are discussed in
Chapter 4. The correspondence between developing a good solution for a Boolean equation and
the process of developing an economical digital design which meets a specification is highlighted.
Concepts developed in this chapter are employed in later chapters. A comprehension of the second
and third sections of Chapter 4 is particularly important to understanding the approach taken to

the minimization problem in this work.

In Chapters 5 and 6, the development of SOP formulas F to represent functions f belonging
to the interval [g, k] is presented. We initially focus on thie case in order to clearly develop the
basic strategy used throughout this work. In Chapter 5, methods are introduced for generating
all irredundant SOP formulas which represent functions belonging to the interval [g, h]. However,
since a function may be represented by thousands or even millions of irredundant formulas, it is
often not feasible to form all irredundant formulas. In these cases, we endeavor to find a single
minimal formula F which represents a function f in the interval [g, h). Techniques for finding a
single minimal formula are presented in Chapter 6. In both chapters we concentrate on providing
a firm theoretical foundation for procedures while striving to incorporate concepts which reduce
computational effort. Chapter 5 may be skipped by the reader who is only interested in methods

for developing a single minimal SOP formula.
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The techniques presented in Chapter 6 for single-output circuits are extended to multiple-
output circuits in Chapter 7. Algorithms described in Chapter 7 are restricted to development of

circuits with tabular specifications.

Chapters 8 and 9 form the second part of this work. Chapter 8 is primarily an introductory
chapter which gives an overview of the artificial intelligence concepts used in this research. It
is provided for those who may be unfamiliar with the concepts of informed search. Background
material is presented on search strategies. The use of state spaces and heuristic functions during
search is discussed. Chapter 8 may be skipped by a reader who has a basic understanding of search
techniques. In Chapter 9 the application of search in this work is presented. Heuristics developed
for use in the search process are discussed. Additionally, a decomposition strategy for breaking up

the search problem is introduced.

Chapter 10 is the third major section of this work. In this chapter a number of approaches
are introduced for forming minimal or near-minimal circuit designs which cannot be arrived at
using conventional minimization techniques. A procedure is presented for the generation of cascade
circuits, circuits in which a number of circuit outputs are used in the same manner as circuit
inputs (loops are prohibited). The resulting circuits are typically smaller than circuits formed
using conventional techniques. A second technique presented in this chapter is the formation of

minimal designs which take advantage of previously-constructed subcircuits.

Chapter 11 presents a summary of this effort. An assessment is made of the algorithms
presented in this work. The conclusions of this effort are stated. Recommendations for future work

are elaborated.

Previous research efforts in two-level logic circuit minimization are described in Appendix A.

Terms and concepts are presented as well as a discussion of the efficacy of previous methods.
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Appendix B, Example Functions, contains descriptions of several sets of functions to which we
have applied procedures introduced in this work. The computational results of applying algorithms

to the functions listed in Appendix B are presented in Appendix C, Computational Results.

The format for procedures and algorithms found in the text is given in the first section of Ap-
pendix D. We make a distinction between “procedures” and “algorithms” in this work. Procedures
are simple techniques that are used as the “building blocks” for larger methods. We designate as
algorithms the methods used to produce minimal digital designs. In this distinction, procedures
compose algorithms. Procedures and algorithms are written in a manner that should facilitate
easy computer implementation. Additionally, because Chapters 2 and 8 are primarily background
chapters, the procedures for which the theoretical basis is described in Chapters 2 and 8 are found

only in Appendix D.
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II. Fundamentals of Boolean Reasoning

The algorithms presented in this dissertation are based on the concepts of Boolean reasoning.
Because these concepts are not well-known, the fundamentals of Boolean reasoning are presented
in this chapter to facilitate comprehension of the methods developed in this work. The theory
and terminology presented in this chapter provide the foundation for later chapters. However, one
whose only interest is in the minimization techniques presented in later chapters may skip this
chapter and refer to it only as required for understanding subsequent chapters. Sources for much
of the terminology and notation found in this chapter include (Johns 87), (Murog 79), (Lipsc 76),

and (Nagle 75). For a more in-depth coverage of Boolean reasoning, see (Brown 90).

This chapter provides the theoretical background for a number of Boolean operations. Al-
gorithms and heuristics used to perform such operations are described; for the sake of brevity,
however, procedures which implement specific operations in a step-by-step fashion are located in

Appendix D.

Many researchers have worked to devise techniques which are better in some way than
previously-existing methods. Developments include algorithms which produce better results, the
introduction of heurisiics, and more efficient implementations of the algorithms. For example,
Brayton et al. report algorithms for a number of Boolean operations; among their significant devel.
opments is a heuristic which greatly improves the efficiency of several operations and a method for
obtaining improved results (Brayt 82). Brown presents algorithms for many techniques in Boolean
reasoning in (Brown 90). An outcome of this dissertation is the development of several new algo-
rithms or heuristics for Boolean operations such that the resulting implementations yield better
results faster than do existing methods. A number of new developments are presented in this

chapter; these are highlighted in the summary of the chapter.
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Basic Concepts of Boolean Algebra

Definitions. An algebra is characterized by three components:

1. A set, called a carrier,
2. Operations defined on the carrier, and

3. Distinct members of the carrier which are called constants of the algebra.

In addition to these components, an algebra has associated azioms. A closed algebraic system is
governed by the Law of Substitution which states that two expressions are said to be equal if one

can be replaced by the other.

A Boolean algebra is a closed algebraic system denoted by the quintuple

<B,+,.,0,1> (2.1)

where

e B is the carrier of the algebra,
e + and - are binary operations defined on B, and

e 0 and 1 are the constants of B.

The operator - is called AND. An expression of the form a - b is called a conjunction.
The operator + is called OR. An expression of the form a + b is called a disjunction.

The » symbol is often used in lieu of the . symbol. Additionally, a - b may be replaced by the

juxtaposition ab for simplicity.
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Axioms. A Boolean algebra is based on a set of axioms known as Huntington’s Postulates

(Hunti 04). These axioms are:

1. Commutative Laws. For gll a,b € B,

a+b = b+a (2.2)
a-b = b-a (2.3)

2. Distributive Laws, For alla,b,c € B,

a+(b-c) = (a+b)-(a+¢) (2.4)
a-(b+c) = (a-b)+(a-c). (2.5)
3. Identities. For alla € B,
0+a = (2.6)
l-a = a. (2.7)

0 is the identity for the + operator. 1 is the identity for the - operator.

4. Complements. For every a € B, there ezists an a' € B such that

a+ad = 1 (2.8)
a-a = 0. (2.9)

The “’ " gymbol denotes complementation. It can be shown that a’ is unique.

Boolean algebras are governed by the principle of duality by which a given valid expression
has an associated valid dual expression. The dual of an expression is found by interchanging all +

and - operators and exchanging identity elements 0 and 1; additionally, the left and right sides of
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inclusions (defined in the next section) are interchanged. Note that each of the preceding postulates

has two expressions; these expressions are duals of each other.

The Inclusion Relation. The inclusion relation, <, is defined as follows. For all a,b € B

a<bhb & a.b=0. (2.10)

(Rudea 74:8)

Statement (2.10) is isomorphic to the following property in the algebra of subsets of a set:

ACB & ANB =9, (2.11)

where A and B are arbitrary classes, i.e., subsets of a universal set S. The relation AN B =0 is

best visualized by use of the Euler diagram given in Figure 2.1.

Figure 2.1. Euler Diagramof ANB' =0
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The following statements are equivalent:

a < b (2.12)
ab' = 0 (2.13)
ad+b = 1 (2.14)
¥ < o (2.15)
a+b = b (2.16)
ab = a. (2.17)

Intervals. Let @ and b be members of a Boolean algebra B, and assume that a < b. The

interval (also called a segment) [a, b] is the set of elements of B lying between a and b, i.e.,

(@, ={z|]z€B and a<=z<b} (2.18)

The element a is called the lower bound of z; b is called the upper bound of z.

Theorems. Theorems which can be proven from the axioms and the definition of the inclu-

sion relation are:

1. Associativity. For alla,b,c€ B,

a+(b+c) = (a+b)+c (2.19)
a-(b-¢c} = (a-b)-c (2.20)
2. Idempotence. For alla € B,
at+a = (2.21)
a-a = a. (2.22)
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. Boundedness. For alla € B,

a+l = 1
a-0 = 0
. Absorption. For alla,b € B,
a+(a-b) =
a-(a+b)
. Involution. For alla € B,
(al)l —a
. DeMorgan’s Laws. For alla,b € B,
(a+d) = a-¥

(a-b) = a +¥.

. For alla,b € B,

a+(a'-b) = a+bd
a-(a'+b) = a-b

. Consensus. For alla,b,c € B,

(a-b)+(a’-c)+(b-c)
(a+b)-(a"+¢)-(b+¢c)

(a-8)+(a' <)
(a+8)-(a' +¢).

i
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9. Interchange. For alla,b,c€ B,

(6-b)+(a'-c) = (a+c)-(a'+d) (2.34)
(a+b)-(a'"+¢) = (a-c)+(a'-b). (2.35)
10. For alla,b€ B,
< a+b (2.36)
a-b < a (2.37)

Equivalent Boolean Equations. It is often useful to express a Boolean equation in an
equivalent expression of the form f = 0 or ¢ = 1. The following properties can be proven from the

Boolean axioms and theorems.

1. An arbitrary Boolean equation is equivalently expressed by the form f = 0 using the following

equivalence:

a=b < ad-b+a-b = (2.38)

(6’ b+ a-V) is the Exclusive-OR of a and b and is denoted by either (a & b) or a XOR b.

2. An arbitrary Boolean equation is equivalently expressed by the form g = 1 using the following

equivalence:

a=b < d-bV+a-b=1 (2.39)

(a’-b' +a-b) is the Exclusive-NOR of a and b and is denoted be either (a ©b) or a XNOR b.
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3. Systems of Boolean equations are equivalently expressed by a single equation using the fol-

lowing equivalences:

a=0 & =0 <= a+b=0 (2.40)
a=1 & b=1 ¢ a-b=1. (2.41)

Theorem Involving the Inclusion Relation. The theorem in this section, which involves

the inclusion relation <, is useful in various applications of Boolean reasoning.

Theorem 2.1: For all elements a,b,c, and d of a Boolean algebra B, if

a < b (2.42)
< d
then
a+c<b+d (2.43)

Proof. Suppose (2.42) to hold. Then we conclude by the definition of the inclusion relation that

al) = 0, (2.44)
ed = 0.

In view of (2.24), the validity of the following statements may be asserted:

Ob’d' =
bed = 0.

o

(2.45)
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Whence, the equation

ab'd’ + cb'd = 0 (2.46)

is valid. The following statements are equivalent:

ab'd +cb'd = 0 (2.47)
(a+c)'d = o (2.48)
at+c < (¥d') (2.49)

a+c < b+d. (2.50)

Statements (2.47) and (2.48) are equivalent by distributivity. The definition of the inclusion relation
is used to form (2.49) from (2.48). Finally, DeMorgan’s law and involution are used to form (2.50).

This completes the proof. O

When there are an arbitrary number of statements of the form (2.42), Theorem 2.1 is applied

repeatedly to develop an inclusion such as (2.43).

Definition of Subtraction. The operation a — b is defined as the portion of a that is not

covered by b, i.e.,

a—b=a.¥. (2.51)

The operation a — b is sometimes called the relative complement of b with respect to a. In set
theory, the relative complement of a set B with respect to a set A, denoted 4 — B, is also called
the difference of A and B. However, the term “difference” has been expropriated in engineering
literature for another Boolean operation. Hence, we follow Brayton (Brayt 82) in calling a — b the

subtraction of b from a.
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Literals, Terms, and Formulas

Literals and Terms. A literal is a letter or complemented letter such as a,b,a’, ¥, z, and
z/, where a letter denotes a variable or a8 member of a Boolean algebra. (The convention used
in this work is that letters such as a,d,¢,... are members of a Boolean algebra and variables are
represented by letters such as ...,z,y,2.) A term is 1, a literal, or a conjunction of two or more
literals in which no two literals involve the same letter. Examples of terms include ab'z, ac, and
z'yz’. An alierm is 0, a literal, or a disjunction of literals in which no two literals involve the same

letter. Examples include (a + y), (a + ¢’), and (z + y + 2').

Boolean Formulas. The set of n-variable Boolean formulas on n symbols z;,...,z, is

defined by the following rules:

1. The elements of B are Boolean formulas, and
2. The symbols z,, ..., 2, are Boolean formulas, and

3. If f and g are Boolean formulas, then so are

(a) f+g,
(c) f', and

4. A string is a Boolean formula if and ouly if it is formed by a finite number of applications of
the first three rules.

Examples of formulas include a,2z',a + y, and (z - (b’ + z))’ + a.

A sum-of-products formula is 0, a single term, or a disjunction of terms. A product-of-sums
formula is 1, a single alterm, or a conjunction of alterms. A sum-of-products formula is often called
an SOP formula; a product-of-sums formula is called a POS formula. Unless noted otherwise, the
type of formula referred to throughout this work is a sum-of-products formula rather than a formula

of arbitrary form.
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Unate and Binate Variables. If a variable appears in both complemented and uncom-
plemented form in the same formula, the variable is said to be opposed within the formula. If the
variable appears in only uncomplemented or only complemented form, then the variable is said to

be unopposed in the formula.

If a variable is unopposed in a formula, the variable is called a unate or monoform variable.
If a variable is opposed in a formula, then the variable is called a binate or biform variable. If a
variable is unate and appears in only uncomplemented form in a formula, then it is called a positive
variable. If a variable is unate and appears in only complemented form in a formula, then it is

called a negative variable.

Boolean Functions

General Case. An n-variable Boolean function, f : B® — B, is the mapping associated
with an n-variable Boolean formula. Rudeanu, in his work on Boolean functions and equations,

gives an informal definition of a Boolean function:

Roughly speaking, a Boolean function (also called Boolean polynomial by certain au-
thors) is a function with arguments and values in a Boolean algebra B, such that f can
be obtained from variables and constants of B by superpositions of the basic operations
+,+, and ' of B. (Rudea 74:16)

A more formal definition of the set of n-variable Boolean functions parallels the definition of a

Boolean formula:

1. For any element a € B, a constant function f : B® — B defined by
f(z1,--.,zn) =a Y(z1,...,2n) € B (2.52)

is an n-variable Boolean function.

2. For n variables, z,,...,2Z,, a projection function f : B® — B defined by

f(z1,...,2,) = 24 Y(z,,...,2,) € B", i€ {l...n}, (2.53)
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is an n-variable Boolean function.

3. If g,h: B® — B are n-variable Boolean functions, then the functions g + h, gh, and g’ defined

by
(a)
(9+h)(z1y.-r2a) = 9(21,.. -, 2n) + A(Z1,. .., 20) (2.54)
(b)
gh(zy,...,2n) = 9(21, .., 2n) h(Z1,. .., 2Zn) (2.55)
()
g'(zln ey zn) = (g(zls ey zn))’ (2.56)

V(2,,...,2n) € B®, are also n-variable Boolean functions.

4. A function is a Boolean function if and only if it is formed by a finite number of applications
of the first three rules. (Rudea 74:17)
Switching Functions. Rudeanu makes a clear distinction between Boolean functions in the
general case, and the special case of Boolean functions involving no constants except 0 and 1 which
he calls simple Boolean functions (Rudea 74:xvi). One form of simple Boolean functions is that

involving the two-element Boolean algebra B; = {0, 1}. Rudeanu states:

In the particular case of the two-element Boolean algebra B; = {0, 1}, every function
f : B} — B3 is asimple Boolean function and will be termed a truth function (also called
a “switching function” or “Boolean function” by switching theorists ...) (Rudea 74:xvi)

Thus, a switching function is a Boolean function for which B; = {0,1}.

Representations of Boolean Functions. Every n-variable Boolean formula maps into a
corresponding n-variable Boolean function; the function is said to be represented by the formula.
A function, f : B — B, is a Boolean function if and only if it can be represented by a Boolean
formula. A Boolean formula which represents the function f is referred to by the cepitalized form

of the symbol, i.e., FF.

Equivalent Formulas. The number of n-variable Boolean formulas which represent

an n-variable Boolean function is infinite. Formulas that represent the same function are called
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equivalent formulas. An important task—the central theme of this work—is to determine a “good”
formula to represent a function. Typical metrics for determining the “goodness” of a formula

include the number of terms in the formula and the number of literals in the formula.

Congruent Formulas. A special case of equivalent formulas is that of congruent
formulas. Two SOP formulas are called congruent “in case one can be transformed into the other

using only the commutative law (Brown 20:239)”. The formulas

a'b'c+cde + efg’
ede+g'ef +ca'V

are congruent.

Absorptive Formulas. A term t is said to absord a second term wu if the first term

consists of a subset of the literals of the second term. In such a case, the inclusion

u<t. (2.57)

is valid. To prove (2.57), it is observed that u can be reformulated as u; - uz, in which u; consists

of all of the literals in t, and where

e uy consists of all of the literals not in ¢, or
e uj is defined to be 1 in case u = t.
Hence, u =t - u;. By (2.37), t- u; <t. Replacing t - u3 by u proves (2.57).

An SOP formula F is said to be absorptive in case no term in F is absorbed by any other
term in F. If one term of a formula absorbs a second term, (2.25) shows that an equivalent formula

is derived by deleting the absorbed term. An absorptive formula that is equivalent to F is obtained
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by successive deletion of all terms absorbed by other terms in F; the resulting formula is denoted

by ABS(F). The formula ABS(F) is unique to within congruence (see (Brown 90:240) for proof).

Unate Functions. A function f(zi,...,2,) is said to be positive in a variable z; if the
function can be represented by a formula in which z; is positive. Similarly, a function f(z1,...,2n)
is said to be negative in a variable z; if the function can be represented by a formula in which z;
is negative. If f is either positive or negative in z;, then the function is said to be unate in z;. Ifa

function f(z,,...,%n) is unate in all of its variables z1,..., Tn, then it is called a unate function.

Unate functions are an important class of functions because many operations that may be
performed on the general case of Boolean functions are performed more efficiently on unate func-
tions. For example, given a formula F which is unate in all of its variables, it can be shown that

the minimum-term equivalent formula for F is ABS(F).

Two unate Boolean functions f and g are said to be collectively unate if each is unate and

f + g is unate.

Orthogonal Functions. A set {¢1,¢2,. .., 1} of n-variable Boolean functions is called

orthogonal if the condition

$i-¢; =0 i#£j (2.58)
is satisfied. If the condition
k
Y ei=1 (2.59)
=1

is satisfied, then the set is called normal. If both (2.58) and (2.59) are satisfied, then the set of

functiors is called orthonormal.
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Evanescent Functions. A set {¢1,¢3,...,¢:} of n-variable Boolean functions is called

evanescent if the following condition is valid:

$i-¢2---¢dr =0. (2.60)

Boole’s Expansion Theorem

The most important functional theorem in Boolean algebra is Boole’s Ezpansion Theorem.
This theorem is commonly—but not properly—attributed to Shannon (Shann 49) in most current-

day texts on switching theory. It is stated as follows:

If f is an n-variable Boolean function, then f has the ezpansion
f(z1,23,.. ., Zn) = 21 f(0,22,...,2,) + 21 f(1, 22, - - -, Tn), (2.61)

Y(zy,...,2,) € B®, (Boole 54).

The dual of (2.61) is given by the expansion

f(::l, z3,.. .,z") = [2’1 + f(l, T3,.. .,zn)][zl + f(O, z3,.. .,Zn)], V(zl, ceey :n,,) € B". (262)

This theorem is used as the basis for efficient operations on Boolean functions (see (Brown 90)
or (Brayt 82)). The variable z,; about which a function f is expanded is called the splitting variable
(Brayt 82:59). In most cases Boolean expansion is recursively applied to derive a result. When f
is expanded about a variable, two functions are derived which do not involve the variable; the new
functions derived are called leaf functions. For example, if a 3-variable Boolean function f(z,y, z)

is expanded about z, the statement

f(=, y,z) = z,f(o!y!z) + zf(l,y,z) (2‘63)
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is derived in which f(0,y,z) and f(1,y, z) are functions which do not involve z. In this case, z is
the splitting variable, and f(0,y,2) and f(1,y,2) are the leaf functions. The functions f(0,y, z)

and f(1,y,z) can then be expanded further about either y or z.

Expansion is often performed about each variable in turn until one or both of the resulting
leaf functions possess a specific property, e.g., are unate or are elements of the underlying Boolean
algebra B. Of particular concern is the efficiency by which the expansion process occurs. In most
cases a judicious choice of splitting variable at each stage of the expansion process will greatly affect
the amount of recursion which takes place as well as the simplicity of the formulas which represent
the leaf functions. For many applications of the expansion theorem, heuristics have been devised
to wisely choose the splitting variable at each stage of expansion; these heuristics—several of which

are reported for the first time in this work—will be discussed in later sections.

Minterm and Maxterm Canonical Forms

It is often desirable to use a restricted class of formula in which any Boolean function has only
one corresponding formula. Formulas in such classes are called canonical forms. Two canonical
forms generated using Boole’s Expansion Theorem include the minterm canonical form and the

mazlerm canonical form.

Minterm Canonical Form. If Boole’s expansion theorem is recursively applied to a 3-

variable Boolean function f(z,y, z) about variables z,y, and 2, one derives

flz,y,2) 2’ f(0,y,2z) + zf(1,y,2)

z'[y £(0,0,2) + yf(0,1,2)] + [y’ f(1,0,2) + yf(1,1,2)]

z'y'2' £(0,0,0) + z'y'2£(0,0,1)

+ z'yz' £(0,1,0) + 2'yzf(0,1,1) (2.64)
+ zy'2' £(1,0,0) + zy'2 (1,0, 1)

+zyz'f(1,1,0) + zyz f(1,1,1).
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The values

£(0,0,0), £(0,0,1), £(0,1,0),..., f(1,1,1)

are elements of B called the discriminants of the function f. The products

1,11 / 1
z'y'2 2’y 2,2y, ..., 2yz

(2.65)

(2.66)

consisting of all of the variables of f(z,y,z) in each term of the right side of (2.64) are called the

minterms of X = (z,y,2).

This concept may be extended for an arbitrary n-variable Boolean function. The function

f(z1,...,2n) is expanded as follows:

f(zl)"wzn) = f(ol“'lo!o)z;"'z:t—lz:l
+ £(0,...,0,1)z} -z} _,zq

+f(1,...,1,1)z1 - 2n_12Zp.

The values

£(0,...,0,0), £(0,...,0,1),..., f(1,...,1,1)

are the discriminants of f, and the terms

7 7 ! ! 1
EYRERY VINE S YERET Y SN TRERE SURT .
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are the minterms of X = (z,1,...,2,). The expansion (2.67) is called tue minterm canonical form
of f and is designated by MCF(f). The minterm canonical form also is called the canonical

sum-of-productls form or full disjunctive normal form.

An important result is that a function f is a Boolean function if and only if it can be expressed

in minterm canonical form (see (Brown 90:40) for proof).

Minterm Canonical Form for Switching Functions. In the special case of an
n-variable switching function f, its minterm canonical form is an SOP formula in which all of the
terms are minterms. In this instance, a minterm appears as a term in the formula if and only if
the corresponding discriminant has the value of 1. There exist 2" possible minterms in a formula
which represents an n-variable switching function; thus, there are 22” possible switching functions

of n variables.

Example 2.1: Given the three-variable Boolean function f : B3 — B; represented by the formula

zyz + z'2', the following minterm canonical form represents f:

107

z'y'z + 2’y + zyz. (2.70)

Often, a shorthand notation is used to represent a minterm. One such form is m;, where i is
the decimal integer of the binary code for the minterm. The shorthand notation for three-variable

minterms is given in Table 2.1.

Using this notation, the formula in Example 2.1 can be written as f(z,y, 2) = mo +m3 + m7. This

notation can be shortened further to minterm list form, i.e., f(z,y,z) = Y}, m(0,2,7).

Truth Tables. A function table or truth table is often used to specify a function. A
function table is generated for an n-variable Boolean function by substituting all possible com-

binations in B™ for the variables in a formula which represents the function. For every element
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Term | Binary Code | Shorthand Notation
z'yz 000 mg
z'yz 001 my
z'yz’ 010 ms
z'yz 011 ms
zy'z 100 my
zy'z 101 ms
zyz’ 110 me
zTYz 111 my

Table 2.1. Shorthand Notation for Minterms

(a1,...,an) € B™, the function table displays f(a;,...,an). A truth table is generated for a
Boolean function by substituting all 0,1 combinations for the variables in a formula which repre-
sents the function. A truth table is a proper subset of a function table, except in the case of the

two-element Boolean algebra, B = {0, 1}. In this case a truth table is identical to a function table.

Example 2.2: Given the two-element Boolean algebra, B = {0, 1}, Table 2.2 is the truth table for

the three-variable Boolean function f : B3 — B; represented by the Boolean formula zyz + z'z'.

zyz | f(=.¥2)
000
001
010
011
100
101
110
111

-0 000 -=O -

Table 2.2. Truth Table for Example 2.2

Just as a Boolean function’s truth table may be generated from a Boolean formula, a formula
to represent the function can be generated using a truth table. In this case, for each minterm
we obtain the corresponding discriminant directly from the truth table. This yields the function’s
minterm canonical form. Because a truth table may be used to generate the minterm canonical

form of a Boolean function, a truth table completely defines a Boolean function.
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Example 2.3: Given the truth table in Example 2.2, we construct the minterm canonical form of

the function specified by the table:

MCF(f)=z'y'2'(1)+2'y'2(0) + z'yz' (1) + 2'yz(0) + zy' 2’ (0) + zy' 2(0) + zy2' (0) + zyz(1). (2.71)

After simplification by (2.6),(2.7), and (2.24) we form the equation

MCF(f)=2'y'z + z'yz' + zyz. (2.72)

Maxterm Canonical Form. The maxterm canonical form is Jefined analogously to the
minterm canonical form. It is generated using the dual form (2.62) of Boole’s Expansion Theo-
rem. In some texts the maxterm canonical form is called a canonical product-of-sums form or full

conjunctive normal form.

A mazierm is an alterm which contains all variables of the formula either in complemented
or uncomplemented form. The mazterm canonical form for a switching function f is a product-of-
sums formula for f in which all of the alterms are maxterms. In this case, a maxterm appears as
an alterm in the formula if and only if the corresponding discriminant has the value of 0. Hence,

the maxterm canonical form is analogous to the minterm canonical form.

Example 2.4: The three-variable Boolean function f : B} — B; from Example 2.1 is represented

by the following formula in POS form:

(z + 2')(z' + y)(2' + 2). (2.73)

This formula has the following formula maxterm canonical form:

(z+y+2Nz+y +2) = +y+2)(z' +y+2) ' +y +2). (2.74)
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As with minterms, a shorthand notation is often used to represent maxterms. One such form
is M;, where i ia the decimal integer of one’s complement of the binary code for the maxterm.

The shorthand notation for three-variable maxterms is given in Table 2.3. Using this notation,

Alterm Binary Code | Shorthand Notation
z4+y+z 000 M,
z+y+2 001 M,
z+1/+z 010 M,
2+y +27 011 M;
+y+z 100 M,

2 +y+2 101 Mg
+y +z 110 Mg
z+y +2 111 M;

Table 2.3. Shorthand Notation for Maxterms

the formula in Example 2.4 can be written as f(z,y, z) = M; M3MMsMs. This notation can be

shortened further to mazterm list form, i.e., f(z,y,2) = [ M(3,3,4,5,6).

Incompletely-Specified Functions

It is often the case that instead of working with a single Boolean function, f, an interval of

Boolean functions is specified. This interval of functions is actually a set F of functions defined by

F ={#19(X) < ¢(X) < h(X), VX e€B"}, (2.75)

for which ¢ : B® — B and h: B® — B are Boolean functions such that ¢(X) < h(X), VX € B".

Since g and h are completely defined by their truth tables, (2.75) may be restated as:

F ={¢19(X) < ¢(X) < h(X), VXe€{0,1}"}. (2.76)
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Let S be the set of intervals on B, i.e.,

S§={[a,b]|a€eB,beB,a<b} (2.77)

We may represent the set F by the single mapping f : B® — S, defined as follows:

F(X) = [g(X),h(X)], VX € {0,1}". (2.78)

Thus, for each X € {0, 1}", the value of f(X) is [¢(X), h(X)] rather than an element of the Boolean
algebra. When a mapping is specified in this fashion, f is referred to as an sncompletely-specified
(ICS) Boolean function. A mapping which complies with the earlier stated definition of a Boolean
function is called a completely-specified (CS) Boolean function. The function g is called the lower

bound of function f; h is called the upper bound of f.

Typically, incompletely-specified Boolean functions are used in switching theory, where the
two-element Boolean algebra B = {0,1} is employed. g and h are switching functions for which
9(X) < K(X), VX € {0,1}". Therefore, for each X € {0,1}", f(X) is one of the intervals
[0,0],[0,1], or [1,1]. The normal convention is to rename the intervals [0, 0], [0, 1}, and [1, 1] a8 0, X,
and 1, respectively. The symbol X signifies that either 0 or 1 may be chosen as the value of f; this

is called a don't-care condition. X is said to be a “don’t care” value.

Example 2.5: Given the equations

It

9(z,v,2) z'y + zyz (2.79)
h(z,y,2) = 'y +zy+yz+2's, (2.80)

the incompletely-specified function f(z,y,z) defined by g(z,y,2) < f(z,y,2) < h(z,y,2) is given

by the truth table in Table 2.4.
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Tyz 9(‘-",!/,2) h(z’y’z) f(z,y, z) f(zxy)z)
000 1 1 [1,1} 1
001 1 1 (1,1] 1
010 0 0 {0, 0] 0
011 0 1 [0, 1} X
100 0 n [0, 0] 0
101 0 ] [0,0] 0
110 0 1 [0,1] X
111 1 1 f1,1) 1

Table 2.4. Incompletely-Specified Function f(z,y, z)

Terminology has been developed by switching theorists to discuss incompletely-specified
switching functions. One way the minimization problem has been approached is to find a completely-
specified function f in the interval [g, k] for which a formula which represents f has the fewest
possible terms. The function g forms the lower bound of the possible functions for f; therefore,
for every X € {0,1}" for which g(X) =1, f = 1 must be valid. In other words, every term in
MCF(g) also must appear in MCF(f). The set of minterms which appear in MCF(g) is referred

to as the on-set of the incompletely-specified function f. Formally, the on-set of f is defined as

ON-SET = {m; | m; € MCF(g)}. (2.81)

The function h forms the upper bound of the possible functions for f; therefore, for every X €
{0, 1}" for which h(X) = 0, f = 0 must be an identity. Where the function A is 0, the function
k' is equal to 1. Thus, no term of MCF(h') can appear in MCF(f). The set of minterms which

appear in MCF(h') is referred to as the off-set of f. Formally, the off-set of f is defined as

OFF-SET = {m; | m; € MCF(k')}. (2.82)

A third set of minterms, which is empty in the case of completely-specified Boolean functions, is

called the don't care-set. Given the interval (2.76) a completely-specified function may be formed
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which specifies the cases in which f may be chosen to be either 0 or 1, i.e., the cases where f has a
don't care value. This function is defined as h — g. A term in MCF(h — g) may or may not appear
in MCF(f). The set of minterms which appear in MCF(h — g) is referred to as tn= don’t-care set

of f. Formally, the don’t-care set of f is defined as

DON'T-CARE SET = {m; | m; € MCF(h - g)} (2.83)

The don't-care set is sometimes referred to as the dc-set. In some cases, the minimization problem
is solved by determining a good choice of minterms from the don’t care-set to add to the on-set to

produce a function f such that the number of terms in a formula representing f is minimal.

Example 2.6: For the incompletely-specified function f(z,y, z) defined in Example 2.5:

o the on-set of f is {mg, m;, ms},
o the off-set of f is {mg3, my, ms}, and
e the dc-set of f is {m3, me}.

Free Boolean Algebras

The variables z;, z3,...,z, may be used to construct a 23" -element Boolean algebra in the

following manner:

o each element of the algebra is the disjunction of a subset of the 2" minterms built from the
n variables,

o the null disjunction is the 0-element, and

e the disjunction of all minterms is the 1-element.

The resulting structure is called the free Boolean algebra on the n generators z1,z3,...,2n. The

free Boolean algebra is denoted FB(z;,z3,...,2,).
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Operations on Boolean Functions

In this section, operations are discussed which are classified as basic operations and ezpansion-
based operations. Operations on Boolean functions are not applied to the functions, but rather to
the formulas which represent the functions. Typically, the result of an operation is a formula which
represents a new function. All of the operations discussed in this section apply to functions which
are represented by sum-of-products formulas; moreover, the result of each operation is an SOP

formula.

Basic Operations. Basic operations on Boolean formulas are those which operate on a term-
by-term basis. Typically, the resulting formulas are simplified by forming equivalent absorptive

formulas.

Boolean Addition. To add two Boolean functions f and g, their corresponding SOP
formulas F and G are simply appended. Absorbed terms are deleted to derive an equivalent
absorptive result. The addition of two functions is implemented by Procedure 2.1 (Addition),
listed in Appendix D. Assuming F and G are absorptive at the outset, Procedure 2.1 returns

ABS(F + G).

Cross-Product. The cross-product of two Boolean functions f and ¢ is the term-by-
term product of their corresponding formulas F and G. If F = }".s; and G = 3, tj, then the

cross-product of f and ¢ is given by

FxG=) % st (2.84)
LI}

This operation is Lsed in lieu of the expansion-based product (described later) in some circum-

stances. The cross-product of two functions is implemented by Procedure 2.2 (Cross-Product),
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listed in Appendix D. A quick way to simplify the result of Procedure 2.2 is to make absorptive

the resulting formula.

In circumstances involving collectively unate functions represented by formulas which are
unate in all variables, a more efficient version of Procedure 2.2 may be used to perform the cross-
product operation. Such a technique is given by Procedure 2.3 (Unate Cross-Product) in Ap-
pendix D. The result of the procedure is the minimum-term formula representing the product,

f x g, of collectively unate functions.

Boolean Division. Given a function f and a term ¢, the division of f with respect to
t is the function formed from f by enforcing the constraint t = 1 on the function. The division of
f by t is indicated by f/t. Boolean division is also called the Boolean gquotient in (Brown 90:53)
and a ratio by Ghazala (Ghaza 57). The operation f/t is implemented by Procedure 2.4 (Boolean

Division), listed in Appendix D.

A number of useful theorems involving Boolean division are found in (Brown 90:54-56). They

are restated here without proof.

1. Let f and g be n-variable Boolean functions and let t be an m-variable term (m < n). Then

f<g = fit<gft (2.85)

2. Let f be a Boolean function and let t be a term. Then the statemenis

fiie = (£t (2.86)
t-f = t-(f/t) (2.87)
t'+f = t'+(f/t) (2.88)

are identitses.
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3. Let f be a Boolean funciion and let t be a term. Then

t-f<fit<t+f. (2.89)

4. Letp,q, and r be terms such that pg # 0. Then

pg<r = ¢g<r/p (2.90)

5. Let f and g be Boolean functions and let t be a term. Then

9SS/t > tg<f. (2.91)

Boolean division is convenient in applications of Boole’s Expansion Theorem. For example,

the expansion of a 3-variable Boolean function f(z,y,z2) about z is

f(z! Y, z) = z’f(O, Y, z) + ::f(l, Y, 2)7 (2'92)

which can be rewritten as

flz,y,2) =2/ (f/2') + z(f/=z). (2.93)

Brayton et al. call f/z the cofactor of a Boolean function f with respect to z and denote it f;

(Brayt 82).

Expansion-Based Operations. Many operations which are performed on Boolean func-
tions are executed most efficiently using algorithms based on Boole’s Expansion Theorem. In these

algorithms, expansion is applied recursively to reduce the functions on which an operation is ap-
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plied. Exparsion is performed until the leaf functions reach a base-case to terminate the recursion.

Heuristics are used to determine the splitting variable at each stage of the recursion.

Brayton’s Results. The algorithms for complementation, the product of functions,
and subtraction stated in this section are taken from (Brayt 82). The key idea underlying these
algorithms is the goal of quickly deriving leaf functions which are unate; special algorithms are then
applied to the unate leaf functions. A heuristic is used to choose the “most binate” splitting variable
z (Brayt 82:59); this choice tends to keep the number of terms in the formulas representing f/z and
f/z’ small as well as balanced. The most-binate heuristic results in a net reduction of the number
of recursive expansion operations which are performed with respect to the number of expansions
which generally would occur if the splitting variable z were chosen arbitrarily. Additionally, a
merge operation is applied to the functions returned at each stage of the recursion to ensure that
a simplified formula is returned. Brayton et al. call this process “a recursive paradigm based on

cofactor and merging operations.” For a unary functional operation, the general approach is

operate(f) = merge(operate(f/z), operate(f/z’)). (2.94)

Similarly, for a binary functional operation

operate(f, g) = merge(operate{f/z,g/z),op.rate(f/z',g/z')). (2.95)

(Brayt 82:59)

Splitting- Variable Heuristic. Brayton et al. developed a heuristic which works
well in determining a good splitting variable when using Boole’s Expansion Theorem in the com-
plementation, product, subtraction, simplification, and tautology algorithms. If the heuristic is

used for a unary operation on a function f, it is applied to the formula F representing f. If used
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for a binary operation on functions f and ¢, the heuristic is applied to the formula constructed
by appending the formulas F and G which represent the functions. A method which produces a
splitting variable based on Brayton’s heuristic is implemented by Procedure 2.5 (Splitting-Variable

Heuristic), listed in Appendix D.

Merge Operation. The merge operation is used to produce a simplified formula
when using Boole’s Expansion Theorem to perform a given primary operation. When using Boolean
expansion, the primary operation is applied to the leaf functions recursively. After returning from
the recursion, leaf functions are derived which are the result of applying the primary operation.
For example, if the function f were to be complemented, Boole’s Expansion Theorem would be

applied in the following manner:

f=2(f/e") +z(f/z). (2.96)

In this case, the primary operation of complementation is applied to the leaf functions f/z' and
f/z recursively. Let us call the functions which result from applying complementation to f/z’ and

f/z, go and gy, respectively. Equation (2.96) then becomes

f'=2'go+ zg1. (2.97)

One way of forming a formula to represent f’ in (2.97) is to append z’ to each term of a formula
representing go and z to each ‘erm of a formula representing g,. Suppose s and t are arbitrary
terms of formulas representing go and g, respectively. These terms are used to form the terms z's
and zt in the formula representing f’. In many instances, consensus (2.32) may be used to form a
new term st; in certain cases the term st absorbs either or both terms z's and zt. In essence, what

the merge operation does is to create the consensus term st only in those cases where at least one
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of the parent terms, z's and zt, is absorbed. The equivalent absorptive formula is returned by the

merge operation.

Let ho be the result returned by applying an operation to the leaf function associated with
z' and let h; be the result returned by applying an operation to the leaf function associated with
z. Hence, for a unary functional operation, hg is the result of applying the operation to f/z'; hy
is the result of applying the operation to f/z. Similarly, for a binary operation h¢ is the result of
applying the operation to f/z' and g/z'; h, is the result of applying the operation to f/z and g/=z.

The function

zlho + Ihl (298)

may then be “rmed. The merge operation is used to reformulate (2.98) by rewriting it as

z'ho + zhy + ha. (2.99)

This action is performed by removing terms of the formulas representing ho and h; and placing the
appropriate consensus terms in the formula which represents h;. Because terms are removed from
the formulas representing ho and h;, new functions 71\0 and 71\1 are formed. Likewise, the function

h, is created.

Suppose s and t are terms in formulas representing ho and h;, respectively. Then z's and
zt are terms in the formulas representing z'ho and zh;, respectively, ia (2.98). For each term s of
ho, it is determined whether s is either a subset or superset with respect to contained literals of at

least one term t of h;. If so, then the formula

z's + zt (2.100)
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is replaced by the equivalent formula

z's + zt + st. (2.101)

The term st is the consensus term of z’'s and zt. When this replacement is made, the term st is

placed in the formula representing hj. Additionally, one of the following actions is also possible:

e s and t may be removed from the formulas representing ho and h,, respectively;
e 3 may be removed from the formula representing ho; or

e t may be removed from the formula representing h;.

Each of these cases is now examined.

Case 1: s=1

In this instance the term st is equivalent to s (or t) by idempotence. Thus, (2.101) can be

rewritten as

z's+zs+s. (2.102)

This is simplified by absorption to s. Thus, s and t are removed from the formulas representing

ho and h; and the term s (or t) is added to formula representing h;.
Case 2: s<t,s#t

In this instance the term st is equivalent to s since it contains a superset of the literals of ¢.

Thus, (2.101) can be rewritten as

z's+zt+s. (2.103)
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This is simplified by absorption to zt + s. Thus, s is removed from the formula representing

ho and the term s is added to formula representing h;.
Case 3: t<s,s#1t

In this instance the term st is equivalent to ¢ since it contains a superset of the literals of s.

Thus, (2.101) can be rewritten as

z's+zt+1t. (2.104)

This is simplified by absorption to z's + t. Thus, ¢ is removed from the formula representing

hy and the term t is added to formula representing h;.

For each term s, only one term t must exist for which it is a superset to place the term into the
formula representing k;. However, if a term s is a subset of a term ¢, then it must be tested
against all terms ¢; to determine which terms of the formula representing h; should be moved to
the formula representing hj. If both subset and superset conditions exist hetween a term s and a
term t, then both are removed from the formulas representing ho and h;, respectively, and s (or
t) is placed into the formula representing h;. An algorithm for performing the merge operation is

given by Procedure 2.6 (Merge Operation), listed in Appendix D.

52




Complement. The complementation algorithm presented in this section uses both
the splitting-variable heuristic and the merge operation described previously. Boole’s Expansion

Theorem is used to complement a function f in the following manner:

£ =2(f/2Y +=(f/a. (2.105)

The complementation operation then is applied recursively to the leaf functions f/z’ and f/z.

Expansion is used to complement a function unless a function meets one of the following conditions:

e it is identically equal to 0;
e it is identically equal to 1; or

o the function is unate.

In the first case, 1 is returned as the complement of 0. Similarly, 0 is returned as the complement
of 1. If the function is unate, a special unate complementation procedure—one more efficient than
basic complementation—is applied to the function. An implementation of the general complemen-

tation algorithm is given by Procedure 2.7 (Complementation), listed in Appendix D.

Complementing a Unate Function. Brayton et al. developed a special algorithm

to complement a unate function (Brayt 82:61-62). This algorithm uses the relationship

fr=2(f12") +(f/=) (2.106)

as the basis for computation in which

o the formula representing f/z consists of all terms in F which do not include the literal z and
the terms in F which include the literal z with the literal removed, and

¢ the formula representing f/z’ consists only of the terms in F which do not include the literal
z.
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The validity of (2.106) is now demonstrated. Suppose a formula F which represents f is positive

in z. Then there are formulas G and H, not involving z, such that

f=zG+H. (2.107)

Complementing both sides of (2.107), we form

f=zH +GH'. (2.108)
But
fl? = H (2.109)
flz = G+H;
hence,
(f/g'Y = H' (2.110)

(f/z)' = GIHI.

Then, by substitution in (2.108):

£ =2(f/2) +(f/2). (2.111)

Similarly, if F is negative in z, then

£ =a(f/z) + (f/2). (2.112)
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To minimise computation, Brayton et al. use two heuristics to choose the literal z in (2.106).
First, in the formula F the term with the fewest literals is found. Second, of the literals in the
term selected by the first heuristic, the literal which occurs most frequently in F is selected. The
first heuristic keeps the number of recursions as small as possible since for every recursive call
the number of literals of the term with the fewest literals is reduced by one. Selecting the literal
which occurs most frequently in F makes the number of terms in the formula representing f/z’ as
small as possible. If many terms include z, then the number which do not—all of the terms of the
formula representing f/z'—are few. The unate complementation process is easily performed when

the number of terms in a formula is small. (Brayt 82:61)

An implementation of the unate complementation algorithm is given by Procedure 2.8 (Unate

Complementation), listed in Appendix D.

Product. The product algorithm described in this section is taken from (Brayt 82).
It uses both the splitting variable heuristic and the merge operation previously described. Boole's

Expansion Theorem is used to multiply two Boolean functions f and g as follows:

frg=2'(f/z'-9/") +2(f/z g/z). (2.113)

The product operation is applied recursively to the leaf functions (f/z' - ¢/2') and (f/z - 9/z).

Expansion is used to multiply the functions unless the functions meet one of the following conditions:

1. either function is identically equal to 0;
2. either function is identically equal to I; or

3. the functions are collectively unate.

If either function is identically equal to 0, then 0 is the result of the product of the functions. In the
event that either function is identically equal to 1, then the result of the product is the value of the

other function. In this case, the equivalent absorptive for nula is returned for the formula which
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represents the second function. If the functions are collectively unate, then the most efficient way
to multiply the two functions is to use Procedure 2.3 to perform a unate cross-product operation.

The product algorithm is implemented by Procedure 2.9 (Product) in Appendix D.

Subtraction. The subtraction of a Boolean function g from a function f, f — g, is
defined as the portion of f not covered by g, i.e., f-g¢’. The subtraction algorithm presented in this
section is taken from (Brayt 82). As in the product operation, it uses both the splitting-variable
heuristic and the merge operation previously described. Boole’s Expansion Theorem is used to

subtract function ¢ from function f as follows:

f-g=2(f/z' —g/2") +=(f/z - g/z) (2.114)

The subtraction operation is applied recursively to the leaf functions (f/z’ — g/2') and (f/z —

g/z). Expansion is used to perform the subtraction until the functions meet one of the following

conditions:

1. either function is identically equal to 0;
2. either function is identically equal to 1; or

3. the functions are collectively unate.

If either function f is identically equal to 0 or function g is identically equal to 1, then 0 is the
result of the subtraction. If function g is identically equal to 0, then the result of the subtraction is
the function f. If function f is identically equal to 1, then the result is the complement of function
g. If the functions are collectively unate, then f — g is formed by multiplying the function f by the
complement of ¢g. Since ¢ is unate, the complement of g is formed using the unate complementa-
tion algorithm implemented by Procedure 2.8. The product is performed using the cross-product
operation implemented by Procedure 2.2. The result is simplified by forming ABS(F — G). The

subtraction algorithm is given by Procedure 2.10 (Subtraction) in Appendix D.
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Exclusive-OR. In this section, two algorithms are presented based on Boole’s Expan-
sion Theorem to perform the Exclusive-OR of two Boolean functions f and g. In the first method,
a splitting variable is arbitrarily chosen for expansion. The merge operation is not used in this
procedure after expansion and recursive calculations. In the second technique, the methods devel-
oped by Brayton are extended for use in new procedure for performing the XOR operation. The
splitting variable is chosen using Brayton’s heuristic. After expansion and recursive operations, the

merge operation is used to form the resulting formula.

The difference between the two procedures is the amount of time required to form a result
and the simplicity of the result. The first algorithm is significantly faster than the second—roughly
one to four times faster. However, the second technique produces a simpler formula; typically, the
number of terms in this formula is fewer than two-thirds the number of terms in a formula produced
by the first technique. The choice of one procedure over the other is dependent on considerations

such as the need for efficiency and the nature of the application.

In both XOR procedures, Boole’s Expansion Theorem is used to form the Exclusive-OR of

functions f and g as follows:

fog=2'(f/z ®g/z')+z(f/zDg/z). (2.115)
The XOR operation is applied recursively to the leaf functions {(f/z’' & g/2') and (f/z @ ¢/z).

Expansion is used until the functions meet one of the following conditions:

1. either function is identically equal to 0; or

2. either function is identically equal to 1.

If either function is identically equal to 0, then the result of the XOR operation is the other

function. If either is identically equal to 1, then the result is the complement of the other function.
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In the first XOR algorithm, of the formulas which represent f and g, the splitting variable
is found by arbitrarily choosing a variable which appears in the smaller of the formulas F and G.
A variable is chosen in the smaller formula to force the decomposition of the function which it
represents; hence, one of the termination conditions stated above is reached more quickly. The first

XOR algorithm is implemented by Procedure 2.11 (Exclusive-OR), listed in Appendix D.

The second XOR procedure is a8 new algorithm which adapts the methods developed by
Brayton to the XOR operation. The splitting variable is chosen using Brayton’s heuristic. If
the functions f and g are found to be collectively unate, then the recursion is terminated and
the Exclusive-OR is calculated directly via the form f' - g + f - g’. Since it is known that the
functions are unate, the unate complementation algorithm is used to complement the functions.
Additionally, to perform the product operations, the cross-product operation of Procedure 2.2 is
used. After expansion and recursive operations, the merge operation is used to form the resulting

formula. Procedure 2.12 (Exclusive-OR) in Appendix D states the second X OR operation.

Comparison of Functions. In view of (2.38), i.e.,

f=g < fo®g=0, (2.116)

the Exclusive-OR operation may be used to compare two Boolean functions. If the right-hand side
of (2.116) is true, then f = g. On the other hand, if the right-hand is false, then f # g. Hence, to

determine whether Boolean functions f and g are equal, the following actions are taken:

1. f® g is formed; and

2. f® g is tested to determine if it is identically equal to gero.

If f @ g is identically equal to zero, then the functions are equal. Otherwise, they are not equal.
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An interesting by-product of the XOR test for equality is produced in the case where functions
are not equal. Given two n-variable Boolean functions f and g, an n-variable function k can be
constructed which shows all circumstances in which functions f and g are different. h is defined in

the following way:

f®g=h (2.117)

Forming the minterm canonical form for h, the minterms of h for which the associated discriminants
are not sero correspond to the minterms of f and ¢ in which their associated discriminants differ.
Conversely, for minterms of f and g in which the respective discriminants are equal, the discrimi-
nants for the corresponding minterms of h are equal to gero. In the case of switching functions, for
minterms of f and g where the associated discriminants differ, the respective discriminant in A is

equal to one.

Example 2.4: Given the equations f(z,y) = z and g(z,y) = y, h(z,y) is found as follows:

h(z,y) f(z,v) ®9(z,v)

= QY (2118)
= z'y+zy.

Minterms and discriminants are summarized in Table 2.5. For the minterm z’y the associated
discriminant is 1 in g(z, y) and 0 in f(z,y), i.e., they differ. Hence, the discriminant of the minterm
z'y in h(z,y) is equal to 1. For the minterm 2’y the associated discriminant is 0 in g(z,y) and
f(z,y), i.e., they are the same. Thus, the discriminant of the corresponding minterm in h(z,y) is

equal to 0

Exclusive-NOR. Two algorithms based on Boole's Expansion Theorem to compute

the Exclusive-NOR of two Boolean functions f and g are listed in Appendix D. These procedures
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zy .f(?y) 9(z,y) || h(z,y)

00 0 0
01 0 1 1
10 1 0 1
11 1 1 0

Table 2.5. Results of Example 2.4

are analogous to the two described for the Exclusive-OR operation. Tke first X NOR algorithm is

implemented by Procedure 2.13 (Exclusive-NOR).

As in the second XOR method, the second X NOR procedure is a new technique which adapts
the methods developed by Brayton. The splitting variable is chosen using Brayton’s heuristic. If
the functions f and g are found to be collectively unate, then the recursion is terminated and
the Exclusive-NOR is calculated directly via the form f'-¢’ + f-g. Since it is known that the
functions are unate, unate complementation is used to complement the functions. Additivnally, to
perform the product operations, tke unate cross-product operation is used. Aflter expansion and
recursive operations, the merge operation is used to form the resulting formula. Procedure 2.14

(Exclusive-NOR) states the second X NOR method.

Simplification

A formula F representing a Boolean function f may not be economical. It would be better
to generate an equivalent formula which is simpler is some sense—typically with respect to the
number of terms. Less memory is required to store a formula with fewer terms. Additionally, when
performing operations such a complementation or product, fewer computations are required if the
formulas on which the operations are applied are small. However, although it is advantageous to
have the best formula possible, expending much effort producing such a formula is not desirable.
In such circumstances, a simplification routine is used which produces a good formula (but not

necessarily the best) in an efficient manner.
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In this section a number of simplification routines are described which produce good formulas
efficiently. Included among these procedures is one which is based on Boole’s Expansion Theorem
as well as the merge operation described in previous sections and an absorption-based simplification

routine.

Expansion-Based Simplification. The simplification algorithm discussed in this section
is taken from (Brayt 82). Both the splitting variable heuristic and the merge operation described
in preceding sections are used. Boole’s Expansion Theorem is used to simplify & function f in the

following manner:

f = (/') + 2(f/2). (2.119)

The simplification operation is applied recursively to the leaf functions f/z’ and f/z until a point
is reached at which the functions are unate; the functions are known to be viiate when the formulas
which represent the functions are unate in all of their variables. At this point the equivalent
absorptive formula is returned as the result. The merge operation is applied to develop a formula
to represent f by combining the simplified formulas representing f/z’ and f/z. The resulting
formula which represents f generally is much simpler with respect to tk~ number of terms and
literals than the original formula; however, this outcome is not guaranteed. The simplification

algorithm is implemented by Procedure 2.15 (Simplification) in Appendix D.

Absorption-Based Simplification Techniques.

Quick Simplification. In cases where speed of simplification is important—at the
expense of nct generating as good a formula as in cxpansion-based simplification—an absorption-
based simplification technique may be used to generate a simplified formula. Such a procedure is

described in this section.
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One of the underlying concepts used by the procedure in this section is that of the consensus
of two terms. Two terms are said to be opposed in the event that a variable is opposed, i.e., exists
complemented in one term and uncomplemented in the second, between the two terms. When
exactly one variable is opposed between the two terms, then by (2.32) a new term may be formed
which is called the consensus of the terms. The consensus of two terms s and ¢, denoted ¢(s,t), is
created by deleting the literals opposed in the terms and forming the conjunction of the remaining
literals of each term. If any literals appear in both s and t, the duplicate literals are deleted. Term

c(s,t) is referred to as a consensus term; terms s and ¢ are called its parent terma.

Given two terms s and ¢t which have one opposed variable, in some cases it is advantageous
to form c(s,t) and in other situations it is not. In general, it is desirable to form the term c(s,t)
if it absorbs at least one of the terms s or t. If ¢(s,t) absorbs at least one of the terms, then by
{(2.25) the absorbed term may be deleted. By following this methodology, a formula is developed
which has fewer terms—with many of the remaining terms having fewer literals—than the original
formula. Procedure 2.16 (Simplification) in Appendix D is a simplification procedure in which
terms are compared on a term-by-term basis. When it is possible to form a consensus term which
absorbs at least one of its parent terms, the consensus term is formed and the absorbed parent(s)

are deleted.

Relative Simplification. In this section, a new concept called relative simplification
is presented which has proven to be useful in procedures discussed in subsequent chapters. Of
particular importance is the Relative Simplification Theorem which facilitates the replacement of

the sum of two formulas F and G, i.e., F + G, with a simpler equivalent formula.

Given two Boolean functions f and ¢ and SOP formulas, F and G, whi_h represent them, the
formulas may be examined on a term-by-term basis in which every term in F is compared to every
term in G. This may be done in order to generate all of the consensus terms that can be formed

between the terms in F and the terms in G. In a special case, consensus terms are generated
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only when they absorb the parent in one of the formulas. If consensus terms are formed only
when they absorb their respective parent terms in F, and these terms replace their parent terms
to form a new formula F, this is called simplifying F relative to G. We call this process relative
simplification. In forming the new formula F a new function f is created. Procedure 2.17 (Relative
Simplification) in Appendix D implements the process of relative simplification. An application of

relative simplification is now introduced.

Let ABSREL(F,G) be an operator which returns a formula F constructed from F by re-
moving all terms absorbed by G. Let SIMPREL(F,G) be an operator which returns a formula
F formed by simplifying F relative to G. Furthermore, let F denote the formula developed by

simplifying F relative to G, le.,

F = SIMPREL(F,G). (2.120)

Given the functions f, g, and f represented by F, G, and F, respectively, it can be demonstrated
that f +g = f+g9. We show that f + ¢ and f+ g are equal by establishing that they are the same

function; this is demonstrated by showins *hat the formulas F + G and F + G are equivalent.

Relative Simplification Theorem: Given functions f and g, represented by formulas F and G,

respectively, and a function f represented by the formula F which is defined as follows:

F = ABSREL(F,G) (2.121)
F SIMPREL(F,G), (2.122)

the following statement is true
f+a=f+g (2.123)
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Proof. Using the property of absorption (2.25), the formula F + G is equivalently expressed by

the formula F + G.

By simplifying F relative to G, consensus terms are created between terms in F and G only
when the resulting terms absorb their parent terms in F; the resulting terms replace their parent

terms in F to form F.

The property of consensus (2.32) allows the replacement of a formula by an equivalent formula
which contains consensus terms formed from parent terms in the original formula. Let h be the
set of consensus terms resulting from the consensus of terms in F' and G which are formed only if
the consensus terms absorb tlL::i: parent terms in F. Then F + G may be expressed equivalently
by F + G + H. By definition, all terms in H absorb terms in F. Again applying the property of
absorption, F + H may be equivalently expressed by a formula comprised of the terms in H plus
the terms in F not absorbed by the terms in H. The resulting formula is defined identically as the

formula F, i.e., it is the formula F. It fo'lows that F + G + H is equivalent to F+aG.
Thus, F + G = F + G; whence, f+g = f+ g- This completes the proof. O

An application of the Relative Simplification Theorem is to replace the formula F + G repre-
senting the function f + g by the equivalent formula F+G representing f+ g- Since F contains
fewer terms and literals than does F, it is beneficial that an operation that is to be applied to the
function f+g be instead applied to the function f+g. In general, fewer operations must be applied

when using a smaller formula than when using a larger one.

The Blake Canonical Form

A Bnolean function f is said to be included in a Boolean function g, denoted f < g, if

f-¢'=0. (2.124)
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A term p is called an smplicant of a Boolean function f if p < f. If a function f is expressed in
sum-of-products form, all terms in the formula are implicants of f. A prime implicant (PI) of a
Boolean function f is an implicant of f such that it is no longer an implicant if any of its literals
is remaved (Quine 52). The following theorem formalizes the relationship between implicants and

prime implicants:

If r is an implicant of f, then there is o prime implicant p of f such that r < p.
(Brown 90:245)

Thus, the existence of an implicant implies the existence of a prime implicant which includes it.

Boolean axioms, and theorems such as consensus and absorption, are used in the literature
to reduce a Boolean formula which represents a function to a form which consists of the prime
implicants of the function. An application is minimization, one approach to which is to reduce an
SOP formula to an equivalent formula which includes the smallest number of prime implicants that
still represent the same function. The impetus for minimization is to represent a Boolean function

by a formula that can be implemented in hardware with the smallest number of components.

Example 2.6: The only term in the n-variable Boolean formula F given by

o) !

zyz 4+ z'yz’ + 'y + zy'2 (2.125)

that is a prime implicant of the function f is zyz. The formula may be transformed to an equivalent
formula consisting only of prime implicants by application of Boolean axioms and theorems. An

equivalent formula which consists only of prime implicants is:

zyz +y'z’ +2'2. (2.126)
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Another application for the prime implicants of a formula is for Boolean inference. Boolean
inference is “the extraction of conclusions from a collection of Boolean data” (Brown 90:72). The
basis for Boolean inference is the Blake canonical form. The Blake canonical form, denoted BCF(f),
of a function f is the disjunction of all of the prime implicants of f. The Blake canonical form
is a complete and simplified representation of all possible conclusions that can be inferred from
a Boolean equation. Methods for generating BCF(f) are the ezhaustion of implicants, ilerated
consensus, and multiplication. Blake invented the methods of iterated consensus and multiplication
(Blake 37). Iterated consensus also is discussed in (Quine 52); additicnally, the multiplication
method is found in (Samso 54). Many references on switching theory refer to the sum of all of the
prime implicants of a Boolean function as the complete sum of the function; however, it is more
suitably termed a canonical form. Brown has designated the complete sum the “Blake” canonical
form in deference to Blake whose seminal work on the generation of prime implicants of a Boolean
function preceded and encompasses most work recognized today as the “original” work on the

generation of prime implicants of a function (Blake 37)(Brown 90).

Example 2.7: The formula

zyz +y'2' +2'7 (2.127)

which represents the n-variable Boolean function defined in Table 2.2 is its Blake canonical form

because the formula consists of all of the prime implicants of the function.

In the process of reducing a given formula to prime implicants, superfluous terms are often
generated. A term p is superfluous in a sum-of-products formula, p+ r, if p+ r is equivalent to the
formula r (Quine 52:522). A superfluous term is also called a redundant? term. A literal of a term
in a sum-of-products formula is superfluous if it can be removed without changing the formula to
a non-equivalent formula. Quine called a “formula irredundant if it has no superfluous clauses and

none of its clauses has superfluous literals” (Quine 52:523).
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Once the Blake canonical form BCF(f) is generated for a function f, many prime implicants
may be deleted as redundant. A prime implicant p which cannot be deleted from the Blake canon-
ical form without changing the formula to a non-equivalent formula is called an =ssential prime
implicant. Therefore, an essential prime implicant appears in every irredundant formula which can
represent a Boolean function. Let f,,, be the sum of the essential prime implicants of f. If a prime

implicant p of f which is not an essential prime implicant meets the condition

P < feus, (2.128)

then p is called an absolutely inessential prime implicant or an inessential prime implicant. An
irredundant formula cannot contain an inessential prime implicant. All prime implicants which
are neither essential nor inessential are called conditionally-eliminable prime implicants.! The fact
that a prime implicant is conditionally eliminable rather than inessential does not guarantee that
it will appear in an irredundant formula which represents a function f; there may be conditionally-

eliminable prime implicants which do not appear in ary irredundant formula (Gaine 64:179).

Example 2.8: Suppose a function f is given for which BCF(f) is the formula

ac'e’ +a'c'd + cd'e + c'de’ + bee + bed + a'b'ed' + a’b'ce’ + a’de’ + bde' + a’bd. (2.129)

The terms ac’#’,a'c’d, and cd’e are essential prime implicants. The term c’de’ is an inessential

prime implicant because

c'de’ < ac'e’ +a'c'd +cde. (2.130)

! The term conditionally climinable is borrowed from Chang and Mct: (Chang 65) who used this term to denote
prime implicants that appear in at least one—but not all—irredundant SOP formulas that may represent a function.
The term is used in & somewhat broader sense in this work.
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The remaining prime implicants—bce, bed,a'd’cd’, a’'b'ce’, a’de’, bde’, and a’bd—are conditionally

eliminable. The irredundant formulas that represent f are

ac’e’ +a'c’d + cd'e + a'de’ + a'b'cd’ + bed

ac'e’ +a'c'd + cd'e + a'b'ce’ + bde’ + bee (2.131)
ac'e’ +a'c'd+ cd’'e + a'de’ + a'b'cd’ + bde’ + bee

ac'e’ +a'c'd+ cd'e + a’'b'ce’ + bed.

The essential prime implicants appear in every irredundant formula. Of the conditionally-eliminable

prime implicants, all except the term a’bd appear in at least one irredundant formula.

Two techniques will be described to generate the Blake canonical form of a Boolean function.
The first method is based on the specialized form of iterated consensus called successive eziraction.
The second procedure uses recursive multiplication to form BCF(f). In this method, a new

heuristic is introduced which significantly improves the efficiency and practicality of the recursive

multiplication method.

Successive Extraction. Iterated consensus generates the Blake canonical form of an SOP

formula by repeated application of the following rule:

If the formula contains a pair r, s of terms whose consensus c(r, s) exists and
is not included in any term of the formula, then adjoin ¢(r, s) to the formula.
(Brown 90:77)

Blake invented the method of iterated consensus (Blake 37); the technique is also discussed in

(Quine 52), (Quine 55), and (Samso 54).

A refinement of iterated consensus is & process called successive eziraction. In this form of
iterated consensus, all of the variables in the given formula are found which have opposed literals.
Using this set of variables, consensus is performed within the formula on a letter-by-letter basis. For

example, suppose the variables a and b are opposed within a formula. First, all possible consensus
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terms would be formed between terms where the variable a is opposed. Then, all possible consensus
terms would be formed with respect to sets of terms where b is opposed. If there were more opposed
variables, the process would continue until the set of opposed variables was exhausted. Blake
mentioned this approach to iterated consensus in his work (Blake 37), although it is commonly
attributed to Tison (Tison 67). Procedure 2.18 in Appendix D generates the Blake canonical form

of a function using successive extraction.

Recursive Multiplication. As is the case of iterated consensus and successive extraction,
Blake also invented techniques based on multiplication to generate the sum of all of the prime
implicants of a function (Blake 37). A theorem in Brown (Brown 90:81) states that if we are given

a function f and let z be one of its variables, “then the Blake canonical form of f is given by

BCF(f) = ABS((z' + BCF(f/z)) x (z + BCF(f/z"))).” (2.132)

The x operation is the cross-product operation implemented by Procedure 2.2. Note that BCF(f)
is formed in (2.132) by recursively forming BCF(f/z) and BCF(f/z'). This recursion is performed

repeatedly until f meets one of the following conditions:

o f is identically equal to 1;
o f is identically equal to 0; or

o fis recognised to be a unate function, i.e., f is represented by a formula F in which F consists
only of unate variables.

When f is identically equal to 0 or 1, the formula which represents 0 or 1 is returned as the result
of BCF(f). In the event that f is represented by a formula F consisting only of unate variables,

then ABS(F) is returned as the result of BCF(f).

69




Brown (Brown 90:82-83) has shown that the efficiency of forming BCF(f) using recursive
multiplication may be improved by changing the form of (2.132) and restricting the scope of the

ABS operation. This is done in the following manner:

BCF(f) = ABS(G + H) (2.133)

in which
G = z/! x BCF(f/z')+z x BCF(f/z) (2.134)
H = BCF(f/z)x BCF(f/2'). (2.135)

However, G is an absorptive formula because BCF(f/z’') and BCF(f/z) are in Blake canonical
form. Additionally, no term in G will absorb a term in H because every term in G includes the
literal z or z’ whereas every term in H will include neither z nor z’. Therefore, the only absorptions

which must be perfo:: ed are:

e absorptions within H; and
e abeorptions of terms in G by terms in H.

Hence, equation (2.132) may be expressed as

BCF(f) = ABS(H) + ABSREL(G, ABS(H)j (2.136)

where

e G and H are given by (2.134) and (2.135), respectively; and

o ABSREL(P,Q) is an operator which returns the formula constructed from P by removing
all terms absorbed by Q.
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Previous implementations of this recursive multiplication algorithm arbitrarily chose one of
the opposed variables in the formula F representing f to be z in (2.132). Upon cioser examination
of (2.134), it may be noted that G is formed in a manner analogous to the expansion-based oper-
ations described in earlier sections. Based on a rationale similar to the splitting-variable heuristic
implemented by Procedure 2.5, we present a new heuristic for choosing the variable z in (2.132);
this heuristic significantly improves the efficiency and practicality of the recursive multiplication al-
gorithm. The choice of z keeps the number of terms in the formulas representing f/z and f/z’ small
as wel] as balanced. Additionally, the choice of  causes f/z and f/z' to become unate quickly; this
property is useful due to the fact that having a unate function is one of the termination conditions

for the recursion.

To apply this heuristic to an SOP formula F, the following characteristic numbers are deter-

mined for each variable z; that appears in F:

e n}: the number of terms in F in which the literal z/ appears; and

e ni: the number of terms in F in which the literal z; appears.

Each variable is scored using the metric

ny e nj. (2.137)

The variable z, associated with the i with the highest value for (2.137) is returned as the vari-
able z used in (2.136). A variable so chosen is called a modified splitting-variable. The heuristic
for determining the modified splitting-variable is implemented by Procedure 2.19 in Appendix D.
An algorithm which uses Procedure 2.19 and (2.136) to form BCF(f) is implemented by Proce-

dure 2.20, listed in Appendix D.

Procedure 2.20 has been applied by the author to generate the Blake canonical form for

a variety of Boolean functions. For certain classes of functions, it is significantly faster than
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Procedure 2.18. This was not the case, however, prior to the development of the heuristic for
choice of variable z at each stage of recursion. The modified splitting-variable heuristic decreases

both the time and memory required to form BCF(f) via recursive multiplication.

Boolean Analysis

Boolean Systems. An n-variable Boolean system S(X) on a Boolean algebra B is a collec-

tion

(2.138)

w
~
—
@
S
]

he(X)

of simultancously-asserted equations, for which g;(X) and h;(X) are n-variable Boolean functions
on the Boolean algebra B. The notation X denotes the vector (z1,z2,...,Z,). S(X) is a predicate
defined by system (2.138). For a substitution A € B™ for X in system S(X), S(A) is said to be
true if each equation in (2.138) is an identity; otherwise, S(4) is said to be false. A substitution
A € B for X in system S(X), which causes S(X) to be true is called a solution of system S(X). A
Boolean system is called consistent if it has at least one solution. If it does not have any solutions,

then it is said to be snconsistent.

Let S;(X) and S3(X) be two n-variable Boolean systems. S;(X) is called an antecedent of
53(X) if every substitution A € B for X that causes S;(X) to be true also causes S3(X) to be
true. That S;(X) is an antecedent of S;(X) is denoted by S;(X) = 53(X). S3(X) is called a
consequent of S;(X). If S;(X) and S3(X) are both a antecedent and consequent of each other,
i.e., if each has exactly the same ret of solutions, then they are called equivalent systems. This is

denoted S;(X) <= S3(X).
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Reduction. Any system of Boolean equations can be reduced to a single Boolean equation
of the form f(X) = g(X), where g(X) is any preassigned Boolean function (Rudea 74:116-117). In

particular, we may choose g(X) to be 0 or 1.

0-Normal Form. The reduced form f(X) = 0 is derived in the following manner. A

system

9i(X) = h(X)
9a(X) = ha(X)

(2.139)
gk(X) = hg(X)

of Boolean equations can be transformed, using property (2.38), into the equivalent system

ga(X)® hx(X) =0
92(X) © ha(X)

!
o

(2.140)

n
e

9:(X) @ he(X)

This system of equations can then be transformed into a single Boolean equation by Property (2.40).
Since all of the equations must be simultaneously true, they are “&’ed” together as in Equa-
tion (2.40). However, the “&” symbol is dropped for notational simplicity. The resulting single
Boolean equation is

f(X)=0 (2.141)

for which f is defined by

k
F=3 (gioh) (2.142)

=1
When a system (2.139) of equations is reduced to an equivalent form (2.141), (2.141) is called a

0-normal form of (2.139).
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1-Normal Form. The reduced form p(X) = 1 for a system of equations is similarly
derived. The system of equations (2.139) can be transformed into an equivalent system using

property (2.39):

a(X)ohiXx) = 1
g(X)oh(X) = 1

: (2.143)
(X))o m(X) = 1.

This system of equations is transformed into a single Boolean equation by property (2.41). Again,

the “&” symbol is dropped for notational simplicity. The resulting single Boolean equation is

p(X)=1 (2.144)
for which p is defined by
k
p=[](s: @ h). (2.145)
=1

When a system (2.139) of equations is reduced to an equivalent form (2.144), (2.144) is called a

1-normal form of system (2.139).

0-Normal Form Versus 1-Normal Form. The utility of the f(X) = 0 form versus
the p(X) = 1 form is dependent on the application (Rudea 74:52). Conversion between the two

forms is done by complementation of both sides of the equality, i.e.,

FiX)=0& f(X)=1 (2.146)

and

P(X)=1 & p(X)=0. (2.147)

74




Extended Verification Theorem. An important th-crem in Boolean algebra is the Ez-

tended Verification Theorem, stated as follows:

Let f,g : B® — B be Boolean functions, and assume that the equation f(X) = 0 is consistent.

Then the following staternents are equivalent:

f(X)=6 = g(X)=0 VX¢€B", (2.148)
oX) < f(X) VXeB", (2.149)
oX) <  fX)  vXe{o1} (2.150)

(Rudea 74:100)
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Eliminants and Elimination.

The Conjunctive Eliminant. Let f : B — B be an n-variable Boolean function
expressed in terms of variables z;,...,2, and let T = {21,...2,,} consist of the first m elements

of {z1,...,25}. The conjunctive eliminant of f with respect to T, denoted by ECON(f,T), is

defined by

ECON(f {z1,...,2m}) = II fGu....¢mzZmiss-. 0 2za). (2.151)
(a1,.--,6m)€E{0,1}™

Although the first m variables are used in the above definition, the conjunctive eliminant of a

function may be found with respect to an arbitrary subset of the variables.

The following theorem follows from the definition of the conjunctive eliminant:

Let f : B® — B be an n-variable Boolean function ezpressed in terms of variables
Z1,...,2n, ond let R, S, and T be subsets of {z1,...2n}. Then the following statements
are irue:

1. ECON(f,0)=f;
2. ECON(f,{21}) = f(0,z3,...,2n) - f(1,232,...,2n); and
3. ECON(f,RUS) = ECON(ECON(f,R), 5).

(See (Brown 90:100).)

The Disjunctive Eliminant. Let f : B® — B be an n-variable Boolean function
expressed in terms of variables z;,...,z, and let T = {z1,...2Z;m} consist of the first m elements of
{z1,...,Zn}. The disjunctive eliminant of f with respect to T, denoted by EDIS(f,T), is defined
by

EDIS(f’{zh...,xm}): Z f(aln“-samrzm'kli'"!z")‘ (2'152)
(ah,,,'a")e{o.l)"

As in the conjunctive eliminant, the disjunctive eliminant of a function may be found with respect

to an arbitrary subset of the variables by which the function is expressed.
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The following theorem follows from the definition of the disjunctive eliminant:

Let f : B® — B be an n-variable Boolean function ezpressed in terms of variables
Z1,...,Zn, and let R, S, and T be subsets of {z1,...z,}. Then the following statements
are true:

1. EDIS(f,0) = f;
2. EDIS(f,{z1}) = f(0,23,...,2a) + f(1,23,...,2,); and
3. EDIS(f,RUS) = EDIS(EDIS(f,R), S).

(See (Brown 90:100).)

A simple method for deriving the disjunctive eliminant of a Boolean function f is by trans-
forming the formula that represents the function to any equivalent sum-of-products form and then

replacing the literals of the variables to be eliminated, whether in complemented or uncomplemented

form, by 1 (Mitch 83).

Elimination. Given a Boolean equation, it is possible to determine constraints on cer-
tain variables in the absence of information with respect to the other variables using a process called

elimination. Equations deduced as the result of elimination are called resultants of elimination.

Using the definition of the conjunctive eliminant, a variable may be eliminated from an

equation to form an implied equation:

f(X)=0 = ECON(f,{z:})=0. (2.153)

The equation ECON(f, {z:}) = 0 is called the resultant of elimination of z; from equation f(X) =

0.

Using the definition of the disjunctive eliminant, a variable may be similarly eliminated from

an equation to deduce an implied equation:

p(X)=1 = EDIS(p,{z:}) = 1. (2.154)
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The equation EDIS(p,{z:}) = 1, like the equation ECON(f,{z;}) = 0, is the resultaut of elimi-

nation of z; from equation p(X) = 1.

Theorems Involving Eliminants. A number of theorems pertaining to eliminants

are useful in Boolean reasoning. These theorems are taken from (Brown 90:103-107).

Let f : B® — B be an n-variable Boolean function ezpressed in terms of variables z;,...,z, and

let T be a subset of {z1,...2,}.

BCF(ECON(f,T)) = Z(terms of BCF(f) not involving arguments in T).  (2.155)

The --sulting formula is in Blake canonical form.

ECON(f,T)< f < EDIS({,T). (2.156)

3. Let U be a p-element subset of {z,,...z,}, and let t be a q-argument term whose arguments

are disjoint from those in U. Then

ECON(f/t,U) = (ECON(f,U))/t, and (2.157)
EDIS(f/t,U) = (EDIS(f,U))/t. (2.158)
4.
(ECON(f,T)Y = EDIS(f,T), and (2.159)
(EDIS(f,T)Y = ECON(f,T). (2.160)
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Formation of the Conjunctive Eliminant. By its definition, one way to form the

conjunctive eliminant, ECON(f, {z}), is

ECON(f,{z}) = f/2' - f/=. (2.161)

However, it is more efficient to form the conjunctive eliminant of a function f with respect to a

single variable z in the following manner:

1. Partition the SOP formula F which represents f into terms which include the literal z’, terms
which include the literal z, and terms which include neither z nor z’.

2. Given the partitioning, express F in the following manner:

f(z,9,...) = z'p(y, )t ze(y, ) () (2.162)
where

e p comprises the terms in F which include the literal =/, with the literal divided out,

e ¢ comprises the terms in F which include the literal z, with the literal divided out, and
e r comprises the terms in F which include neither z nor z'.
3. Form ECON(f,{z}):

ECON(f,{z})=p-q+r. (2.163)
This basic process for forming a conjunctive eliminant with respect to a variable was originally
discussed by (Schré 90). Constructing the eliminant in this fashion reduces the number of terms
involved in the multiplication operation; only terms of the original formula which include the
variable z are involved in the multiplication p-q. When the conjunctive eliminant is formed with
respect to a set of variables, an operation of the form (2.163) is executed in turn for each variable.

After each iteration, simplification of the resulting formula reduces the number of computations

that are performed in later stages.

Let T be the set of variables with respect to which we are forming the conjunctive eliminant.
The order in which variables are selected from T to form the conjunctive eliminant can be com-

putationally significant. A heuristic which works well is to select the argument at each iteration
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for which the multiplication operation p- ¢ in (2.163) will be the least computationally intensive.
One way to predict the complexity of the potential multiplication operation for each variable is
to determine the number of term-by-term multiplications that would have to performed between
P and Q using the cross-product operation. Hence, the following metrics are determined for each

variable z in T

® ng: the number of terms in F in which the literal z’ appears, and

e n;: the number of terms in F in which the literal = appears.

The product

nosn, (2.164)

for each variable z is the number of multiplications that would be performed using the cross-product

operation. The variable z is selected for which ng % n, is the lowest.

The best variable z to select from T to form the right side of (2.163) is one for which ng*n; = 0;
such a variable, if it exists, is unate in the formula F which represents f. In this case, one of either

P or Q would consist of no terms. Equation (2.163) would become

ECON(f,{z})=r (2.165)

where r comprises the terms in F which do not include the variable z. Hence, the formation of an

eliminant with respect to a unate variable  consists of simple term deletions.

Suppose the set T of variables contains a subset U C T consisting of two or more unate
variables. In this case, the variable z € U which appears in the greatest number of terms in F with
respect to the set of variables in U would be selected to form (2.165). This would cause the greatest

number of terms to be deleted from F at each iteration; the resulting formula which represents r
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would consist of the fewest possible terms. The subsequent operations for the remaining variables in
T would tend to require fewer computations than those necessary if a different ordering of variables

in U were used.

In some cases variables z,y € T may exist for which the corresponding products ng * ny are
nonsero and equal. In such an instance the variable would be selected for which the numbers of
terms in formulas representing p and ¢ differ more. Suppose that for variable =z the formula P
consists of two terms and Q consists of two terms. Assume that for y the formula P includes four
terms while Q has only one term. For both z and y, we would generate ng * n; = 4. However, we
select y rather than z because the numbers of terms in the formulas P and Q differ more for y.
The rationale for this choice is that when the product p-g in (2.163) is formed using Procedure 2.9,
there is a tendency to reach a termination condition for the recursive operations faster when one of
the formulas, P or Q, contains a small number of terms. The formula containing the least number
of terms is the smaller of P and @ when the numbers of terms in P and Q differ the most, e.g., for

y the formula @ contains only one term.

After reviewing all of the conditions for which one variable is chosen over another in T to
compute (2.163), it is observed that the variable that is selected in all cases is the one which appears
least opposed in the formula F. This is opposite of the criterion used to select the splitting variable
in Procedure 2.5. Hence, the variable that is selected from T at each iteration is called the “least

binate” variable relative to the set of variables in 7.

To calculate the least binate variable, the following calculation is performed for each z € T

7 * (no * n1) — max(no, n1) (2.166)

where v is a large constant. A value of ¥ > 10 is sufficient. The variable z is selected for which
(2.166) has the smallest value. If U C T is unate in F, then v * (no # n;) = 0 for variable in

U. Subtracting max(no, ny) forces the selection of the variable which appears in the most terms.
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Similarly, for variables where v+ (ng*n;) is equal, the variable will be selected for which max(ng, n,)
is the greatest—the variable which appears least opposed in F.

Some examples of using (2.166) to select a variable z from T are given in Table 2.6. Note
that for ¥ = 1, a variable for which ng = 1 and n; = 10 would be selected rather than one for which
no = 2 and ny = 2. A value of v = 10 precludes such an anomaly. Procedure 2.21 (Least-Binate
Argument) in Appendix D is an original technique based on the foregoing discussion which selects

the least binate variable from a set T of variables.

ny | no*n; | max(no,n;) | Value of (2.166) (y = 1) | Value of (2.166) (y = 10)

no
05 0 5 (1-0)—5=-5 (10-0)—5= -5
0|6 0 6 (1-0)~6=—6 (10-0)—5=—6
1| 4 4 4 (1-4)—4=0 (10-4) — 4=36
2 | 2 4 4 (1-.4)-2=2 (10-4) - 2=38
1 [10] 10 10 (1-10)-10=10 (10-10) — 10 = 90
2|5 10 5 (1-10)-5=5 (10-10) —5 =95
2 (10| 20 20 (1-20)—20 = 10 (10 -20) — 10 = 190
4 |5 20 5 (1-20)—5=15 (10 -20) — 5 = 195

Table 2.6. Calculation of Least-Binate Variable

Procedure 2.21 is applied in Procedure 2.22 (Conjunctive Eliminant - ECON), listed in Ap-

pendix D, which forms the conjunctive eliminant of a function f with respect to a set T' of variables.

The Tautology Problem. An important problem in Boolean reasoning is to determine

whether an equation of the form

tittat-+ty=1, (2.167)

where each ¢; is a term, is an identity. If (2.167) is an identity, then the function t; +t3+---+1; is
called a tautology. Two algorithms are presented in tnis section for determining whether a function

is a tautology. Additionally, a problem which applies these algorithms is introduced.
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Algorithms for Determining Tautology. Brayton et al. have developed a tautology
algorithm which uses both Boole’s Expansion Theorem and the splitting-variable heuristic presented
earlier (Brayt 82). A key idea incorporated in the algorithm is that if any unate variables are
identified in a formula F representing a function being tested for tautology, all terms which include
the unate variables may be deleted. It can be shown that if a term of F includes a unate variable,
then F is a tautology if and only if the remaining terms make F a tautology (Brayt 82:60-61).
Boole's Expansion Theorem is applied recursively until a leaf function meets one of the following

conditions:

o f is identically equal to 0, or

e f is identically equal to 1.

If all resulting leaf functions meet the f = 1 criterion, then the function is a tautology; otherwise,
the function is not a tautology. Procedure 2.23 (Test for Tautology) in Appendix D implements

the tautology algorithm developed by Brayton.

The second algorithm for determining whether a function f is a tautology was developed by
Zakrevskii (Zakre 69:207-213). Zakrevskii’s algorithm is similar to the one developed by Brayton
in that Boole’s Expansion Theorem is applied in a like fashion. Zakrevskii tests for the special
circumstance that a term exists in the formula F which consists of a single literal z; Zakrevskii’s
test is actually a special case of Brayton’s test for unate variables inasmuch as the function f is

unate in the literal z. Boole’s Expansion Theorem is applied to derive

f = & -flz'+=z-f/= (2.168)
= . .flfe' +z-1. (2.169)
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Since F includes the term z, when f/z is formed a function is derived which is identically equal
to 1. In this situation, f is a tautology if and only if f/z’ is a tautology. Zakrevskii’s test for

tautology is implemented by Procedure 2.24 (Test for Tautology) in Appendix D.

Of the two algorithms presented, Zakrevskii’s algorithm is typically more efficient when the
number of terms in a formula is less than 50. Brayton’s algorithm is best applied when the number

of terms is larger.

Sum-to-One Theorem. An application of the tautology test used in this work is to

determine whether a given term ¢ is included in a function f, i.e.,

t< f. (2.170)

The relation of (2.170) to the tautology problem is given by the following theorem:

Let f be a Boolean function and lett be a term. Then

t<f < fit=1 (2.171)

Thus, to determine if a term ¢ is included in a function f, the function f is divided by t and f/t is

tested to determine if it is a tautology.

Tests for Inclusion and Equivalence

Tests for Inclusion. One way to determine if a Boolean function ¢ is included in a Boolean

function A, i.e.,

9<h, (2.172)
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is to determine if each term ¢ in the formula G which represents ¢ is included in h. This determina-
tion may be made by applying (2.171). Hence, if A/t = 1 for every term t in G, then the function
g is included in the function h. If a function ¢ in included in a function h, h is said to cover g.
The foregoing test for inclusion is implemented by Procedure 2.25 (Test for Inclusion), listed in

Appendix D.

A second test for inclusion of one function in another is to use the definition of the inclusion

relation and the subtraction operation. By the definition of the inclusion relation,

g<h < gh'=0. (2.173)

Hence,

g<hcg-h=0. (2.174)

Thus, the inclusion of g in h is tested by using the subtraction operation to form g — h and
examining the result for equivalence to zero. A procedure which implements this test is given by

Procedure 2.26 (Test for Inclusion) in Appendix D.
Tests for Equivalence. To test two Boolean functions g and k for equivalence, the functions

may be tested for reciprocal inclusion, i.e.,

g=h<g<hand h<g. (2.175)

Procedure 2.27 (Test for Equivalence), listed in Appendix D, applies (2.175) to test two functions

for equivalence.
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The test (2.175) for equivalence may be expressed equivalently as follows:

g=h <> gh'+gh=0. (2.176)

Since gh’' + ¢’h defines the Exclusive-OR operation, XOR may be used to test two functions for
equivalence. Procedure 2.28 (Test for Equivalence) in Appendix D uses the XOR operation to test

two functions for equivalence.

Tests for Membership in an Interval. When working with intervals, it often must be

determined if a function f exists within a specified interval [g, &), i.e.,

9<f<h (2.177)

Procedure 2.29 (Test for Membership in Interval) in Appendix D tests if a function f exists within

an interval [g, h) using Procedure 2.25.

An alternative method of testing for membership in an interval would be to use Procedure 2.26
to test the validityof g - f=0and f—h=0. fg— f=0and f —h =0, then ¢ < f < h. Such

a technique is given by Procedure 2.30 in Appendix D.

Computational Results. A typical application of the test for equivalence is to verify that a
new formula F developed as ihe result of minimization represents the same function f as an initial
formula F. Procedure 2.27 is a general-purpose procedure used to test for equivalence. However,
the difference in performance beiween Procedure 2.27 and that of Procedure 2.28 is considerable
in certain cases. When a posi‘’ve result is expected, i.e., ¢ = h, Procedure 2.28 calculates a result
much faster than does Procedure 2.27. The reason for this outcome is that when Procedure 2.27
calculates a positive result, every term in G is tested for inclusion in H and every term in H is

tested for inclusion in G. On the other hand, when a negative result is expected, Procedure 2.27
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executes considerably faster than Procedure 2.28. The failure of the inclusion test for one term is
all that is required to determine that formulas are not equivalent. A heuristic which works well in
forcing a negative result more quickly is to test terms for inclusion which have a large number of

literals prior to testing terms which have a small number of literals.

In the general case, Procedure 2.29 is used to test if ¢ < f < h. Using Procedure 2.29, every
term of G is tested for inclusion in f and every term of F is tested for inclusion in A. Similar to
the test for equivalence, when a positive result is expected the method based on Procedure 2.30
produces a result considerably faster than when using Procedure 2.29. Using Procedure 2.29, every
term must be tested for inclusion to positively determine inclusion of functions. However, when a

negative result is expected, Procedure 2.29 executes faster than Procedure 2.30.

Irredundant Formulas

In this section, techniques are described for generating irredundant sums of products formulas

to represent both functions and intervals.

Sub-Minimal Formulas for Functions., Quine called a formula irredundant if it has no
superfluous terms and none of its terms has superfluous literals (Quine 52). Thus, all irredundant
formulas consist of prime implicants. A way to generate an irredundant formula to represent a
function f is to form BCF(f) and then to test each term of BCF(f) for redundancy. If a term is
redundant, it is deleted; otherwise, it is kept. However, the deletion of a term may cause another
term, previously redundant, no longer to be redundant. Because of this characteristic, it follows

that the ordering of terms in the process of testing and deleting terms is important.

Consider any subformula F of BCF(f) that represents f. A term ¢ that appears in F whose
removal from F causes the formula to no longer represent f is called a conditionally-essential prime

implicant provided that ¢ is not an essential prime implicant of f. In developing an irredundant
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formula, the objective '3 to identify a near-minimal set of conditionally-essential prime implicants

to be contained in the irredundant formula.

A systematic way to form such a set is to sort the terms of BCF(f) a priori such that the
terms with ihe greatest number of literals are tested for redundancy prior to testing the terms with
the fewest number of literals. The reason for this methodology is that if the cost of a formula is
based on the number of literals of its constituent terms, it is advantageous to test and delete the
terms with the greatest number of literals prior to testing the terms with fewer literals. It is not
desirable for many terms with large numbers of literals to become conditionally essential due to
the deletion of a few terms with small numbers of literals. This process does not guarantee that a
lenst-cost formula is developed, although the results are generally good if not minimal. Hence, a
formula developed in this fashion is called a near-minimal or sub-minimal formula. An irredundant
formula also is called an irredundant disjunctive form (IDF) for a function. There typically are
many irredundant disjunctive forms which may represent a function. Procedure 2.31in Appendix D
implements a process for generating a sub-minimal formula for a function; it is assumed that the

Blake canonical form for the function is generated prior to using the procedure.

In some circumstances, the prime implicants of a function f which are essential may be
known in advance of forming an irredundant formula. For such occurrences, Procedure 2.31 may
be modified such that only the prime implicants whic’. are not essential have to be tested for

redundancy in the process of forming an IDF. Procedure 2.32 in Appendix D includes this revision.

Sub-Minimal Formulas for Intervals. Just as for functions, irredundant formulas are
generated to represent an interval [g, h]. An irredundant formula for an interval [g, h] is a formula

which represents a function f belorging to the interval [g, h).

It is well-known that irredundant formulas for intervals consist of sums of prime implicants
of h which cover g. Therefore, a way to generate an irredundant formula to represent an interval is

to form BCF(h) and then test each term successively to determine if ¢ is included in the resulting
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sum of prime implicants. A prime implicant of h is redundart if it can be deleted and g is included
in the sum of the remaining prime implicants of k. Otherwise, the pr.me implicant is irredundant
and the next term is tested for redundancy. Just as in the case of a function, the ordering of the
prime implicants of A when testing for redundancy is significant. Also similar to the case of a
function, an irredundant formula which represents an interval is called an irredundant disjunctive
form (IDF) for the interval. There typically are maay irredundant disjunctive forms which may

represent functions in the interval.

The terminology used to classify prime implicants of functions is adapted to describe prime
implicants of h in intervals. A prime implicant of h is called an essential prime implicant if and
only if it is necessary to cover some term of g. Hence, an essential prime implicant of h will appear
in every irredundant formula which represents an f in [g, h]. Similarly, a function h,,, is formed
which consists of the sum of the essential prime implicants of A. A prime implicant p of h which is

not an essential prime implicant and which meets the condition

P < heus (2.178)

is called an snessential prime implicant. An irredundant formula which represents f in [g, A] will
never contain an inessential prime implicant. Prime implicants of h which are neither essential
nor inessential are called conditionally-eliminable prime implicants. A term t which appears in a
subformula H of BCF(h) is called a conditionally-essential prime implicant if its removal from
H causes the condition g £ h and t is not an essential prime implicant of h. Procedure 2.33 in
Appendix D implements a process for generating irredundant formulas for intervals given the Blake

canonical form for A.

In some situations, we may know which prime implicants of h are essential in advance of
forming an irredundant formula. In this case Procedure 2.33 is modified such that only the prime

implicants which are not essential have to be tested for redundancy in the process of forming an
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IDF. Procedure 2.34 in Appendix D is a modified version of Procedure 2.33 which includes this

revision.

Summary

In this chapter the theoretical background and terminology which provide a foundation for
subsequent chapters was presented. A great portion of this chapter was devoted to summarizing
existing ideas which are used in algorithms proposed in later sections. However, a number of ideas

discussed in this chapter were new results:

e A heuristic (Procedure 2.19) was described which greatly improves the efficiency of the gen-
eration via recursive multiplication of all of the prime implicants of a Boolean function (Pro-
cedure 2.20). This heuristic improves the speed with which the biake canonical form is

developed and decreases the memory usage of the recursive multiplication technique.

e It was discovered that when forming the conjunctive eliminant of a function with respect to a
set of arguments, the ordering of the arguments is significant. A heuristic (Procedure 2.21) has
been developed which orders the arguments in a manner that generally reduces computations

and memory usage.

e A set of procedures (Procedures 2.25-2.28) was presented for evaluating inclusion and equiv-
alence of functions. Of significance is the recognition of the efficiency of one method over
another when there is a reasonable expectation of the result, i.e., when the outcome of the

test is expected to be either true or false.

e The Relative Simplification Theorem was presented which allows the replacement of the
function f+g by f+g¢. In general, fewer computations are necessary when applying an

operation to f + g than to f + g.
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e New Exclusive-OR (Procedure 2.12) and Exclusive-NOR (Procedure 2.14) procedures were
described which are based on Boole’s Expansion Theorem and which incorporate Brayton's

splitting-variable heuristic and merge operation.
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ITII. Functional Relations

A central problem in Boolean reasoning is to deduce relationships among a collection of
Boolean functions. Brown presented in his book a method to deduce all relations among a collection
of functions (Brown 90:138-140). This method is based on the concepts of reduction, elimination,
and use of the Blake canonical form. However, often there is only a need to deduce specific
relationships among a set of functions. For these circumstances, the techniques presented by Brown
can be adapted to form efficient techniques for the deduction of particular relationships among a set
of functions. A unified set of such techniques is presented in this chapter. Procedures are provided

for:

e the deduction of normal subsets of a set of functions;
e the deduction of evanescent subsets of a set of functions; and

o the generation of implication relations.

These procedures are a prime example of the use of Boolean inference—the extraction of conclusions

from a collection of Boolean data.

This chapter is primarily of theoretical interest with the exception of a method introduced
for deducing the coverage of a term by subsets of a set of terms—a specialization of the method
for determining implication relations. Variations of the technique for determining the coverage of
a term are used in subsequent chapters. However, an understanding of Chapter 3 is not required

for a reader whose main interest is in the minimization methods found in ensuing chapters.

The Label-and-Eliminate Procedure

If an equation of the form f = 0 is consistent, and there exists an equation ¢ = 0 that

f=0 = g=0, (3.1)
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then the equation g = 0 is called a consequent or conclusion of f = 0. Given (3.1), we use the

Extended Verification Theorem to form the equivalent statement

g<f. (3.2)

Hence, if f = 0 is consistent, consequents of f = 0 may be formed using any function g which is
included in f, i.e.,

9<f &= (f=0=g=0). (3.3)

If p is a prime implicant of f, then p < f. Consequently, the statement

f=0 = p=0 (3.4)

is valid. A consequent of the form p = 0, where p is a prime implicant of f, is called a prime

conseguent of f = 0.

Our particular concern is to determine relationships among a collection fy, f3,..., fi : B® —
B of n-variable Boolean functions. A method for determining such relationships will be discussed
in the remainder of this section. The basis of this method is the construction of systems reducible
to the form f = 0 such that certain prime consequents of f = 0 represent the relationships among

the functions.

Suppose we would like to determine the relationships among the functions in the set F =
{f1, fay- -+, fu}. Let the functions be expressed in terms of the argument-vector X = (24, 23,...,2n).

Each function is equated to an associated label to form a system of equations:
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A4 = fAH(X)
A f1(X)

: (3.5)
A = fg(X)

The labels in the vector A = (A4,, A3,..., A:) are called A-arguments. The variables in the vector
X are called X -arguments. Using the process of reduction presented in Chapter 2, system (3.5) is

reduced to a single equivalent equation of the form f(A, X) = 0, for which f(A, X) is given by

k

£(A,X) = (4 @ fi(X)). (3.6)

=1

As presented in Chapter 2, a variable z; may be eliminated from an equation f = 0 to form a new
equation

ECON(f,{z:}) = 0. (3.7

The equation ECON(f,{z;}) = 0 is the resultant of elimination of z; from equation f = 0.
Clearly, the equation ECON(f, {z:}) = 0 is a consequent of f = 0. We may eliminate all of the

X-arguments from f(A, X) = 0 to form a consequent g(4) =0, i.e.,
fl4,X)=0 =» g(4)=0, (3.8)

for which

g(A) = ECON(f(4, X), X). (3.9)

In view of property (2.40), it follows that prime implicants p(A) of g(A) may be used to develop

equations of the form

n
e

p(A) (3.10)
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We conclude that each equation p(A) = 0 is a prime consequent of f(A4, X) = 0 due to the theorem

BCF(ECON(f,T)) = Z(terms of BCF(f) not involving arguments in T). (3.11)

Because of this theorem, we deduce that the prime implicants p(4) of the function g(4) in the
resultant of elimination g(A) = 0 of the X-arguments from the equation f(A4,X) = 0 are also

prime implicants of the function f(A4, X).

Each prime implicant p(A) of g(A) consists entirely of variables A;, Az, ..., 4;. Additionally,
the p(A) prime implicants of f(A, X) are the only prime implicants of f which consist entirely of A-
arguments. Any implicant = of the function f(A, X) which consists entirely of A-arguments forms
a consequent r = 0 of f = 0 called an A-consequent of f = 0. The term r is called an A-consequent
term. A prime consequent which is also an A-consequent is called a prime A-consequent. Each

prime consequent p(A) = 0 of f(A,X) = 0 is a prime A-consequent.

The prime consequents p(A) = 0 represent the relationships which exist among the func-
tions in F. The labels A, A4;,..., A; which are equated to the functions are a form of encoding
through which we abstractly determine the relationships among the set of functions. The general
process outlined above forms the basis for the “label-and-eliminate procedure” presented by Brown
(Brown 90:139) for generating all of the prime A-consequent terms of the system (3.5). The steps

of the procedure are given as follows:

Step 1. Reduce system (3.5) to an equation of the form f(4, X) = 0.
Step 2. Eliminate X from f(4, X) = 0 to form the consequent g(A) = 0, for which

9(4) = ECON(f(A, X), X). (3.12)

Step 3. Form BCF(g(A)) to generate all of the prime A-consequents of (3.5).

95



In the next section, we explore the specific relationships among subsets of a set of functions which

are represented by the A-consequents of f(A4, X) = 0. However, we first present an example which

demonstrates the application of the label-and-eliminate procedure for deducing A-consequents of

f(A, X) =0. In a follow-up example at the conclusion of the next section, we will discuss the specific

relationships among subsets of a set of functions represented by the A-consequents of f(4,X) =0

formed in Example 3.1.

Example 3.1: Suppose we would like to determine the relationships among the functions of the

set {f1|f3,f31f4}1 defined by

h
fa
fs
fa

z'yz + zyz’

zyz (3.13)
yz

= y+z'2.

We equate the labels A;, A3, A3, and A4 to the functions, i.c.,

A
A;
Az
Ay

z'yz + zyz’

zyz (3.14)
yz

= yl + =lzl

and reduce the system (3.14) to the form f(A;, A3, A3, A4, 2,v,2) = 0. The function f is defined

by

f(A1, A2, A3, Ag,2,y,2) =

12yz + Alzy’ + Ay + A1z + Ajzz +
A',zyz + Az’ + Aay + A2’ + (3.15)
Ajyz + Aay' + A3z’ +
A + A2'2 + Agzy + Agyz.
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Eliminating the variables z,y,z from f = 0 produces the consequent g(A4;, A3, 43, A4) = 0, for

which

g(Al, A3z, A3z, Ag) = A;A;A’, + A1As + AgAq+ A1 Ay + AIIA;A;; + AgA’a. (3.16)

Prime implicants of g(A) are used to generate the prime A-consequents of f(A, X) = 0. The Blake

canonical form of g(A) is expressed as follows:

BCF(g(A)) = A|ASA, + AAJA, + A1 A3 + A2 Ay + A3As + A1 A+ AJA3A3 + AzA5.  (3.17)

Using (3.17), the prime A-consequents of f = 0 are derived:

AL AL A,
AL AL A,
A A
AzA,
AzAy
A1A,
A, AL As
Az A}

(3.18)

n
©c o 00 00 o0 o0

Each equation in (3.18) represents a specific relationship among a subset of the functions in
{f1, fa, f3, fa}. Example 3.2 at the end of the next section explains the relationships represented

by the equations (3.18).

Relationships Among Boolean Functions

Each A-consequent term p(A) has the general form

a1 G BB, (3.19)
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where ay,...,ay are the uncomplemented literals of p and b} ..-b, are the complemented lit-
erals of p. The set {a1,...,am,b1,...,bn} of variables in each term p is a subset of the set
A = {A1,43,...,As} of labels. Specific forms of the term (3.18) denote specific relationships
among a set F = {f1, fa,..., fa} of functions. Several such relationships are normal subsets,

evanescent subsets, and implications relations.

If the sum of functions in F is identically equal to one, we say that F is normal. A subset
of F which is normal is called a normal subset. When an A-consequent term p(A) consists only of

complemented literals b, b5, ..., b/, we deduce an A-consequent of the form

bbb =0, (3.20)

which may be expressed equivalently as

by +ba+---+b, =1. (3.21)

Each of the labels by, b, ..., b, may be replaced with its associated function from (3.5). Hence, we
deduce sets of functions which are normal. An A-consequent term which appears in Example 3.1

is AjA5A;. Thus, the functions fy, f3, and f4 form a normal set of functions, i.e.,

(Z'yz +zyz’) + (zy2) + (Y + 2’2 ) = 1. (3.22)

Each A-consequent term in BCF(g(A)) is a prime implicant. Since a literal cannot be removed from
a prime implicant of a function and still be an implicant of the function, no literal can be deleted
from the resulting A-consequent terms. Consequently, each prime A-consequent term consisting
only of complemented literals represents a minimal subset of F' which is normal. The collection of

all A-consequent terms of the form b}b}---b, denotes all possible ways in which a subset of the
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set F' may be put together to form a normal subset. As a special case of normal subsets, normal

subsets of a set F' of functions are called sum-to-one subsets if each function in F is a single term.

If the product of fuactions in F is identically the zero-function, F is said to be evanescent. An

evanescent subset is a subset of F' which is evanescent. When an A-consequent term p(A) consists

only of uncomplemented literals a;, a3, ..., am, the corresponding A-consequent has the form
G182 Gy = 0. (3.23)
By replacing each of the labels a,,a;,...,an with its associated function from (3.5), we deduce

sets of functions which are evanescent. In Example 3.1, one A-consequent term is A3 A3. Thus the

functions f; and f; form an evanescent subset, i.e.,

(z'yz + zy2') - (zyz) = 0. (3.24)

Forming A-consequent terms from terms in BCF(g(A)), each A-consequent term is a prime im-
plicant. Since a literal cannot be removed from a prime implicant of a function and still be an
implicant of the function, no literal can be deleted from the resulting A-consequent terms. Thus,
each A-consequent term in BCF(g(A)) consisting only of uncomplemented literals represents a
minimal evanescent subset of F. The coliection of all A-consequent terms of the form aya;---am
in BCF{g(A)) denotes all possible ways in which subsets of F form minimal evanescent subsets. If
cach function in a set F of functions is a single term, evanescent subsets of F are denoted by the

verm product-of-zero subsels.

We consider a third relationship among functions: that of implication. Given the A-consequent

Gy G- b Bl =0, (3.25)
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DeMorgan’s Law and the definition of the inclusion relation may be applied to derive the equivalent

statement:

al...a'nsbl+...+bn_ (3.26)

When an A-consequent term consists of a single uncomplemented literal a; and complemented

literals b}, b5, ..., ., statement (3.26) becomes

aj <by+--+ by (3.27)

Relation (3.27) is sometimes written as

a; = by +---+ by (3'28)

Hence, we say that an A-consequent term of the form a;b] .- -5, denotes an implication relation.
Suppose the label a; is associated with the function f; in (3.5); moreover, let the labels by, ..., b,
be associated with the functions f;,..., fn. An A-consequent term such as (3.27) then represents

the coverage of f; by the sum of the functions fy,..., fa, i.e,

i<h+-+fa (3.29)

If the A-consequent terms are formed from prime implicants of g(A), then no literal can be deleted
from the resulting A-consequent terms and still have the term be an implicant of g(4). Con-
sequently, each A-consequent term of the form a;b}-- -}/ denotes a minimal subset of functions
necessary to cover the function associated with a;. Implication relations in which a function is

included in a minimal subset of functions are called irredundant implication relations (IIRs). All
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A-consequent terms of the form a;b] - - - b/, generated using the label-and-eliminate procedure rep-

resent IIRs.

Example 3.2 discusses the relationships among a set of functions represented by the prime

A-consequents developed in Example 3.1.

Example 3.2: In Example 3.1, the following prime A-consequents of f = 0 were developed:

AlAZA, =
AjALAY =
A1 Az
AzA4
AzAy =
A Ay
AjAA; =
A4,

(3.30)

Il
o 0o o000 0o o

The A-consequents A} 4545 = 0 and A} A A} = 0 denote the existence of normal subsets {f1, f2, f4}
and {f1, f3, f4}. The A-consequents 4143 = 0, A;A4 = 0, A3A4 = 0, and A, A4 = 0 signify the
existence of the evanescent subsets {fy, fa}, {f2, fs}, {f3, fa}, and {f1, fa}, respectively. Finally,
the A-consequents A} A5A3 = 0 and A; A% = O represent the implication relations f3 < f; + f2 and

fa < fs, respectively.

Normal Subsets

In many circumstances, we desire to know the normal subsets of a set F = {f, f5...., fa} of
functions. For example, a common problem is to determine the sum-to-one subsets among a set of
terms. The label-and-eliminate procedure may be used to determine normal subsets by forming all
prime A-consequent terms and selecting only those A-consequent terms in which all of the literals
are complemented. Unfortunately, the label-and-eliminate procedure is inefficient when we only

require particular A-consequent terms. A better approach to determining normal subsets is to
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formulate a procedure which produces only prime A-consequent terms of the form which denotes

normal subsets of F. Such a procedure is presented in this section.

The Partial Labeling-and-Reduction Process. In the label-and-eliminate procedure, a
system (3.5) is developed in which a label is associated with each function in F by forming an
equality between a label and its associated function. The system is then reduced to an equation of
the form f(A, X) = 0. We denote this process the full labeling-and-reduction of a set of functions.
In the formula F(A4, X) representing f(A, X) terms exist which include both complemented and
uncomplemented literals of variables in the set A = {A4,, A3,..., A3} of labels. BC'F(f) may include
prime implicants consisting entirely of variables in A in which literals are both complemented and
uncomplemented. However, it would be advantageous if we could develop a function f(A4, X) such
that we could ensure that prime implicants of f consisting entirely of variables in A contain only

complemented literals—our intent is to produce only A-- snsequents of the form (3.20).

To derive such a function, we make the supposition that the initial formula F(4, X) which
represents f(A, X) should not contain terms which inciude uncomplemented literals of variables in
the set A of labels. Hence, we formulate a revised system consisting of a set of inequalities which

is reduced to an equation of the form f(A, X) = 0. For a set F of functions, we form the system

Hx) < 4
fi(X) < A,

: (3.31)
filX) < A
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The definition of inclusion is used to produce the equivalent system

fix)-4, =
fi(X)-A; =
: (3.32)
f(X) -4 = 0.
Thus, (3.31) is equivalent to f(A, X) = 0, for which f is defined by
k
f(AX) =Y (Fi(X) - 4)). (3.33)

=1
Given the function f(A4,X) defined by (3.33), we now must show that f(A4,X) produces A-
consequent terms which represent normal subsets. Additionally, we have to demonstrate that

the A-consequent terms realized from f(A4, X) = 0 contain only complemented literals from A.

In Theorem 3.1 we prove that f(A,X) as defined by (3.33) may be used to produce A-
consequent terms which represent normal subsets. The idea behind this theorem is that a subset
of the set F of functions forms a normal subset if and only if the A-consequent term which denotes
the normal subset is an implicant of f(4,X). If an implicant exists which consists entirely of
complemented literals from the set A of variables, then a prime implicant consisting of a subset of
the literals must necessarily exist. For the purposes of this theorem, whether an implicant is or is
not prime is not as critical as showing that an implicant exists if and only if a normal subset exists.

Terms in BCF(f{A, X)) which consist only of A-arguments represent minimal normal subsets.

Theorem 3.1: Given a set F = {fi, f2,..., f} of functions and a system

H(X) < A
fi(X) < A

: (3.34)
(X)) < A
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reduced to the form f(A,X) = 0, a subset {f1, fa,..., [} of the sel F is a normal subset if and

only if A{A-.- A, is an implicant of f(4, X).

Proof. We first show that if a subset {fi, f3,..., f,} of F is normal, then A}A4}-.- A4, < f(4,X).

If {f1, f2- .-, fs} is normal, then

A(X)fa(X) - fi(X) =0. (3.35)

Hence, fi(X)f3(X).-- fi(X) is equal to the zero-function. Expressing f(4, X) in the form

AX)AL + f1(X)A5 + -+ [ul(K)A, + fusr(X)A g+ + fu(X)4, (s< k),  (3.36)

the sero-function may be added to (3.36) and the result will still represent f(A, X). Hence, f(4, X)

may be represented by the form

RO - FUX) + FuX)AL + fa(X) 4 (3.37)
Foot f(O4 + fors (DA + o+ (X4 (s<E).

Since f1(X)f3(X)--- fi(X) and f1(X)A] form a consensus term f3(X)--- fI(X)A}, by the property

of consensus (2.32) we may represent (3.37) equivalently by

f(X) - fU(X)AL + [I(X)f(X) -+ £1(X) + f1(X) A (3.38)
+ fa(X)A + -+ fo(X)A, + fipr(X)AL g + - + fi(X) Ay (s <k).
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Similarly, f3(X)--- fi(X)A} and f2(X)A} form a consensus term f3(X)--- f;(X)A} Aj. It follows

that (3.38) is equivalent to the form

(X)) FU(X)A A5 + fo(X) - FI(X)AL + FI(X)f3(X) -+ £1(X) (3.39)
+ fi(X)AL + f2(X)AS + - + fo(X)A, + furr(X)Appy + -+ fil(X)AL (s < k).

We continue forming consensus terms in the same fashion until f](X)A{A45---4,_; and f,(X)A4)

form the consensus term A} A} ... A). It follows that (3.39) is expressed equivalently by

ALAG - A+ fUX)A A - Ay + oo+ f2(X) - £i(X) A
+ X)) f(X) -+ £1(X) + f1(X)A] + f2(X)4; (3.40)
+oood (XA + fis1(X)AL Ly + -+ fe(X) A (s < k).

We thus conclude that the term A} A% .- A appears in a sum-of-products formula which represents
f(A,X). Since any term which appears in an SOP formula which represents a function f is an

implicant of f, it follows that A A} --- A/ is an implicant of f(A, X).

Assume on the other hand that 4} A4}.-- 4, is an implicant of f(4, X). Then the statement

k
A a4, <X A) (s <h), (3.41)

is valid for all substitutions for X and for (A;, A3, ..., 4:). Equivalently,

[ k
Z(Ai) + E(fi(x) cA)=1  (s<k). (3-42)
The equation
] k
Z(Ai + fi(X)) + z (fi(X)-A)=1 (s<k) (3.43)
i=1 t=s+1
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is equivalent to (3.42) by Property (2.30). Since (3.43) is an identity, i.e., it holds for all substitutions

for X and for (A1, A3,...,A), it holds if

and

A1 =

Thus, the equation

Az = =A,=0 (3.44)
Ajja=-=Ar =1 (3.45)
Y (fi(x) =1 (3.46)

=1

-

is an identity; whence, {f1, fa,.-., f.} is a normal subset of F. This completes the proof. O

Lemma 3.1 shows that if a variable

in a formula is unate, then the variable is unate in the

Blake canonical form of the ccrresponding function. This lemma is required to show that only

A-consequent terms of the desired form are deduced from system (3.31).

Lemma 3.1: Given a formula F which

unale in F is also unate in BCF(f).

Proof. BCF(f) may be formed from an

represents a Boolean funciion f, any variable which is

SOP representation F for f as follows:

Step 1. Generate consensus terms, beginning with F, until no new terms can be formed.

Step 2. Delete absorbed terms.

Any formula may be expressed equivalently by a formula which contains consensus terms formed

from terms within it. Similarly, an equivalent formula may be formed by deleting absorbed terms.

It follows that a formula developed by applying Steps 1 and 2 is equivalent to F; the resulting
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formula is BCF(f). (This method is similar to the successive extraction technique for forming a

Blake canonical form described in Chapter 2.)

From terms z’s and zt, Step 1 produces a consensus term st. Thus, Step 1 cannot introduce
a literal not already present. It is clear that Step 2 as well cannot introduce a new literal. Thus,
the Blake canonical form developed from an SOP formula F cannot contain a literal that is not

present in F. This completes the proof. O

Theorem 3.2 shows that the A-consequent terms deducible from system (3.31) exist only in

the form which represents normal subsets of a set F of functions.

Theorem 3.2: Given a system

(X)) £ A
fa(X) < A

: (3.47)
fiX) < A

reducible to the form f(A,X) = 0, the A-consequent terms of the prime A-consequents p(A) = 0 of

f(A, X) = 0 consist only of complemented literals of the set A = {A;, A3, ..., Ax} of variables.

Proof. System (3.47) may be expressed equivalently as

fl(X)'A’l =0
fz(X)-A'z = 0

: (3.48)
fr(X)- -4, = O.
By (2.40), system (3.48) is reduced to an equation of the form f(A, X) = 0, for which
f(A, X) = fi(X)A1 + fo(X)A3 + -+ fa(X) A, (3.49)
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A formula to represent f1(X)A] + f2(X)A; +-- -+ fi(X) A} is constructed in the following manner:

1. For each function f;, prefix the complement of its associated label A} to each term of the
formula which represents f;. The resulting formula represents the function f; - Af.

2. Append together all formulas formed in Step 1. The resulting formula represents fi(X)A] +
fa(X)A3 + -+ fa(X)A}. Let us call this formula F(4, X).

Because the formulas which represent each function f;(X) do not involve any variable of the set
A, and the formula F(A, X) is formed so that only the complemented forms of the variables
Ay, Az, ..., Ay appear in it, the set A of variables are unate in F(4,X). By Lemma 3.1, the
variables in A are unate in BCF(f(A, X)). It follows that if any prime A-consequents p(4) = 0 of
f(A, X) = 0 exist, then the corresponding A-consequent terms p(A) consist only of complemented

literals of the set A of variables. This completes the proof. O

We have proven the two properties of the equation f(A4, X) = 0 reduced from system (3.31)
that demonstrate that system (3.31) may be used as the basis for economically determining only

those subsets of a given set of functions which are normal. We summarize these properties:

1. If a subset of a set F of functions is normal, then we can deduce A-consequents terms which
represent normal subsets from the equation f(A4, X) = 0 reduced from system (3.31). Such A-
consequent terms are implicants of f(A, X). This property was demonstrated by Theorem 3.1.

2. All A-consequent terms deduced from the equation f(4,X) = 0 reduced from system (3.31)
represent normal subsets. This property was demonstrated by Theorem 3.2 in which it was
shown that the A-consequent terms of the prime A-consequents p(4) = 0 of f(4,X) = 0
consist only of complemented literals of the set A of variables, i.e., the A-consequent terms
deducible from system (3.31) exist only in the form which represents normal subsets of a set
F of functions.

We denote the process by which we use the inclusion relation to associate labels with functions
in (3.31) and the entailing reduction to the form f(A4, X) = 0 the partial labeling-and-reduction of
a set F of functions. There are several significant advantages of the partial labeling-and-reduction

process versus full labeling-and-reduction. Foremost is the fact that less time and space is needed
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to generate A-consequent terms using the partial label-and-reduce process. When a label A; is

equated to a function f;, we reduce to an equation of the form f(4, X) = 0 via (2.38), i.e.,

i=4A < f.‘Aé + f,{A; =0. (3.50)

When an inclusion is used to associate a label with a function, we apply the relationship

fi<A < f.;A: =0. (3.51)

Hence, we do not have to perform the computations to form each f/A,, and the terms which
represent each f/A; do not have to be stored. The function f(A, X) produced using the partial

label-and-reduce process also is preferable when forming the consequent g(A) = 0, for which

g(A) = ECON(f(A, X), X), (3.52)

and for forming BCF(g(A)). The reason for this is discussed in the next section.

Goal-Directed Elimination. After the system

ilX) £ A
fi(X) < A,

: (3.53)
fi(X) < A

is reduced to the form f(A, X) = 0, the next step for deducing normal subsets is to form the

consequent g(A) = 0, for which

g(A) = ECON(f(A, X), X). (3.54)

109




The formula which represents function f(A, X) contains terms comprising A-arguments as well as
X-arguments. When f(A, X) is formed using the partial label-and-reduce process, the A-arguments
are unate in F(A, X). The X-arguments generally are binate in F(4, X). When the conjunctive
eliminant of f with respect to X is formed, a multiplication process is performed iteratively. We

review the process of forming a conjunctive eliminant for a single variable z:

1. Partition the formula F which represents f into terms which include the literal z’,
terms which include the literal z, and terms which include neither z nor z'.

2. Given the partitioning, express F in the following manner:

fzoy,-.)=2'p(y,...) +zq(y,...) + r(y,...) (3.55)

where

e p comprises the terms of F which include the literal z’ with the literal divided
out,

e ¢ comprises the terms of F which include the literal z with the literal divided
out, and

e r comprises the terms of F which include neither z nor z'.
3. Form ECON(f, {z}):

ECON(f,{z}))=p-q+Tr (3.56)
An operation of the form (3.56) with a product p- g is performed for each variable z € {z1,...,zn}
when forming ECON(f(A, X), X). We assume that the product operation used when forming a
conjunctive eliminant maintains the “unateness” of a collectively unate variable.! The resulting
eliminant ECON(f(A, X), X) consists only of A-arguments. Since the A-arguments are unate in

F(A, X), they are unate in the formula representing ECON(f(4, X), X).

During each iteration of forming ECON(f(A4, X), X) from the function f(A, X), one variable
z € {21,...,2,} is climinated. Since the X-arguments typically are binate, each iteration typically
produces a function which has fewer binate variables. Hence, the resulting function at each iteration
is typically “less” binate and “more” unate—until the final iteration, when the function is unate in

the A-variables. The fact that the function resulting from each iteration of forming the eliminant

'1n the product operations presented earlier, a collectively unate variable in the multiplied formulas is unate in
the resulting formuls. See Procedures 2.2, 2.3, and 2.9.
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becomes more unate is useful in formulating a special process for constructing a conjunctive elimi-
nant which is more efficient than the procedure described in Chapter 2. We call this special process
the “quick® method for forming the conjunctive eliminant; for brevity, we will refer to the quick

method for forming the conjunctive eliminant as “quick econ” (quick Eliminant-CONjunctive).

Several heuristics are employed in quick econ which differentiate it from other methods for
forming a conjunctive eliminant. There are two differences between quick econ and the technique

for forming the conjunctive eliminant described by Procedure 2.22. These are:

o the use of the cross-product (Procedure 2.2) ta perform multiplication as opposed to expansion-
based multiplication (Procedure 2.9); and

o the use of absorption to simplify the resulting formula after each iteration of the process
rather than the simplification technique implemented by Procedure 2.15.

A similarity between quick econ and the technique given by Procedure 2.22 is that the least-

binate-argument heuristic is used to order the arguments with respect to which we are forming

the conjunctive eliminant. Example 3.3 demonstrates the application of quick econ to a function

f(A, X).

Example 3.3: Suppose we are given a system

zy+z'y +2 < A
dy+zy < A (3.57)

z+z < A;

2+y < Ay

created by associating labels A;, A3, A3, and A4 with a set of functions as in (3.31) which is reducible
to the form f(A, X) = 0. The A-variables are defined by the vector A = (A;, 43, A3, A4) and the

X-variables are defined by X = (z,y, z). The function f{A4, X) is thus defined by the equation
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f(AX) = Alzy+ Ale'y + Az +
Ajz'y + Ajzy + (3.58)
Asz + Ajz +
Az + AY.

We eliminate the X-variables from f(4,X) = 0 to form the consequent g(4) = 0. We first
eliminate the variable z, i.e., form the function ECON(f(A, X),{z}). Using the form (3.56) to

generate ECON(f(A, X),{z}), we develop

pr = 0
e = A+ 4} (3.59)
r, = Alzy+ Alr')S + ATy + Ajzy + Ajz + Al + ALY

Since p, - ¢; =0, it follo- s° 4t ECON(f(A, X),{z}) = r;. Hence, we deduce the equation

ECON(f(A,X),{2}) = Alzy+ A2’y + A32'y + Ajzy’ + Ajz + Ay’ + ALY (3.60)

We eliminated z rather than z or y because z is unate in the formula on the right-hand side of
(3.58); hence ECON(f(A, X),{z}) is formed by deleting the terms in F(A, X) which contain the

literal z.

The variable y is eliminated to form the function ECON(ECON(f(A, X),{z}),{y}). We

thus derive

py, = Alz' +Ajz+ A
o = Aiz+A)z (3.61)
r, = Ajz+ AT,
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We use the term-by-term product of P, and Q, to form py, - q,. We thus develop the function

ECON(ECON(f(A, X),{z}), {y}) defined by the equation

ECON(ECON(f(A, X),{z}),{v}) = A143z' + A Az + Aj Az + A Al + Asz + Ayz'. (3.62)

The variable y is eliminated rather than z because the formula on the right-hand side of (3.60)
includes three terms containing the literal z and three terms containing the literal z’; on the other
hand, the formula incluces two terms containing the literal y and three terms containing the literal
y/. Thus, the number of terms resulting from the P x @ operation is nine if the variable z were
to be eliminated, but only six if the variable y is eliminated. We eliminate y since the number of

term-by-term products is less than if z were eliminated.

Finally, the function ECON(ECON(ECON(f(A, X),{z}), {v}), {2}) is formed by eliminat-
ing the variable z. Prior to eliminating z, however, we delete the absorbed term A3 A4}z’ in (3.62).

We then develop

P = All ’3+A’4
g = AJA} + AJAL+ A} (3.63)
r: = 0.

The function ECON(ECON(ECON(f(A, X),{z}),{y}), {}) is equal to p; - gz + r=. Using the

term-by-term product of P, and Q., we derive the formula

AJAL + AJAJAL + AT AJAL + AT AJAL + AL AL + A3AL. (3.64)
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Formula (3.64) is not absorptive. The equivalent absorptive formula,

ALA; + ALAL + AGAL, (3.65)

represents ECON(ECON(ECON(f(A, X),{z}),{y}),{z}) = ECON(f(A, X), X). Since g(4) =

ECON(f(A, X), X), it follows that

9(A) = AL AL + AL A, + AL AL, (3.66)

The formula which represents ECON(ECON(f(A, X),{z}), {v}) is more unate than the
formula which represents ECON(f(A, X), {z}) since the right-hand side of (3.62) contains only
one binate variable, z, while the right-hand side of (3.60) is binate in z and y. Furthermore, the
formula that results after eliminating all of the X-variables, (3.64), is unate in all of its component
A-variables. Hence, the formula which represents the function resulting after each iteration of
elimination is “more” unate than the formula resulting from the preceding iteration. Moreover,
less work is performed in developing the formula which represents ECON(f(4, X), X) if the X.
variables are eliminated in the order of “binateness”, i.e., eliminate unate variables first and the

most-binate variables last.

Quick econ is particularly useful when the function resulting after each iteration is more
unate than the previous function. Because the formula which represents the function contains
fewer opposed literals, the chances that a simplification procedure can reduce the number of terms
decrease after each iteration. Making the formula absorptive after each iteration works about as
well as simplification to reduce the number of terms to a manageable level. After all iterations
have been carried out, the unate formula which results is reduced to an minimal number of terms
by developing the equivalent absorptive formula. Additionally, because the function is more unate

after each iteration, as we proceed the cross-product technique for performing multiplication does
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not produce significantly more terms in the resulting formula than the expansion-based product
operation. The primary motive for using the expansion-based product versus a cross-product
operation is that the number of terms in the formula produced by the expansion-based product
operation is significantly fewer than when using the cross-product operation; the cross-product
always returns a result quicker than does the expansion-based product. Extraneous terms which

are created using the cross-product operation generally are absorbed by other terms.

The heuristic for ordering variables with respect to which the conjunctive eliminant is formed
is the least-binate-variable heuristic described in Chapter 2. The motivation for this heuristic was
illustrated in Example 3.3. The least-binate-variable heuristic is a measure of the number of term-
by-term products required to perform the p-q product in a given iteration of forming the conjunctive
eliminant. Hence, the least-binate-variable heuristic is a direct measure of the complexity of the
product operation when using the cross-product operation. The use of this heuristic is based on the
supposition that the least amount of work will be done in the process of forming the conjunctive
eliminant with respect to a set of variables if we always choose the variable at the outset of an
iteration which will cause us to do the least work in that iteration. In practice, this seems to work

well, especially when absorbed terms are removed from the formula after each iteration.

The quick method for forming the conjunctive eliminant of a function with respect to a set

of variables is given by Procedure 3.1.

Procedure 3.1 (Quick Conjunctive Eliminant - QUICK-ECON): Given a Boolean function
f and a set T of literals, the conjunctive eliminant of f with respect to T, ECON(f, T), is found
as follows:

Step 1.

e If T is empty, then return F. It is ECON(f,T).

o Of the variables in set T, determine the least-binate variable using Procedure 2.21. Call
this variable =.
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Step 2.

o If F =0, then return a formula F which represents 0. It is ECON(f,T).
e If F =1, then return a formula F which represents 1. It is ECON(f,T).
e Otherwise, continue to Step 3.

Step 3. Partition the ‘erms of F into the following sets:

e P, the terms of F which include the literal z’ with the literal divided out;
e @, the terms of F which include the literal z with the literal divided out; and
e R, the terms of F which include neither z nor z’.

Using Procedure 2.2 (Cross-Product), form P x Q. Append the result to R. The resulting
formula represents ECON(f, {z}).

Step 4. Form the equivalent absorptive formula of the formula generated in Step 3. Replace the
contents of F with the absorptive formula and return to Step 1.

Our intent in using the quick method for forming the conjunctive eliminant is to efficiently

generate the consequent g(A) = 0, the resultant of elimination of X from f(4, X) = 0, for which

9(A) = ECON(f(4, X), X). (3.67)

Formation of the conjunctive eliminant of f with respect to X is a vehicle for eliminating the
X-arguments from f(A,X) = 0. A unique aspect of the elimination process in this instance is
that the forms of the functions f(A, X) and g(A) are known a priori. This allows us to guide the
elimination process so that we efficiently proceed from f(4, X) = 0 to the equation g(4) = 0 with
fewer computations than in the general case of forming an eliminant; thus, we achieve our goal of
obtaining g(A) as efficiently as possible. Therefore, we call this methodology of eliminating the
variables X from f(A, X) = 0 to derive the equation g(A4) = 0—in particular to derive the function
g(A)—goal-directed elimination. In the next section, we discuss how g(A) = 0 is used to produce

the A-consequent terms with which we identify normal subsets.

Formation of A-Conseq t Terms. To determine all normal subsets of a set F of func-
tions, we must form all of the prime A-consequent terms of f(A,X) = 0, where f(4,X) =0 s

equivalent to the system
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H(X) £ A
falX) £ A;

(3.68)

IA -

fi(X) Ap.

One way to obtain the terms p(A) of each of the prime A-consequents p(4) = 0 of f(A4,X) =0
is by forming BCF(f(A, X)) and selecting those terms which consist only of A-arguments. From
an earlier stated theorem (2.155), we know that these terms also may be obtained by forming
the conjunctive eliminant of f(A, X) with respect to X and placing the result in Blake canonical
form, i.e., BCF(ECON(f(A,X),X)). As the outcome of goal-directed elimination we develop the

equation g(A) = 0, for which

9(4) = ECON(f(A, X), X). (3.69)

Hence, to obtain all of the prime A-consequent terms of f(4, X) we form BCF(g(A)).

Terms of BCF(g(A)) consist only of complemented literals of the set A. The formula G
which represents g(A) produced in the process of goal-directed elimination consists only of unate
A-arguments. Since there are no opposed literals in G we cannot form any consensus terms;
therefore all prime implicants of g(A4) appear in formula G. Any term of G which is not a prime
implicant of g(A) is necessarily absorbed by anothe: term in G. Thus, to form BCF(g(A)) we form
ABS(G), which produces an absorptive formula equivalent to G to represent g(A). By formulating
a system in the form (3.68), reducing the system to the form f(A4,X) = 0, and eliminating the
X-arguments using goal-directed elimination, we realize the added benefit of producing a unate
function g(A) for which we generate the Blake canonical form via simple absorption. Furthermore,
since the quick method for forming the conjunctive eliminant makes the resulting formula absorptive

after each iteration, the formula which represents the function ECON(f(A, X), X) is absorptive.
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Because g(A) = ECON(f(A, X), X), the function g(A) is represented by its in Blake canonical form
after the goal-directed elimination process. Hence, the elimination of X produces the consequent

BCF(g(A)) = 0. Each term,

A4y A, (3.70)

of BCF(g(A)) denotes the existence of a normal subset

{fllfzy'-'rfl}‘ (371)

Determination of Minimal Normal Subsets. Given the partial label-and-reduce and
goal-directed elimination processes, we have the mechanisms to form a procedure for determining
all minimal normal subsets among a set F of functions. This method is stated by Procedure 3.2.
Example 3.4 demonstrates the use of Procedure 3.2 to determine the normal subsets among a set

of functions.

Procedure 3.2 (Minimal Normal Subsets): Given a set F = {fi, f2,..., fs} of Boolean
functions, we determine all of the normal subsets among the set F of functions in the following
manner:

Step 1. For each function f; € F:

1. Generate an associated label A;.

2. Prefix each term of the formula which represents f; with the complemented literal A].

The resulting formula represents A! - f;.

Step 2. Append together each of the formulas developed in Step 1. The resulting formula repre-
sents f(A4, X).

Step 3. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f(A,X),X). The resulting function is equal to g(A4); the formula which represents
g(A) is BCF(g(A)).

Step 4. Each term of BCF(g(A)) represents a normal subset. For each term of BCF(g(A)),

determine the labels contained in the term and replace the labels by the functions with which
they are associated. Return each subset of functions.
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Example 3.4: Suppose we would like to determine the normal subsets among the functions of the

set {f1, f2, f3, f4, fs} defined by

i = z'ltz + =12'z

fa = ziza+ziz)

fs = 223 (3.72)
fa = 212'3

fs = =z

Step 1. A system of the form (3.31) is created by associating labels A;, A3, A3, A4, and A5 with

the respective functions, i.e.,

ziza+z1z; < A

122 +zyzy < A
zizz < Az (3.73)

zi2f < A4

2y < As.

Step 2. The system is reduced to the form f(A1, A3, A3, Ag, As, 21, 23) = 0, where f is defined by

f(A1, A3, A3, Ay, Ag,21,23) = Ajziza+ A1Z125 +
A',zlzg + A',z'lz’, +
Ajzizs + (3.74)
173 +

I
521'

Step 3. Using goal-directed elimination to eliminate the variables z, and z; produces the conse-

quent g(A,, A3, A3, A4, A5) = 0, where g is defined by

9(A1, Az, A3, Ay, As) = A} A; + A3 A3 4] + A3 A3 Ay (3.75)

The function g(A;, A3, A3, A4, As) is in Blake canonical form.
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Step 4. The terms in the right-hand side of (3.75) are A-consequent terms of f(A, X) = 0 which
denote the existence of the minimal normal subsets {f1, fa}, {f2, f3, fa}, and {fa, fa, fs}-

Thus, the relations

Hh+fi
fat fat fa
fi+fs+fs = 1

(3.76)

are identities.

An application of Procedure 3.2 is to determine the sum-to-one subsets among a set of func-
tions each of which is a single term. A specialization of the sum-to-one subsets concept is to
determine subsets of a set of terms which cover a given term. The sum-to-one theorem (2.171)

states that the equivalence

t<f o f/t=1 (3.77)

is valid. Given a set T = {t;,¢3,...,24} of terms and a term t, we would like to determine all
minimal subsets of T which cover t. The function f in (3.77) is formed by summing the terms in

T, i.e.,

f=ti+ta+- -+t (3.78)

Each term of ¢; +t3 + - - - + t; is divided by the term ¢ to form the function tft+taft+ .-+ 4/t
If ¢ is included in ¢; +¢3 + .- + &4, then ¢1/t + ta/t + -+~ + £/ 3 a tautology. Moreover, if a
subset {t;/t,13/t,...,t,/t} is normal, then the subset {t,,1,,.. .1t} covers t. Hence, forming the
sum-to-one subsets of {t1/t,13/t,...,t:/t} yields the minimal subsets of {t,1,...,t:} which cover

t. Example 3.5 demonstrates this process.
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Example 3.5: Suppose a set T = {;,13,t3,t4,15} of terms is defined by

&y, = ac

t3 = ab

ta = be (3.79)
ty4 = a

ts = ac.

We would like to determine the minimal subsets of T which cover the term t = ac. To do so, we

divide each member of T by t:

t/t = 1
taft = ¥V
taft = b (3.80)
tyft = 1
ts/t = 0.

Forming the sum-to-one subsets of {t,/t,%;/¢,...,15/t} using Procedure 3.2 yields the set of subsets

{{t:/t}, {ta/t}, {ta/t, ts/t}}. (3.81)

Hence, the term t = ac is covered minimally by the subsets {t1}, {4}, and {t2,ta}, i.e.,

ac < ac
ac < a (3.82)
ac < ab +be,

respectively.
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Evanescent Subsets

Similar to normal subsets, our concern may be to know the evanescent subsets, i.e., subsets
for which the product is the sero-function, of a set F = {fy, fa,..., fi} of functions. The label-and-
eliminate procedure may be used to determine these subsets by forming all prime A-consequent
terms p{ A) and selecting only those terms in which all of the literals are not complemented. Similar
to the method presented for identifying normal subsets, a more efficient plan is to devise a procedure
which produces only prime A-consequent terms which consist of uncomplemented A-arguments. A
technique for recognizing evanescent subsets which parallels the methodology for identifying normal

subsets is presented in this section.

The Partial Labeling-and-Reduction Process. A method for identifying evanescent
subsets among a set F of functions is to develop a system reducible to the form f(4, X) = 0 from

which A-consequents of the form

103+ Gm =0 (3.83)

are deduced. Each A-consequent term aja;---a,, represents an evanescent subset of F. To make
the process of generating A-consequent terms efficient, we desire to enforce the requirement that
the A-consequent terms of f(A,X) = O consist only of uncomplemented A-variables. To en-
force this requirement, we make the supposition that the initial formula F(A4, X) which repre-
sents f(4, X) should not contain terms which include complemented literals of variables in the set
A = {A}, A;,..., Ax} of labels. We devise a system of inequalities which is then reduced to an

equation f(A4,X) = 0. For a set F of functions, we form the system
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A4, £ A(X)

4; < fi(X)
(3.84)
A < fi(X).
The equivalent system
A filx) = 0
Ay f;(X) = 0
: (3.85)
A fi(X) = 0
is equivalent in turn to the equation f(4, X) = 0, for which
[
F(AX) =Y (A Fi(X)). (3.86)
=1

Similar to the proofs given in the section on normal subsets, we present proofs which demon-
strate that the terms of the A-consequents of f(A,X) = 0 represent evanescent subsets. Hence,
the systemn (3.84) may be used as the basis for economically determining those subsets of a given
set F of functions which are evanescent. Although applied to a system of a different form than
when forming normal subsets, we again call this process the partial labeling-and-reduction of a set

of functions.

Theorem 3.3 demonstrates that a subset of the set F of functions forms an evanescent set
if and only if the A-consequent term which denotes the evanescent set is an implicant of f(A4, X).
Our concern here is to show the existence of an implicant if and only if the corresponding subset
is evanescent. If an implicant exists which consists entirely of uncomplemented literals from the

set A of labels, then a prime implicant of f(A, X) consisting of a subset of the literals must exist.
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Terms in the Blake canonical form of f(4, X) which consist only of A-arguments represent minimal

evanescent subsets.

Theorem 3.3: Given a set F = {fy, fa,..., fi} of functions and a system

A, < f(X)
Az < fi(X)

: (3.87)
A < fi(X).

reduced to the 0-normal form f(A,X) = 0, a subset {f1, fa,..., fu} of the set F is an evanescent

subset if and only if A1Az--- A, i3 an implicant of f(A, X).

Proof. We first show that if a subset {f, fa,..., f,} is evanescent, then 4,4;--- 4, < f(4, X).

If {f1, fa,---, fs} is evanescent, then

[(X)f2(X)--- fu(X) = 0. (3.88)

Hence, fi(X)f2(X)--- fi(X) is equal to the sero-function. Expressing f(4, X) in the form

AfilX)+ Aafi(X) + -+ A fi(X) (s <B), (3.89)

we can add the sero-function to (3.89) and the result will still represent f(A, X). Hence, f(4, X)

may be represented by the form

H(X)fa(X) - fo(X) + A f1(X) + A3 f3(X) (3.90)
+---+A.f,'(X)+A,+1f:+1(X)+---+Agf,',(X) (’Sk)-
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Since fi(X)fa(X)---f,(X) and A;f{(X) form the consensus term A;f3(X)---f,(X), we may

represent (3.90) equivalently by

Arfa(X) - fo(X) + fi(X) fa(X)--- fo(X) + ALf1(X) (3.91)
+ A3fy(X)+ -+ A Sy (X)+ Avgr fo 1 (X) + - - + A fi(X) (s<k)

Similarly, Ay f3(X)--- f,(X) and A;3f;(X) form a consensus term A; A3 f3(X)--- fi(X). It follows

that (3.91) is equivalent to

A Az f3(X) - Fol(X) + AL fa(X) -+ fo(X) + 1(X) fa(X) -+ - fu(X) (3.92)
+ A fI(X)+ Asfi(X) + -+ Auf)(X) + Aggi fr g (X) + -+ + A fi(X) (s < k).

We continue forming consensus terms in the same fashion until A14; .- A,_1 f,(X) and 4, f}(X)

form the consensus term A;A;--- A,. It follows that (3.92) is expressed equivalently by

Ajdz A+ MAz A fi(X) + -+ ALf(X) - £i(X)
+ fi(X)fa(X) - fo(X) + AL f1(X) + Aaf3(X) (3.93)
ot Af (X)) + Avpr i (X) + -+ A fi(X) (s < k).

We thus conclude that the term A; A; - .- A, appears in a sum-of-products formula which represents
f(A, X). Since any term which appears in an SOP formula which represents a function f is an

implicant of f, A;Az--- A, is an implicant of f(A4, X).

Assume on the other hand that A;A4;--- A, is an implicant of f(4, X). The statement

k
Adz- A Y (A FU(X)) (s < k) (3.94)
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is then valid for all substitutions for X and for (A, A;, ..., As). We deduce the equivalent statement

s k
() + (A (XN =1 (s<h), (3.95)

from which follows the equation

] k
DAL+ HXN+ Y (A fi(X) =1,
=1 t=s41

Equation (3.96) holds for all substitutions for X and for (4, 43, .

Ai=A3=...=4,=1

and

Asji= A 2= = Ay =0

whence, the statement

Yo (fixy) =1

is an identity. It then follows that

[ItAx) =0
=1

(s < k). (3.96)

.+, At). Thus, it holds if

(3.97)

(3.98)

(3.99)

(3.100)

is valid. Hence, {fi, f2,..-, f,} is an evanescent subset of F. This completes the proof. O

We now show that the prime A-consequent terms p(A) deducible from f(A4, X) = 0, where

f is defined by (3.86), contain only uncomplemented literals of the A-variables. Hence, the terms

p{A) exist only in the form which denotes evanescent subsets of a set F of functions. This statement

is established in Theorem 3.4.
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Theorem 3.4: Given a system

Ar £ fi(X)
A; £ fi(X)

(3.101)
Ay < fi(X)

reducible to the form f(A, X) = 0, the A-consequent terms of the prime A-consequents p(A) = 0 of

(A, X) = 0 consist only of uncomplemented literals of the set A = {A,;, A3,..., Ax] of variables.

Proof. System (3.101) may be expressed equivalently as

Ar-fi(X) = 0
A fi(X) = o0

: (3.102)
Ar- fi(X) = 0.
System (3.102) is reduced to an equation of the form f(A4, X) = 0, where
f(AX) = Atfi(X) + A fy(X) + - - + A fi(X)- (3.103)

We construct a formula to represent f(A, X) as follows:

1. For each function f;, complement the function f;. Prefix the associated label A; to each term
of the formula which represents f;. The resulting formula represents the function A; - f/.

2. Append together all formulas formed in Step 1. The resulting formula represents A, f{(X) +
A3fi(X) + -+ A fi(X). Let us call this formula F(4, X).

Because the formulas which represent each function f/ do not involve any variable of the set
A, and the formula F(A4, X) is formed so that only the uncomplemented forms of the variables

Ay, Ay, ..., Ay appear, the set A of variables are unate in F(A, X). By Lemma 3.1, the variables in
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A are unate in BCF(f(A, X)). Consequently, if any prime A-consequents p(A4) = 0 of f(4,X) =0
exist, then the corresponding A-consequent terms p(A) only consist of uncomplemented literals of

the set A of variables. This completes the proof. O

The benefit of using the partial label-and-reduce process to generate an equation of the form
f(A,X) = 0 is a reduction in the time and space complexity of generating A-consequent terms of
the desired form. When reducing system (3.84), the associated function A!f; is not included in
f(A, X) for each function f; because an inclusion is used rather than an equality to associate a
label A; with a function f;. Therefore, the computations required to form A/ f; are not performed;
nor do we have to store the formula which represents A;f;. In the next section the formation of
the consequent g(A) = 0 from f(4, X) = 0 is discussed. Prime implicants of g(A) are used to form

A-consequent terms which represent evanescent subsets.

Elimination of X-Arguments and Formation of A-Consequents. Due to the manner

in which we form a system of inequalities, i.c.,

A1 < fi(X)
4; < fi(X)

: (3.104)
A < fk(x)r

after reduction to the f(A,X) = 0 form, the A-consequent terms of the prime A-consequents
p(A) = 0 of f(A,X) = 0 consist only of uncomplemented literals of the set A of variables. This
was proven in Theorem 3.4. We can derive the A-consequent terms of each of the prime A-
consequents of f(A,X) = 0 by forming the conjunctive eliminant of f(A,X) with respect to
X and placing the result in Blake canonical form, i.e., BCF(ECON(f(A,X),X)). Terms of
BCF(ECON(f(A,X), X)) compose the complete set of terms p(A) of the prime A-consequents

p(A) = 0 of f(A,X) = 0.
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Eliminating the X-arguments from f(4, X) = 0 yields the consequent g(A) = 0, where

9(4) = ECON(f(4,X), X). (3.10%)

The formula which represents f(A, X) consists of unate A-arguments and generally binate X-
arguments. The formula which represents g(A), if the means for forming the conjunctive eliminant
of f(A,X) with respect to X preserves the unateness of the A-arguments, will be unate in the
A-arguments. Hence, we know the form of the functions f(A, X} and g(A) prior to elimination the
X-arguments from f(A, X) = 0. Thus, we apply the goal-directed elimination technique discussed
in the section on deducing normal subsets. In goal-directed elimination, we form the function g(A)
by applying the quick method? for forming the conjuctive eliminant of f(A4, X) with respect to X.
The formula representing g(A) which results from goal-directed elimination is its Blake canonical
form. Each term of BCF(g(A)) forms a prime A-consequent term p(A) of f(A,X) = 0. Prime
A-consequent terms p(A) represent minimal evanescent subsets of the set F of functions. Each

term,

A1Az--- A, (3.106)

of BCF(g(A)) denotes the existence of the evanescent subset

{fi, far.- s Fu} (3.107)

Determination of Minimal Evanescent Subsets. Using the the partial label-and-reduce
and goal-directed elimination processes, we have demonstrated a means for determining ail minimal

evanescent subsets among a set F of functions. Procedure 3.3 is a method for determining all

2Procedure 3.1
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evanescent subsets. An example which demonstrates the use of Procedure 3.3 to determine the

evanescent subsets among a set of functions is given by Example 3.6.

Procedure 3.3 (Minimal Evanescent Subsets): Given a set F = {f}, f3,..., fi} of Boolean
functions, we determine all of the minimal evanescent subsets among the set of functions in the
following manner:

Step 1. For each function f; € F:

1. Generate an associated label A;.
2. Complement each function f;.
3. Prefix each term of the formula which represents f! with the literal 4;.

The resulting formula represents A; - fi.

Step 2. Append together each of the formulas developed 1n Step 1. The resulting formula repre-
sents f(4, X).

Step 3. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f(A,X),X). The resulting function is equal to g(A). The formula which represents
9(A) is BCF(g(A)).

Step 4. Each term of BCF(g(A)) represents a minimal evanescent subset. For each term of
BCF(g(A)), determine the labels contained in the term and replace the labels by the functions
with which they are associated. Return each subset of functions.

Example 3.6: Suppose we would like to determine the evanescent subsets among the funct.cns of

the set {fllf?)f:‘hfdvfﬁ} defined by

i = zyza+ 2125

fi = zza+zi7T)

fa = =ziza (3.108)
fa = =z

fs = =z

Step 1. We create a system of the form (3.84) by associating labels A;, A3, A3, A4, and A5 with

the respective functions, i.e.,
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A,
A;
Az
Ay
Ag

IANIA A IN A

z1Z3 + 2125

z123 + 2125

ziz, (3.109)
213’2

1.

Step 2. The system is reduced to the form f(A4, X) = 0, for which f is defined by the equation

f(A1, Az, A3, Ag, 45,21, 22) = Arzizs + Aj2123 +

Axzizs + Agzizh +

A3zy + A3zl + (3.110)
Az) + Agzy +

Asz).

Step 3. Eliminating the variables z, and z; from f(A, X) produces the consequent g(A) = 0, for

which

g(Al, A3z, Aa, Ay, A5) = A1A3 + A2A3+ AaAg + A2A4 + A3As. (3.111)

The function g(A) is in Blake canonical form.

Step 4. The terms in BCF(g(A)) are the A-consequent terms of f(A4, X) = 0 which denote the

existence of the minimal evanescent subsets {f1, fa}, {f2, fa}, {f3, fa}, {f2: fo}, and {f3, f5}.

Thus, the relations

are identities.

fifs
fafs
fafa
fafa
fafs
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In.plication Relations

The third relationship among a set F = {f, fa,..., fa} of functions with which we are

concerned is that of implication. An implication relation is one of the form

o fi+ -+ fa (3.113)

in which {f1, fa,..., f.} is a subset of F. When using the label-and-eliminate procedure to deter-
mine all of the relationships among a set of functions, the A-consequents which denote implication

relations take the form

a;by---b, =0. (3.114)

As with normal and evanescent subsets, a more efficient approach is to formulate the problem so that
only those A-consequents which have the desired form are developed. In this section, we introduce

an efficient technique for producing only those A-consequents which have the form (3.114).

The General Method. To determine coverage of a function fo by a subset of F, a sys-
tem reducible to the form f(A4,X) = 0 must be devised from which A-consequents of the form

AgA}--- A, =0 are deduced. Such A-consequents may be expressed by the equivalent statement

Ag< A1 +.--+ A4, (3.115)
where Ag, A1,..., A, are members of the set A = {A4q, 41,..., Ar} of labels. We replace the labels
with their associated functions to deduce the coverage of fy by a subset of F.

We would like to enforce the condition that all A-consequent terms consist of one uncomple-
mented literal, i.c., the label Ay associated with the function fy, and one or more complemented

literais which are labels representing a subset of F which covers fp. To produce A-consequents of
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this form, we make the supposition that the initial formula F(A, X) which represents the function
f(A, X) should not contain terms which include the complemented literal 4; or other A-literals
in uncomplemented form. Therefore, a system of inequalities is formulated which is reduced to an
equation f(A4,X) = 0. For a function to be covered, fo, and a set F of functions which may cover

fo, we form the system

Ao < fo(X)
H(X) £ A
fa(X) £ A;
: (3.116)
fi(X) < A

Applying the definition of the inclusion relation, (3.116) is represented by the equivalent system

fo(X) - Ao =
H(X)-4; =
fa(X) . A'z = 0
: (3.117)
fi(X)- 4, = 0.
This system is equivalent in turn to the equation f(A4, X) = 0, for which
k
F(A,X) = Ao~ fo(X) + D (fi(X) - A). (3.118)
=1

We now present proofs which demonstrate that the terms of the A-consequents of f(4,X) =0
represent coverage of the function fo by subsets of F. Hence, system (3.116) may be used to
economically determine the subsets of a set of functions which cover a given function. As when

determining normal and evanescent subsets, we call the process of proceeding from a systemn of
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equations of the form (3.116) to an equivalent equation of the form f(4, X) = 0 the partial labeling-

and-reduction of a set of functions.

Theorem 3.5 establishes that a function fp is covered by a subset of the set F of functions if

and only if the A-consequent term which denotes the respective implication relation is an implicant

of f(4, X).

Theorem 3.5: Given a funciion fo, a set F = {f1, fa,..., fa} of funclions, and a system

4o < fo(X)
H(X) £ 4
fi(X) £ A
: (3.119)
H(X) £ A

reduced to the 0-normal form f(A, X) = 0, the function fy is included in a subset {f1, fa,..., fs}

of the set F if and only if AcAjAL--- A, is an implicant of f(A, X).

Proof. We first show that if a function fp isincluded in asubset {f1, f3,..., fs}, then 404145 --. 4]
is an implicant of f(A4, X). Since fo is included in the sum of the functions in {f1, f3,..., fi }, it

follows that

fo(X)fi(X)f3(X)--- fi(X) =0 (3.120)

is valid. Hence. fo(X)fi(X)f;(X)--- fi(X) is equal to the zero-function. Expressing f(4,X) in

the form

Aofo(X)+ Ai(X)AL+ fo(X)AZ+- -+ fu(X)AL + fanr(X) AL+ -+ fi(X) A, (s < k), (3.121)
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we can add fo(X)fi(X)f3(X)--- fI(X) to develop an equivalent representation for f(A, X):

F(X)A(X)F(X) -+ fu(X) + Aofo(X) + fL(X)A] + f2(X) A5 (3.122)
+oo+ ful( XA + for(X) AL + -+ (X)) AL (s < k).

Using the same methodology as the proofs for Theorems 3.1 and 3.3, we apply consensus to form

the equivalent representation for (3.122):

AgAjAy - AL+ fi(X)AcA A - A1 + -+ f1(X) - fi(X) Ao
+ fo(X)Fi(X) - fi(X) + Aofo(X) + fr(X) A} (3.123)
+ooot fu(X)A] + forr(X)AL 4y + -+ fu(X) A (s < k).

We thus conclude that the term AgA] - -- A, appears in an SOP formula which represents f(4, X).

It thus follows that AgA] - .- A} is an implicant of f(4, X).

Assume on the other hand that 4041 A3 --- A/ is an implicant of f(A, X). Then the statement

&k
AcAL Ay A, < Ao f(X) + ) (filX)-A)  (s<k) (3.124)

=1
is valid for all substitutions for X and for (A, 43, ..., Ax). From (3.124) we deduce the equivalent

statement

] k
Ap+ ) (A)+ Ao foX)+ ) (fi(X)-AD) =1 (s<k), (3.125)
i=1

t=1

which in turn is equivalent to

s k
A+ E(A,- + fi( X)) + fi(X) + _Z (fi(X)-A)=1 (s<k). (3.126)

135




Since (3.126) is an identity, i.e., it is true for all substitutions for X and for (4;, 43,..

holds if
A=A = =A4,=0
and
AO—A0+1 —Aa+2 = "Ah -
Thus,

(%) + (X)) =1

=1

.,Ak), it

(3.127)

(3.128)

(3.129)

is an identity. Thus, statement (3.124) implies equation (3.129). In other words, fo is included in

the subset {f1, f3,-.., fi} of F. This completes the proof. O

Theorem 3.6 demonstrates that the prime A-consequent terms deducible from (3.116) contain

only the uncomplemented literal Ap and complemented literals from the set {A,, A;,..., A, }.

Theorem 3.6: Given a sysiem

Ao < fo(X)
Xx) < 4
fa(X) < A
fg(X) < A

(3.130)

reducible to the form f(A,X) = 0, the A-consequent terms of the prime A-consequents p(A) = 0

of f(A, X)) = 0 consist only of the uncomplemented literal Ay or complemented literals from the set

A ={A, Ay, ..., A} of variables.

136




Proof. System (3.130) may be expressed equivalently as

Ao fo(X) = 0
H(X)-4, = 0
fi(X)-A3 = 0
: (3.131)
H(X) -4 = o
By (2.40), system (3.131) is reduced to an equation of the form f(4, X) = 0, where
F(A,X) = Aofy(X) + f1(X) AL + -+ + fu(X)Ab. (3.132)

A formula to represent Ao f3(X)+ f1(X)A] +---+ fa(X)A} is constructed in the following manner:

1. Complement function fo. Prefix the label 4o to each term of the formula which represents
fo- The resulting formula represents Ao - f3.

2. For each function f; € {f1,..., fa}, prefix the complement of its associated label A! to each
term of the formula which represents f;. The resulting formula represents the function f;- A}.

3. Append together the formulas formed in Steps 1 and 2. The resulting formula represents
Aofo(X) + fi(X)A] +--- + fa(X)A,. Let us call this formula F(4, X).

Because the formulas which represent each of the functions fo(X), fi(X),..., fe(X) consist only
of X-variabies, and the formula F(A, X) is formed so that only the uncomplemented form of 4,
and the complemented forms of variables in A appear in it, Ao and the variables in A are unate in
F(A,X). By Lemma 3.1, Ao and the variables in A are unate in BCF(f(A4, X)). It follows that
if any prime A-consequents p(A) = 0 of f(A, X) = 0 exist, chen the corresponding A-consequent
terms p( A) consist only of the uncomplemented form of Ap and the complemented forms of variables

in A. This completes the proof. O

Using the partial label-and-reduce process to form the equation f(A4, X) = 0 rather than the

full label-and-reduce process decreases the time and space complexity of generating A-consequents
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of the desired form. When reducing system (3.116), the associated function Agf(X) for function
fo(X) is not included in f(A, X). Likewise, for each function f;(X) € F, the associated function
Ji(X)A] is not included in the function f(A, X). Functions Ao f}(X) and f;(X)A/ are not included
in f(A, X) because inclusions are used rather than equalities to associate labels with functions. The
computations required to form Ao fo(X) or f;(X)A; are not performed; additionally, the respective

formulas do not have to be stored.

Elimination of X-Arguments and Formation of A-Consequents. Because of the form

of system

Ao < fo(X)
H(X) € A
fi(X) < 4A;
: (3.133)
fk(x) S Aks

after reduction to 0-normal form, f(A, X) = 0, the A-consequent terms of the prime A-consequents
of f(A, X) = 0 may contain only the uncomplemented literal Ap or complemented literals in the
set A of labels. As in the methods for deducing normal and evanescent subsets, the prime A-
consequent terms are deduced using the goal-directed elimination technique for eliminating the
X-variables from f(A, X) = 0. As a result of elimination, we deduce the consequent g(A) = 0, for

which

9(A) = ECON(f(A, X), X). (3.134)

Because g(A) is formed using the quick method?® for forming the conjunctive eliminant of f(4, X)

with respect to X, the formula produced by the elimination process to represent g(A) is its Blake

3Procedure 3.1
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canonical form. Each term of BCF(g(A)) corresponds to a prime A-consequent p{A) = 0 of

f(4,X)=0.

The prime A-consequent terms p(A) of f(A,X) do not necessarily represent irredundant
implication relations. In some cases—depending on the functions in F—prime A-consequent terms
represent normal subsets. Prime A-consequent terms deduced from f(A4, X) = 0 may take one of

two forms:

e ApA}---A), or
o A)..- Al

If a prime A-consequent term is of the form AgA] - - A}, then the term represents an irredundant
implication relation. The literals of the prime implicant correspond to an irredundant subset of
F which covers the function fo. On the other hand, if a prime A-consequent term is of the form
A' .- A, then the term represents a normal subset of F. Any function is included in the sum of
functions which form a normal subset. When a prime A-consequent term of the form A} A45--- 4,

is deduced, Boole's Expansion Theorem may be applied to form

ALALAL - A+ AgAL AL - AL (3.135)

It follows that the equation

AoA\ A, .. A, = 0. (3.136)

is valid and a consequent of f(A4, X) = 0. Consequent (3.136), although not a prime A-consequent
of f(A, X) = 0, represents an implication relation denoting the coverage of function fo by a subset
of F. The A-consequent term AgAjAj--- A represents an irredundant implication relation if it is

not absorbed by a prime A-consequent term which represents an irredundant implication relation.
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To generate all A-consequent terms of f(A,X) = 0 which represent irredundant implica-
tion relations, the following steps are taken after the function g(A) is formed using goal-directed

elimination:

1. The terms of BCF(g(A)) are separated into two groups:

(a) terms which contain the literal Ao, and

(b) terms which do not contain the literal Ao.

2. The literal Ao is prefixed to the terms which do not contain the literal Ap.

3. A formula, G, is formed composed of the terms resulting from Step 2 and the terms of
BCF(g(A)) which contain the literal Ao.

4. The equivalent absorptive formula, ABS(@), is formed for G.

Terms of G are the A-consequent terms of f(A, X) = 0 which represent the complete set of irre-
dundant implication relations denoting the coverage of the function fo by subsets of F. We shortly

will present an example which illustrates this process.

Determination of Irredundant Implication Relations. Procedure 3.4 outlines a method
for deducing all irredundant implication relations in which a function fp is included in a subset of
the set F of functions. Example 3.7 demonstrates the use of Procedure 3.4 to determine implication

relations in which a function is included in a subset of a set of functions.

Procedure 3.4 (Irredundant Implication Relations): Given a Boolean function fo and a set
F = {f1, fa,---, fu} of Boolean functions, we determine all irredundant implication relations in
which the function fo is included in a subset of the set F of functions as follows:

Step 1. For function fo:

1. Generate an associated label Ao.
2. Complement function fo.

3. Prefix each term of the formula which represents fj with the literal Ao.
Step 2. For each function f; € F:

1. Generate an associated label A;.

2. Prefix each term of the formula which represents f; with the complemented litera] A!.
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The resulting formula represents A - f;.

Step 3. Append together each of the formulas developed in Steps 1 and 2. The resulting formula
represents f(4, X).

Step 4. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f(A, X), X). The resulting function equals g(A); the formula which represents g(A)
is BCF(g(A)).

Step 5. Each term of BCF(g(A)) consisting only of complemented literals represents a minimal
normal subeet; append the literal A¢ to each of these terms. (Do nothing to the remaining

terms.) Call the resulting formula G.

Step 6. Form the equivalent absorptive, ABS(@), for G. Each term of ABS(@) represents an
irredundant implication relation.

Step 7. For each term of ABS(G), remove the literal 4o and form a set which consists of the
functions associated with the remaining labels. Return each subset of functions.

Example 3.7: Suppose we would like to determine the irredundant implication relations which

denote coverage of the function fo = zyz + z'y’z' by subsets of the set F = {f1, fa,..., fe} of

functions defined by

HnH = =z

fi = ¥VZ+w

f2 = 27 (3.137)
fo = z+2

fi = w

fo = w.

Steps 1-2, A system of the form (3.116) is created by associating the labels Ag, A;,..., A¢ with

the respective functions

Ao < zyz+z'y2
z < A
vii+w < A;
2’z < A; (3.138)
=+2 < A,
w < As
w < As.
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Step 3. Reducing to the form f(A, X) = 0, we form the equation

f(A1, A3, A3, Ay, As, Ag,w,2,y,2) = Aozy + AoZ'y + Aoz'z + Aoz2’ + Aoy z + Aoyz’ +
Az +
W+ Aw+
A’z + (3.139)
o+ A+
Ajw +
Agw'.

Step 4. Using goal-directed elimination to eliminate the variables w,z,y and z results in the

consequent g(Ao, A1,...,As) = 0, where

g(Ao, Ay, Az, A3, Ay, As, Aa) = AoAll s + AoA'l ’g + AoA', + Alels + A’IAQ + A’sAls. (3.140)

The function g is in Blake canonical form.

Steps 5-7. The following A-consequents of f(A4, X) = 0 are developed:

Ao A} A}
Ao A\ A}
Ao Ay
Ay Ag
AL A
Agdg =

(3.141)

it
oo o o oo

The A-consequents in (3.141) denote the existence of the irredundant implication relations:

fo < h+fa
fo £ hi+h (3.142)
fo < fa
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and the normal subsets {f3, fe}, {f1, f4}, and {fs, fe}. The normal subsets indicate the

validity of tLe statements

fat+ fe
Hi+fa
fs+fe

|
— e

(3.143)

When the literal Ao is appended to the last three A-consequent terms of (3.141), we deduce

the A-consequents

AoALA, = 0 (3.144)
AgAiA, = 0 (3.145)
AoALAL = 0. (3.146)
Equations (3.144) and (3.146) represent irredundant implication relations
fo £ fatfe (3.147)
fo < fs+fe.
However, equation (3.145) represents the implication relation
fo<h+hs (3.148)

which is not irredundant since fo < f;. The A-consequent term AgAjA§ is absorbed by

AoAj.
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A Modified Approach. When determining the inclusion of *he function fy in subsets
of the set F = {f1, fa,..., fr} of functions, it is advantageous to make each formula F; which
represents each function f; € F as simple as possible prior to the label-and-reduce and elimination
processes. To make a formula simple, terms of the formula are deleted and literals are removed
from the remaining terms where possible. Simplifying each formula prior to the label-and-reduce
and elimination processes minimizes the total amount of work that must be performed during
elimination. Memory usage also will decrease because the formulas to be manipulated are smaller.

In this section we develop an approach for simplifying formulas representing each function f;.

Suppose we have two functions f and ¢ in which f < g. A question that may be posed is

whether there exists a third function h such that

f<g <= [f<h (3.149)

is valid. Additionally, if such an h exists, then what functions form a suitable A. We show in
Theorem 3.7 that a range of such functions exists given that f < g is true.

Theorem 3.7: If f < ¢ is valid, then there ezisis an h defined by the interval

f-9<h<f+yg (3.150)

such that we may equivalently state that

f<g <= f<h (3.151)
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Proof. We may state (3.151) equivalently as

fé'=0 < fh'=0.

Since f < g, the Extended Verification Theorem allows us to equivalently assert that

fg' = fhl.

Reducing (3.153) to an equivalent 1-normal form, we devclop the equation

(fa') o (fh) =0,

which may be restated in turn by the equation

(fg')h+ (fo)h' = 0.

Equation (3.155) is equivalently stated by the interval

fa<h<f+g.

This completes the proof. O

(3.152)

(3.153)

(3.154)

(3.155)

(3.156)

The existence of a range of h-functions for which (3.149) is true allows us to select a function k to

use in lieu of g as we please. We now show how to apply this principle to our current problem.

Our goal is to make each formula F; which represents each function f; € F simpler with

respect to contained terms and literals prior to applying the label-and-reduce and elimination

processes for determining the inclusion of the function f, in subsets of F. A way to accomplish

this is to find a set F = {fl, far ooy fk} of functions to use in lieu of F in the label-and-reduce and
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elimination processes, such that each formula F; which represents f. € F is simpler with respect
to contained terms and literals than the corresponding F; which represents f; € F. Theorem 3.7

facilitates the development of such a set.

If fo is included in a subset of F', then the statement

fo<h+fait--+fi (3.157)

must be valid. We would like to find a sum f1 + fz 4+t fg tousein lieuof fi+ fa+---+ fi. If

for— fand fi+ fa+---+ fi — g in Theorem 3.7, then a suitable sum is given by the interval

fo-th+h++f)<fi+fat -+ Hi<fo+h+fat -+ fi (3.158)

We are free to choose any sum which falls between the lower and upper bounds of (3.158). It follows

that we may select each function f; which is a member of the interval

(fo - i), (fo + £i)]- (3.159)

In the next two sections, we will describe a strategy for selecting a reasonable f; from this interval.

Relative Absorption. One way to develop a function to use in lieu of f; is to delete
terms included in the function f) in the formula F; which represents it. These terms of are no use
in covering the function f, since they are implicants of f;. We may easily identify such terms in
each F;, because each contains a superset of the literals contained in at least one term in BCF(f}).
Any implicant of a function in necessarily included in a prime implicant of the function. Using the

ABSREL operator* introduced in Chapter 2, we may remove terms from each F; included in the

‘ABSREL(P,Q) is an operator which returns the formula constructed from P by removing all terms absorbed
by Q.
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function f3. For each function f;, the ABSREL operator is used to form a new formula F; which

represents a function f.-,

F; = ABSREL(F;, BCF(f})), (3.160)

in which F; consists of those terms in F; which are not included in f). Each function f; may be

split into the sum of two functions, i.e.,

fi=fi+ F (3.161)

one of which is f; and the other, call it f;, is represented by the terms in F; absorbed by BCF(f}).

We must demonstrate that the resulting function f; is in interval (3.159). Clearly, fi<kh
is valid. Thus, f; is less than the upper bound of (3.159). We now have to show that fof; < f;.

Since, fofi < fi is valid, it is also true that

fofi < fi+ fie (3.162)

It follows that

fofifi B =0. (3.163)

The valid statement f; < fo is equivalent to stating that fifo = 0. We then form the equation

fofifl' B + fifo=0 (3.164)
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which is in turn equivalent to

fofif =0 (3.165)

whence,

fofi < fi. (3.166)

Thus, f; is in interval (3.159).

Using relative absorption, we thus form a function f; by deleting the terms in F; wkich are
included in function f;. We now show how relative simplification is used to simplify each formula
F; relative to BCF(f3), thus deleting literals from terms in F;. The formula resulting from relative

simplification is the formula F; which represents the function f;.

Relative Simplification. Each formula F; may be simplified relative to terms in
the formula BCF(f}) using the relative simplification process implemented by Procedure 2.17.
We develop modified formulas F by forming consensus terms between terms in F; and terms of
BCF(fy) when terms in F; are absorbed by the resulting consensus terms. The consensus terms
replace their parent terms in each formula F; to form a new formula F;; hence, each term in F; has
a corresponding term in F;. Some terms in F; are the same as those in the formula F,, other terms
in F; include (i-e., <) a corresponding term in F;. Hence, the new formulas, F;, represent modified

functions f.', in which

fi< k. (3.167)
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The advantage of using the newly created terms in each F; rather than the parent terms in each
F; is that the new terms consist of fewer literals, hence less work must be performed to eliminate

the X-arguments once we derive the equivalent 0-normal form, f(A4, X) = 0, of system (3.116).

In essence, what is being accomplished in relative simplification is that some portion of the

function f} is being added to each f; to form a new function fi. We demonstrate this in Example 3.8,

Example 3.8: Suppose we are given a function fo = zy + yz which we would like to cover by the

set F = {f1, f2} of functions, in which the functions in F are defined by

Hi = 2y (3.168)
fri = zy.
Forming BCF(f;), we derive
BCF(fy) =y +2'2'. (3.169)

Neither f; nor f; is absorbed by any term of BCF(f}). Thus, we form the set of functions
H = 2y (3.170)
fz = zy.

Using relative simplification, the consensus term z' would be created from the term 2’y of f

and y of BCF(f}). The term z’ absorbs the term z'y, hence we form the function

fi=2 (3.171)
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Similarly, we form the function

fai==z. (3.172)

By Boole’s Expansion Theorem, z' = z'y/ + z'y; thus, the relative simplification process added
the term z'y’ to f; to form fi. The term zy was added to f; to form f;. Both z'y’ and zy’ are

included in f3, hence a portion of f} was added to f; to form f and to f; to create f,.

The sum f; + f} is in interval (3.159). We expand f} with respect to f; to develop the

equivalent statement

fi+ fifo+ fifs- (3.173)

The function f; f§ represents the portion of f} which is included in fi; we delete this function by
absorptior. The function f" f§ represents the portion of fj that is not included in f",';-it also denotes
the maxi' 1um part of function f} that may be added to each f; to form f;. The sum f; + f,’ o
therefore represents the upper bound for function f:. Thus, we deduce an interval which defines

the limits on the function f::

fi<k<fi+ fifs (3.174)

Selecting « function f; in the range given by (3.174) yields a function which in interval (3.159). f;
is greater .han f; which we demonstrated was greater than the lower bound of (3.159). Moreover,
we establishied that f; < f;. Finally, since f: f& < f§ 18 valid, it follows that f; is less than the upper

bound of (3.159).

As a final step in forming a simplified formula for each function f;, the formula ABS(IE'.-) is

formed to remove absorbed terms in the formula ..
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Identification of Implication Relations. When determining coverage of the func-
tion fo by subsets of the set F of functions, we may use the revised set F = { fi,far.oo, f;,} of
functions in Procedure 3.4. Using the set F to determine subsets of F which cover Jo, when a sub-
set of functions in F covers fo, the corresponding functions in F also form a subset which covers
fo- The only portion of each function f; which is not in each f; are those terms in F; which are

completely covered by f}; hence, they are of ro utility in covering fo.

Typically, each formula F; which represents the function f; consists of fewer terms than the
formula F; representing the respective function f;. These terms are deleted from F; to form F;
during the relative absorption process. Additionally, terms in each F; consist of equal or fewer
literals than the corresponding terms in the respective formula F;. The literals are removed from
terms during the relative simplification process. Hence, we have attained the goal of making the
formulas F; representing each function f; simpler with respect to both terms and literals prior to
the label-and-reduce and elimination processes. We formalige the concepts developed in this section

with Theorem 3.8.

Theorem 3.8: If a function fo is included in a subset of the set F = {f_l, fa .. .,fk} of functions,
then the function fo is included in the corresponding subset of the set F = {f1,fa,..., fa} of

functions, where each function f, 13 represented by

F; = SIMPREL(ABSREL(F:, BCF(f})), BCF(f}))- (3.175)

SIMPREL represents the application of the relative simplification operation.

Proof. The proof of this siatement is demonstrated in the foregoing discussion. We summarize

the steps for forming each formula F; which represents a function f-,-.

1. Form the complement of fo.
2. Generate BCF(f;).

151




3. For each function f;, take the following steps:
(a) develop a function f;, where
F; = ABSREL(F;, BCF(f})); (3.176)
(b) form f;, where

F; = SIMPREL(F;, BCF(f})); and (3.177)

(c) derive an equivalent formula to represent fi by forming ABS(F).

This completes the proof. O

When developing the A-consequent terms which represent implication relations in Proce-
dure 3.4, many of the prime A-consequent terms will represent normal subsets when the set F of
functions is used, whereas corresponding A-consequent terms may represent IIRs when the set F is
used. The reason for this occurrence is the fact that the functions fy, fa,. .., fi have some portion
of f3 added to them during relative simplification. By the definition of the inclusion relation, the

following statement is valid:

fo<h+fit-+fi & fHo+th+hait - +fi=1 (3.178)

Hence, if some portion of f; is added to each f; to form each f;, then the functions in F; will likely

form normal subsets, since f; is included in f; + f3+ -+ fi.

We now present a modified version of Procedure 3.4 which uses the set F of functions to

determine the coverage of a function fo by subsets of F.

Procedure 3.5 (Irredundant Implication Relations): Given a Boolean function f, and a
set F = {f1, fa,-.., fr} of Boolean functions, we determine all irredundant implication relations
denoting the inclusion of fo in a subset of F in the following manner:

Step 1. For function fo:

1. Generate an associated label Ao.
2. Complement function fo.

3. Form BCF(f;) for use in Step 2.
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4. Prefix each term of the formula which represents fj with the literal A4o.
Step 2. For each function f; € F:

1. Form a function f;, where F; = ABSREL(F;, BCF(f})).

2. Form a function f;, where ¥; = SIM PREL(F;, BCF(f})).

3. Generate an associated label A;.

4. Prefix each term of the formula which represents f; with the complemented literal Al

The resulting formula represents A; - fi.

Step 3. Append together each of the formulas developed in Steps 1 and 2. The resulting formula
represents f(A, X).

Step 4. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f(A,X),X). The resulting function equals g(A), which is represented by BC F(g(A)).

Step 5. Each term of BCF(g(A)) consisting only of complemented literals represents a minimal
normal subset; append the literal A to each of these terms. (Do nothing to the remaining

terms.) Call the resulting formula G.

Step 6. Form the equivalent absorptive, ABS(@), for G. Each term of ABS(@) represents an
irredundant implication relation.

Step 7. For each term of ABS(@), form a set which consists of the functions in F; each function
of the set corresponds to a respective function in {fy, fa, ..., fi} which were associated with
the labels in the term in Step 2. Return each subset of functions.

Example 3.9: Suppose we would like to form the irredundant implication relations which denote
coverage of the function fo = zyz + z'y/z’ by subsets of the set F = {f1, f3,..., fe} of functions

defined by

h = zz
fi = Y2 +zd
fa = z'z' (3.179)
fa = 2y +zy2
fi = z+2
fo = zy+z'y.
Step 1. We form
fo=zy+z'z+zy +yz+22 +y2; (3.180)

the right side of (3.180) is the Blake canonical form for fg.
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Step 2. Using BCF(f}), we form the set ¥ = {f1, fa,..., fi} of functions, for which

F. = ABSREL(F,, BCF(f})).

We derive the system

f:x = T2

fa =y

fs = 27 (3.181)
fao =0

fs = z+2

fo = zy+2y.

The set F = {fi, f3,..., fi} of functions is then devised, for which

F; = SIMPREL(F;, BCF(f3)).

The functions f; are defined as follows:

Hi = 2

fz =y

f z’ (3.182)
fo =0

fo = z+74

fo = z+12'.
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Step 3. A system

Ao < zyz+12'y7
z < A
vV < 4
2 < As (3.183)
0 < A4
z+zZ < As
z+z' < A

of the form (3.116) is devised by associating the labels Ao, A;,..., As with the respective

functions. The system is in turn reduced to the form f(A4, X) = 0:

f(A1, A3, A3, Ay, A5, A6, 2,9,2) = Aozy + Aoz'y + Aoz'z + Aozz’ + Aoy'z + AoyZ’
+ A'lz
+ Agy
+ A3z’ (3.184)
+ AL0

+ Agz + Ag2’
+ Agz + Agz'.

Step 4. Using goal-directed elimination to eliminate the variables z,y, and z produces the conse-

quent g(A) = 0, for which g is defined by the equation

9(Ao, A1, Az, A3, Ay, A, As) = AoAJA] + AoALA) + Ao A + AL Ag + A3 AL + Ag. (3.185)

The function g is in Blake canonical form.
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Steps 5-7. The following A-consequents of f = 0 are deduced:

AoALAL, =
AgAjA;
AoAl
Aj Ay
ALAL
As

(3.186)

n
© o o0 o0 o o

The A-consequents in (3.186) denote the existence of the irredundant implication relations

fo < A+ )ia
fo & fit+h (3.187)
fo < fs

and the minimal normal subsets { fl, fs},{ f3, f;}, and { fs}. The normal subsets indicate

that the equations

fi+fi = 1
fatfo = 1 (3.188)
fo =1

are identities. When the literal A is appended to the last three A-consequent terms in

(3.186), we deduce the A-consequents

AOAIIA’S =0 (3.189)
AQAQA'E = 0 (3.190)
Apdg = O. (3.191)
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Equation (3.191) represents the irredundant implicction relation

fo < fe. (3.192)
However, equations (3.189) and (3.190) represent the implication relations
fo < h+hs
fo < fat+fs, (3.193)

which are not irreduadant since fo < fs. The A-consequent terms AgA} A; and AgA} A} are

absorbed by A Aj.

Based on the subsets of the set { finfaroos fk} which cover fo, we then coaclude that the

following subsets of F cover fo:

{fu fah {f, £33 {fs} {fe}}- (3.194)

Hence, the statements

zyz + 2’y < (z2)+ (v'2' +z2')

zyz+z'y'2 < (z2)+(2'2) (3.195)
zyz+z'yzZ < z+72

zyz+z'yzZ < zy+z'y

are identities.

Covering a Term. We now discuss the special case of forming irredundant implication
relations to denote coverage of a function fp by subsets of F when fo and the elements of F are
single terms. A number of ideas may be incorporated to male efficient the process of determining

the coverage of a single term £y by subsets of a set T = {t),13,...,ts) of terms. We may id=ntify a
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priori the members of T which are not members of any minimal subset of 7" which covers to; such
terms in T are called srrelevant with respect to ¢o. The remaining terms in T—terms which cover
some portion of tp—are the only terms that must be considered when determining the coverage
of tg by minimal subsets of T. We call these terms relevant with respect to 9. Additionally, we
may remove certain literals from the relevant terms prior to the process for developing the minimal
subsets. We present in this section a procedure for forming minimal subsets in which irrelevant
terms with respect to to are deleted and certain literals are removed from relevant terms prior to

the subset-identificatior. process.

There exist three types of terms in a set T which are irrelevant with respect to to. These

categories are:

e terms in T which contain an argument which is opposed to an argument contained in to;

e terms in T containing an argument not contained in ¢o which is unate in the formula formed
from the disjunction of terms in T; and

e terms in T which only contain variables not “related” to to.

We discuss in turn each of these categories. Irrelevant terms in T are removed from consideration

prior to the process for determining the coverage of ¢o by minimal subsets of T.

We may apply the methodology developed in the modified approach for identifying irredun-
dant implication relations. Thus, each ¢; € T may be replaced by a term t; which is a member of

the interval

((to - i), (to + i) (3.196)

If to consists of the literals Iy, I3, ..., ], then t; is equal to the Jisjunction of t'.» complement of the

literals, i.e.,
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to=h+l3+---+1. (3.197)

Any term t; which contains at least one of the literals I{,13,...,1] is absorbed in the sum tg + ;.
Additionally, since ¢ consists of the literals l),1z,...,1;, any term t; absorbed by one of the literals
143, ..., ] contains a literal that is opposed to a literal in 5. Thus, ¢, - t; = 0. It follows that the
interval (3.196) formed for a t; which contains a literal opposed to a literal contained in t, is {0, 25).
Thus, we may select {; = 0, which means that terms t; in T which contain a literal opposed to a

literal in to are irrelevant.

In addition to absorbing terms, the literals I, 13,...,]] may be used to delete certain literals
from terms t;. By property (2.30), we may remove literals from terms ¢; in T which are the com-
plement of the literals {},13,...,[]. This operation is a specialization of the relative simplification
applied in the modified approach for identifying irredundant implication relations. Denoting the

term £; as the term formed by remuving the literals iy, 13, ..., ; from t;, we thus form the interval

(G- ), (s + 8 + -+ I + £)). (3.198)

The statement t; < ¢, is valid, since #; contains a superset of the literals in ¢;. It follows that a

suitable term which is a member of interval (3.198) is ;.

Thus, for each t; € T, we form a term {; in the following manner:

e ; = 0, if t; contains a literal opposed to a literal in to; or

e {; contains the literals of ¢; not contained in o.

If we divide each term in T by to, we would deduce the same result as the process described above.
This what is done in the method described in the Normal Subsets section of this chapter and

illustrated by Example 3.5 for determining coverage of a term ¢y by subsets of a set T of terms.

159




After dividing each term of T by to, minimal normal subsets of the set T = {t;,13,...,£;} of terms

correspond to minimal subsets of T which cover io.

Terms t; € T which contain a variable z which is unate in the formula formed from the
disjunction of terms in T are irrelevant—provided that 2 is not contained in £5. Such terms exist
only in non-minimal subsets of T which cover to. Hence, if a term t; is included in a set of
terms which covers o, we may delete it from the set and the resulting subset will still cover 5.
This idea was applied by Cutler (Cutle 80:48). Moreover, he states that after all terms containing
variables which are unate in the formula formed by the disjunction of terms in " are removed from
T, the process may be performed again to remove terms containing variables which may become
unate—due to the removal of terms—in the disjunction of the remaining terms in T. The process
is executed iteratively until there are no terms ¢; containing arguments not contained in o which

are unate in the formula formed by the disjunction of the remaining terms in T'.

The third category of terms in T which are irrelevant with respect to ¢ are terms in T which
contain only variables not “related” to to. Variables related to to are defined by the following

recursive definition:

1. Variables in o are related to ¢g.
2. All variables contained in terms in T which contain variables related to to are related to to.

3. All variables contained in terms in T which do not contain a related variable are unrelated
variables.

Furthermore, we say that terms in T which contain variables related to ¢y are related terms. Like-
wise, if a term contains only variables not related to ¢o, then we say that it is an unrelated term. If
the collection of unrelated terms does not form a normal subset, all terms in T which are unrelated
to o may be removed from T prior to identifying minimal subsets of T which cover to. This concept

is formalised by Theorem 3.9.
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Theorem 3.9 (Unrelated Terms): Given a term to, a set T = {t;,...,ts} of terms, and o
subset U of T which consists of all the terms in T which are unrelated to to, if U does not form a

normal subset, then no term in U is included in & minimal subset of T which covers t,.

Proof. Let us denote variables related to £, by X; and variables unrelated to ¢ by X3. Let
{t1,...,t,} be the subset of T consisting of terms related to to. Furthermore, let U = {t,41,...,¢:}.

We form the system

Ao < to(Xy)
u(X:) < 4
: (3.199)
tc(Xl) S A:
t,41(X2) € A
t(X3) < A

which is reducible to the form f(A4, X1, X3) = 0. The function f(A, X;, X;) is represented by the

formula

s k
Aotg(X1) + Y ti(X1)Ai+ Y ti(X3)AL (3.200)
t=1 =41

Elimination of the X;-arguments from f(A, X;, X3) = 0 yields a resultant of the form

k
gl(AO)Alr--'rAl)+ E t\(xﬂ)A«: =0 (3201)
t=s41

since E:___, +1 ti(X3)A{ is independent of the X;-arguments. Similarly, eliminating the X;-arguments

from (3.201) yields the consequent

91(Ao, A, ..., A) + ga(Assry -, Ar) = 0 (3.202)
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since the function g1(A4o, A1,...,4,) is independent of the X; arguments.

Since f(4, X1, X3) = 0, it follows that the statement

i ti(X3)A; =0 (3.203)

t=e+1

is an identity. Equation (3.203) is equivalent to the system

tl+l(X2)

IA

A:+1

: (3.204)
te(X2) < Ag.

System (3.204) is included in system (3.199), therefore any consequent of (3.204) is also a consequent
of (3.199). By Theorem 3.2, the A-consequent terms in (3.203), i.e., the terms in gz(A.41, ..., 4s),
consist only of complemented literals of the set {A,,1,..., A:}. However, in view of Theorem 3.1,
A-consequent terms in (3.203) and hence f(A4, X3, X3) = 0 consisting only of complemented literals
of {A,+1,..., Ax} exist if and only if the associated terms {¢,41,...,t:} form a normal subset. Since
it was assumed that the terms in U do not form a normal subset, it follows that no A-consequent
terms of f(A4, X1, X3) = 0 exist consisting only of complemented literals of {4,41,..., As}. Hence,

the function g3(A4,41,. .., As) is identically equal to zero.

Since ga2(A4,41,. .., A:) is identically equal to zero, all A-consequent terms denoting the cov-

erage of to are deduced from the equation

91(40, Ay,..., A,) = 0. (3.205)

The consequent ¢;( Ao, 41,...,4,) = 0 is derived from system (3.199) less the inclusions in system

(3.204). The labels in g; are associated with the term to and the terms in T which are related to




to. Hence, only terms in T which are related to ¢y are included in minimal subsets of T which cover

to. This completes the proof. O

We now present a procedure which produces minimal subsets of a set T of terms which cover a
term to. Once irrelevant terms with respect to ¢o are omitted from T, and literals of ¢¢ are removed
from terms in T (via a divide operation), we determine sum-to-one subsets of the revised set T
sum-to-one subsets of T correspond to minimal subsets of the original set T which cover to. If it
is known beforehand that all terms in T are related to the term ¢, then Step 4 may be gkipped in
the procedure since it will have no effect on the result. Example 3.10 illustrates the application of

Procedure 3.6.

Procedure 3.6 (Coverage of a Term): Given a term o and a set T = {t1,t3,...,2:} of terms,
we determine all minimal subsets of T which cover the term to in the following manner:

Step 1.

1. Divide each term in T by the term to. Denote the terms t;/to by the rotation ;.

2. Remoe from T each element £; which is equal to 0.

Step 2. Determine the set V of variables which are unate in the formula formed by the disjunction
of terms in 7.

Step 3. Remove from V variables contained in the term t.

o If V = 0, then continue to Step 4.

e Otherwise, remove from T terms containing any variable in V and return to Step 2.
Step 4.

1. Determine the set U of terms in T which are unrelated to t;. (We assume that terms
which are unrelated to to do not form a normal subset.)

2. Remove from T terms included in the set U.

Call the revised set T.
Step 5. For each term £;(X) remaining in T:

1. Generate an associated label 7;.
2. Prefix each term t;(X) with the complemented literal T;.

The resulting term is T - £;(X).

Step 8. Append together each of the terms formed in Step 5. The resulting formula represents
J(A, X), where the vector A is defined as \Th,...,T}).
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Step 7. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f(A,X),X). The resulting function is equal to g(A); the formula which represents
9(A) is BCF(g(A)).

Step 8. Each term of BCF(g(A)) consists only of complemented literals; each represents a minimal
normal subset denoting the coverage of to by minimal subsets of T' . Call the resulting formula
G.

Step 9. For each term in G, form a set which consists of the terms {;,13, ..., t¢}; each term of the
set corresponds to a respective term in {t),%3,...,%;} which were associated with the labels
in the term. Return each subset of terms.

Example 3.10: Given a term wz and a set T = {w'2’, w'z, wz', wy, wz,z'2’, zy, zz, yz’, u'v, uv'},

we use Procedure 3.6 to determine minimal subsets of T which cover wz.

Step 1. In the first step, we divide each term of T by the term wz. The set

{0,0,z',y,1,0,zy,z,0,u'v,uv’} (3.206)

results from the division process. Removing the elements of (3.206) which are equal to zero,

we develop the set

{2,y 1, zy,z,u'v, w'}. (3.207)

Steps 2-3. Forming the disjunction of terms in (3.207), we find that the literal y is unate in the

resulting formula. Hence, we may remove terms containing y from (3.207) to form the set

{z',1,z,u'v,uv'}. (3.208)

Step 4. Given the term wz and the original set T of terms, the variables u and v are unrelated
to the term wz. Hence, the terms u'v and uv’ are unrelated to wz. Since {u'v,uv'} is
not a normal set, the terms u’v and uv’ are removed from (3.208). We thus form the set

T = {2',1, 2}, which is used to determine subsets of T which cover wz.
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Steps 5-6. We form the system

Z < Ty
1 < Tg (3.209)
z s Ts

which is reduced to the equation f(A4, X) = 0, for which

f(A,X)=2'T; + Ty + =Ty, (3.210)

The subscripts used for each label T; corresponding to a term in T are chosen to to denote
the term in the original set T from which we derive the respective term in T. This allows us

to identify the subsets of T which cover wz.

Step 7. Eliminating the X-argument from f(A4, X) = 0, we form the resultant g(A4) = 0, where

9(A) = 3Ty + T;. (3.211)

Steps 8-9. Thus, term wz is covered by the fifth term in T—the term wz. Additionally, wz is

covered by the disjunction of terms in the subset {wz’,zz} of T, i.c.,

wz < wz' + zz. (3.212)

Contrast of Label-and-Eliminate Procedure with Specialized Procedures

Significant differences exist between the general label-and-eliminate procedure and the special-
ised methods developed in this chapter. Each uses a label-and-reduce process; however, the label-
an.-eliminate procedure employs full labeling-and-reduction while the special-purpose methods use

partial labeling-and-reduction. Using partial labeling-and-reduction rather than full labeling-and-
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reduction reduces the number of computations as well as memory usage. Once we generate an
equation of the form f(A, X) = 0, the unified set of procedures use the goal-directed elimination
process to deduce consequents of a specific form. This process uses the quick method for forming the
conjunctive eliminant of a function with respect to a set of variables (Procedure 3.1). On the other
hand, the label-and-eliminate procedure uses a general method for forming the conjunctive elimi-
nant (Procedure 2.22). To reduce the complexity of eliminant formation, the label-and-eliminate
technique simplifies the formula resulting after each iteration of formation of the conjunctive elim-
inant; the specialised procedures make absorptive the resulting formula after each iteration of
conjunctive eliminant formation. Finally, after forming a consequent resulting from the elimination
of the X.arguments, the label-and-eliminate procedure must formulate a Blake canonical form to
produce all possible A-consequent terms. The unified set of procedures produces a consequent
which is represented by its Blake canonical form at the conclusion of the elimination process; the
consequent includes only those A-consequent terms which denote specific relationships among the
set of functions. Table 3.1 summarises the differences between the label-and-eliminate procedure

and the unified set of specialized procedures presented in this chapter.

Label-and-Eliminate Procedure Specialised Procedures
Label-and-Reduce Process Full Label-and-Reduce Partial Label-and-Reduce
Conjunctive Eliminant Procedure 2.22 Procedure 3.1 (Quick-Econ)
Simplification Method Procedure 2.15 (Simplify) Absorption
Blake Canonical Form Formation Required Implicit in Process
A-Consequent Terms All A-Consequent Terms Specific A-Consequent Terms

Table 3.1. Contrast of Label-and-Eliminate Method with Specialized Procedures

We now present an example which illustrates the difference between the label-and-eliminate

procedure and the unified set of procedures for deducing specific relationships among functions.

Example 3.11: Suppose we would like to determine the relationships among members of the set

{fo. f1,---, fe} of functions defined by
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fo = zyz+2ys

ho= 2
fi = y+d

f = z'7 (3.213)
f4 = z+z'

fi = w

fo = v

Using the label-and-eliminate procedure, we form the following prime A-consequent terms which

denote all relationships among the set of functions:

A3 Ag, ALAL, AGAg;

AsAg, A1 4346, A1 Aj;

AoA1 A3, AoAT A3, AoAy;

AQAL AL, AsAl, Ag AL

AoA3 A, AzAgA,, A Az AL, Az A3 AsAL; and
AaA3AL AL, AoAzAsAly, Aoz ALAL.

LAl

[-2}

The terms in line 1 denote normal subsets. Terms in line 2 represent evanescent subsets. Implication
relations in which fo is included in subsets of the other functions are represented by terms in line
3; terms in line 4 represent all other implication relations. Terms in the remaining lines portray a

relationship in which products of functions are included in sums of functions.

Using Procedure 3.2 to find all normal subseis, we would derive only those A-consequent
terms which appear in iine 1. Procedure 3.3 would generate only those terms found in line 2
when determining evanescent subsets. If we wer. to use Procedure 3.4 to determine the subsets
of functions in which the function fo is included, we would derive the terms found in lines 1 and
3. When deducing normal subsets, evanescent subsets, or irredundant implication relations for the

inclusion of f,, we avoid generating the consequents listed in lines 4, 5, and 6.
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Summary

In this chapter, a new set of procedures was presented for deducing specific relationships
among subsets of a set of functions. Procedures in this set provide a more efficient way to deduce
specific relationships among a set of functions than does the general label-and-eliminate proc>dure.
Having the same basic theoretical foundation, these techniques compose a “unified” set of special-
ised procedures to determine particular relationships among functions of a set of functions. In later
chapters, techniques developed in this chapter will be applied to construct efficient methods for

dealing with the minimization problem.
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IV. Solutions of Boolean Equations and the Minimization Problem

In this chapter we discuus the solutions of Boolean equations, the modeling of digital circuits
with Boolean algebra, and the relationship between solving Boolean equations and the minimization
problem. The correspondence between developing a good solution for a Boolean equation and
the process of developing an economical digital design which meets a specification is highlighted.
A comprehension of the second and third sections of the chapter is particularly important to

understanding the approach taken to the minimisation problem in subsequent chapters.

The solutions of Boolean equations of the form f(X) = 1 are presented in the first section.
Rudeanu (Rudea 74) and Brown (Brown 87\ develop solutions for Boolean equations of the form
f(X) = 0. We present a development of solutions for f(X) = 1 similar to their presentation for

the f(X) = O case, since solutions of the Boolean equation f(X) = 1 is our specific interest.

In the second section the modeling of circuits with Boolean algebra is discussed. Circuit
specifications correspond to Boolean functions. Designs, on the other hand, correspond to formulas
which represent a function. The object of the design problem is to develop an economical design
which implies its specification. We show in the third section that the design process is in corre-
spondence with finding good solutions for a Boolean equation. We first solve a Boolean equation in
1-normal form to develop an interval, i.e., a range of functions, for each output of a circuit. Finding
a good formula to represent a function in the range of functions, i.e., finding a “good” solution,
yields an economical design. The resulting design implies its specification, just as f(X) =1 is

implied by any of its solutions.

Solutions of boolean Equations

Functional Antecedents. Consider an equation

(x)=1, (4.1)

169




where X = (z1,...,2n), and a system of the form

zy = hy
z; = h
: (4.2)
zn, = h,,
where each h; is a formula in a free Boolean algebra, F B(i3,12,...,%:), on k generators i;,43,..., i.

If system (4.2) is an antecedent of system (4.1), then (4.2) is called a functional antecedent or
solution of (4.1). A substitution 4 € B™ for X which causes (4.1) to be an identity is also called
a solution of (4.1); specifically, it is called a particular solution of (4.1). A general solution of a
Boolean equation is a representation of ihe set of all particular solutions of the equation. There
exist various ways to represent a general solution; in this work we are concerned with interval-based

representations. For other representations, see (Brown 90) or (Rudea 74).

Consistency of a Boolean Equation. A Boolean equation is consistent if it has at least
one solution. Otherwise, the equation is said to be inconsistent. A necessary and sufficient condition

for the consistency of f(X) =1 is given in Theorem 4.1.

Theorem 4.1 (Consistency Condition): The Boolean egquation f(X) = 1 is consistent if and

only if the condition

EDIS(f(X),X) =1 (4.3)

is satisfied.

Proof. We prove this staiement inductively.
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We first show the case of n = 1. Assume that a € B is a solution of f(z) = 1; then f(a) = 1.

Using Boole’s Expansion Theorem, we form

a'f(0) + af(1) = 1. (4.4)

Complementing both sides of (4.4) yields a’f/(0) + af'(1) + f'(0)f'(1) = 0. Thus, f'(0)f'(1) = 0;
this may be rewritten as f(0) + f(1) = 1. Hence, EDIS(f(z),{z}) = 1 by the definition of the
disjunctive eliminant. Suppose now that EDIS(f(z), {z}) = 1; i.e,, f(0) + f(1) = 1. In this case

the element f(1) is a soluticn of f(z) = 1, because

fU£Q1) = (L)) £(0) + F(1)F(1) = £(0) + fF(1) =1 (4.5)
by Boole’s Expansion Theorem, idempotence, and Property (2.30). Thus, f(z) = 1 is consistent.
Hence, we have proven the theorem for n = 1.

For n = k, where k > 1, we assume for our induction hypothesis that g(z;,z2,...,2¢) =1 is

consistent if and only if EDIS(g(z4,...,2z¢),{z1,...,Za}) = L.

We now must prove the theorem for n = k+1. We first assume that f(z;,...,Zzx41) = liscon-
sistent, i.e., an A € B™ exists for which f(A) = 1 is an identity. Because f(X) < EDIS(f(X),T)
for a subset T C X of variables in f by (2.156), EDIS(f(z1,...,Zk+1),{Z1,.--,Zx+1}) = 1 is an

identity.

We now demonstrate that if

EDIS( (Zl,...,zk+1),{zx,...,zk+1})= 1 (46)
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is true, then f(z1,...,2441) = 1 is consistent. EDIS(f(z1,...,Zk+1),{Z1,...,Z2+1}) may be
rewritten as EDIS(f(z1,...,2e+1), {Z1,.- ., Ze }U{Z2+1}). Then by the definition of the disjunctive

eliminant, the function

EDIS(EDIS(f(21,-..,Zk41), {Ze+1}), {Z1,. .., 24 }) (4.7)

is equal to

EDIS(f(z1,...,Zk+1), {z1,-.., Zg} v {zp,“}). (4.8)

It follows that the statement

EDIS(EDIS(f(zl, ceey zk+1), {3;4.1}), {31, oy Zk}) =1 (4.9)

is also true. By our induction hypothesis, if the disjunctive eliminant of a k-variable function g
with respect to its k variables is equal to 1, then the equation g(z1,...,2x) = 1 is consistent.
Since EDIS(f(z1,...,Zx+1), {Zx+1}) is a function of k variables and the disjunctive eliminant of
EDIS(f(z1,...,2e+1), {Zx+1}) With respect to its k variables is equal to 1 by (4.9), it follows that

EDIS(f(z1,...,Zr+1), {Ze+1}) = 1 is consistent.

Let us define a k-variable function g(zy,...,2:) by

9(21,...,2) = EDIS(f(X), {zx+1}), (4.10)

ie.,

g(z1,..., &) = f(z1, ..., 22, 0) + f(21,...,Za, 1). (4.11)
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Let (a3,...,a:) € B* be a solution of the consistent equation g(z;,...,z;) = 1. Thus,

f(al,...,ak,0)+f(al,...,ag,l)=1 (4.12)

is an identity, and therefore f(ay,...,ax,Zx41) = 1 has a solution, as shown in the case of n = 1.
Thus, the equation f(z1,...,2%,Zx+1) = 1 is consistent, and we have proven the theorem for the

case of n = k + 1. Hence, the theorem is true for arbitrary n. This completes the proof. O

The equation EDIS(f(X), X) = 1 is called the consistency condition for f(X) = 1, i.e., the

condition which is necessary and sufficient for f(X) = 1 to be consistent.

General Solutions. A general solution of a Boolean equation is a representation of the set
of all particular solutions of the equation. We now endeavor to develop an interval-based general
solution for a Boolean equation f(X) = 1. Such a solution is based on a lower and upper bound,
i.e., a range. FEach value within the range is a particular solution, and all particular solutions are

found within the range.

The Single-Variable Case. In Lemma 4.1, an interval-based general solution for the

single-variable equation f(z) = 1 is developed.

Lemma 4.1 (Solution - Single Variable): Let f : B — B be a Boolean function for which the
equation f(z) = 1 is consistent. Then the set of solutions for f(z) =1 is given by

{z1£(0) <z < f(1)} (4.13)

Proof. We show that f(z) = 1 & f/(0) < z < f(1). By Boolean expansion (2.62), f(z) = 1 is

expressed equivalently as

[+ f(1)]-[z+ f(0)] = 1. (4.14)
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In view of (2.41), (4.14) is equivalent to the system

g+ f(1) = (4.15)
z+ f(0) = 1,
which, by the definition of the inclusion relation, is in turn equivalent to the system
: < () (4.16)
F0) < =
System (4.16) is equivalent to the interval
f1(0) <z < f(2). (4.17)

This completes the proof. C

Given the set of solutions {z | f'(0) < z < f(1)} for f(z) = 1 and the consistency condition

EDIS(f(z),{z}) = 1, (4.18)

we can develop a general solution for f(z) = 1 which “extends” the range expressed by f/(0) <
z < f(1). When we say that we are “extending” the range for z, we mean that we form an upper
bound which is greater than a previous upper bound and a lower bound that is less than a previous

lower bound. This result is shown in Theorem 4.2.

Theorem 4.2 (Extended Range - Single Variable): Let f : B — B be a Boolean function for

which the equation f(z) = 1 is consistent. Then

f@)=1 < £(0)- f(1) <2 < £(0) + £(1). (4.19)
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Proof. In Lemma 4.1 it was shown that

fe)=1 > F(0) <z < £(1). (4.20)

If f(z) = 1 is consistent, then EDIS(f(z), {z}) = 1. By the definition of the disjunctive eliminant

EDIS(f(z), {=}) = £(0) + f(1). (4.21)

Hence, f(0) + f(1) = 1 or f(0)f'(1) = 0.

Using Boole’s Expansion Theorem, we expand f/(0) with respect to f(1) to form the identity

£1(0) = £'(1)£(0) + £(1)£'(0). (4.22)

Additionally, we can add f/(0)f'(1) to f(1) to form the identity

£(1) = £(1) + £(0)£'(1)- (4.23)

Substituting for f/(0) and f(1) in f'(0) < z < f(1), we conclude that

FF )+ £FQ)fF(0) <z < f(1)+ F(9)f'(1) (4.24)

is equivalent to f(z) = 1 provided the latter is consistent. Because f'(0)f/(1) = 0, and by property

(2.30), we can simplify both the upper and lower bounds of (4.24) to form the equivalent interval

fO)f(1) <z < F(0) + f(1). (4.25)
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Hence, f(z) =1 <= f'(0)- f(1) < =z < f(0) + f(1). This completes the proof. O

The n-Variable Case. We now generalige the approach used to develop an interval-
based solution for the single-variable equation f(z) = 1 to an n-variable Boolean equation f(X) = 1.

Our object is to develop a general solution of f(X) = 1 of the form

1 < ¢t
5 <z £ 4y
s(z1) < 23 < ta(zi) (4.26)
s3(z1,22) < =3 < t3(zy,23)
an(zlw'wzn—l) < 2z, < tﬂ(xl)"‘)zﬂ—l)

where ¢y, 31, and ; are constants and all other s; and ¢; are functions with variables as denoted in

(4.26).

A system in the form of (4.26) is called a subsumptive general solution of the n-variable
Boolean equation f(X) = 1if 1 < to! is the consistency condition of f(X) =1, and if f(X) =1 is
consistent, then every particular solution (ay,a3,...,a,) of f(X) = 1 is generated by the following

procedure:

1. select a; in the range s; < z; < ty;
2. select a3 in the range 3;(a;) < z; < ta(ay);

3. and so on, until we select ay, in the range s,(a;,...,8n-1) < 2n < tn(G1,...,8n-1".

A method for developing a subsumptive general solution of f(X) = 1 is via a successive elimi-
nation of variables. Theorem 4.3 employs this method. The proof parallels a proof in Rudeanu

(Rudea 74:69-71) for the generation of solutions for f(X) = 0.

!Since any function is less then the 1 element, we may simply say that t; = 1 is the consistency condition of

f(X)=1.
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Theorem 4.3 (Successive Elimination of Variables): Let f : B> — B be o Boolean function

for which the equation f(zi1,...,z,) = 1 is consistent, and let

fi(z1,.. %) = EDIS(f(21,-- -y Zn)s {Zi41y- -, Zn}), (i=09,...,n). (4.27)

Then, the set of solutions of

f(zl,...,zn) =1 (4.28)

is described by the system

f.-’(z;,. ..,25_1,0) S Z4 S f.-(zl,.. i1, 1) (‘l = 1,. ..,n). (429)

Proof. Given an equation f(z,,...,2,) = 1, for any i € {0,...,n} we form the resultant of

elimination

EDIS(f(z1,...,2n),{Zit+1,.--,2a}) = 1. (4.30)

The function EDIS(f(21,...,2n),{Zi+1,...,2n}) is a function of i variables, which by (4.27) is

equal to fi(z;,...,2;). Since (4.30) is true, it follows that

fiza,...,2z) =1 (4.31)
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For every i = n,n — 1,...,1, we apply Boole’s Expansion Theorem (2.62) to equation (4.31) to

form

[} + fi(z1,- - oy 2ic1, V][2 + fi(21,-- ., 2i-1,0)] = 1, (4.32)

which is expressed equivalently by the system

zi + fi(z1, .. @iy 1) = (4.33)
£ +fi(zlv"°)zl'—lro) =
System (4.33) is equivalent in turn to the interval
fi(z1,...,2i-1,0) < z; < fi(z1,...,2i_1,1) i=1,...,n) (4.34)

Since @ < b <> a'+b = 1, (4.34) is valid only if the equation fi(z1,...,Zi—1,0)+ fi(21,...,2i-1,1) =

1, stated equivalently as

EDIS(f.-(zl,...,z;),{z.-}) =1, (4.35)

is an identity. In view of (4.27), we substitute for f; in (4.35) to form the equivalent statement

EDIS(EDIS(f(21,..1Zn), {Zis1s- - 2n})s {2:}) = 1, (4.36)

which in turn is equivalent to

EDIS(f(z1,..,2n),{z5,..,2a}) = 1. (4.37)
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Equation (4.37) is an identity, because it is the resultant of elimination of {z;,...,z4} from

f(21,...,2n) = 1. Consequently, if f(21,...,2,) = 1 is an identity, then so is (4.29).

Since we are assuming that f(zi,...,2,) =1 is consistent, then the condition

EDIS(f(z1,..-12n), {21,...,20}) =1 (4.38)
is satisfied. The left-hand side of (4.38) is equal to fo, hence fo = 1. Because fo = 1 is the
consistency condition for fi(z,) = 1, then f{(0) < z; < f1(1) is a solution for f(z;) = 1.

Continuing this methodology, we find that given an z,, we develop an interval f3(z;,0) < z3 <
fa(21,1). Then, because fi(z;1) = 1 is the consistency condition for f3(z1,23) = 1, fa(z1,23) = 1
is consistent. We apply this process iteratively through the case of z,,_,, finding that f3(z,,z3) =
1 through fn_1(Z1,...,Zn-1) = 1 are all consistent. In the process, intervals are formed for

Ty Bpn_1.

Given elements z,,...,z,_1, we derive an interval for z,:

f,’.(tl, ceyTpaly 0) S Tn S f,.(zl, veayn_1, 1) (4.39)

For the interval (4.39) to be true, the equation

f,,(zl, ey B, 0) + f,.(zl, N T 1) =1 (4.40)

must be valid. The left-hand side of (4.40) is EDIS(fn,{z.}) which is equal to fa_1(z1,...,Zn-1).
Since fo_1(1,...,2n-1) = 1 is consistent, it follows that the consistency condition (4.40) holds for

fa(z1,...,2n) = 1. Thus, any substitution (ay,...,ay,) for (z1,...,2,) which makes the statements
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1 < fo
f1(0) € =21 < (1)
fi(z1,0) € za < fa(z1,1) (4.41)
f3(z1,22,0) < z3 < fa(z1,22,1)
fy’;(zl)'“)zn—ho) S Tn S fn(zhn-'zn—l;l)

identities, also makes f,(z1,...,2,) = 1 an identity. Thus, the system (4.41) defines the complete

set of solutions for f,(z1,...,2s) = 1. This completes the proof. O

The name “successive elimination” for the technique developed in Theorem 4.3 refers to the
fact that we derive the equation f;_;(z1,...,2;) = 1 via the elimination of ; from fi(z1,...,%) =
1. This is apparent in the progression from (4.31) to (4.37); the left-hand side of (4.37) is equal to

the function f;_1(z1,...,Zi-1).

The system (4.41) is a subsumptive general solution for f,(X) = 1, for which (4.38) is the
consistency condition. A particular solution is derived by selecting an a, in the range fi(0) <
z; < f1(1), selecting an a3 in the range f;(a1,0) < 23 < fa(a1,1), and so on until we choose a,, in
the range f.(a1,...,6n-1,0) < 2, < fa(ay,...,8n-1,1). We may develop a system such as (4.41)
using any ordering of the X-arguments. The form of the general solution depends on the ordering

of the X-arguments; however, the set of particular solutions is unique.

Procedure 4.1 produces a subsumptive general solution of a Boolean equation fn(X) = 1 using
successive elimination of variables. The procedure accepts a function f,(X) and an ordering of the
X-arguments, and returns a set of intervals based on the X-argument order. The first X-argument
is treated as z,, in (4.41), the second as z,,.;, and so on until the last argument in the X-argument
order is handled as z;. The consistency condition EDIS(fn(X), X) = 1 is also returned as part of

the result. Example 4.1 illustrates the application of Procedure 4.1.
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Procedure 4.1 (Subsumptive General Solution - Successive Elimination): Given a Boolean
function f(z,,...,2n) and an ordering ARGS of the X-arguments, we develop a subsumptive gen-
eral solution of f(z1,...,24) =1 as follows:

Step 0. Initialize accumulators feurrent to f(21,...,2n) and SOLN to empty.
Step 1.

e If ARGS is empty, then SOLN contains a set of intervals such as (4.41) which represent
a subsumptive general solution for f(Z1,...,2n) = 1. feurrent = 1 is the consistency
condition for f(21,...,24) = 1. Return SOLN and feyrrent.

o Otherwise, continue to Step 2.

Step 2.

. Remove the first element from ARGS and call it z.

. Form (feurrent/2')'. It is the lower bound in the interval for the argument z.
. Form (feurrent/2). It is the upper bound in the interval for the argument z.
. Form EDIS(feurrent; {z}). Replace feurrent With EDIS(feurrent, {2})-

. Create a list consisting of =, (feurrent/2’)', @80d (feurrent/z). This list represents the
interval (feurrent/2’') < @ < (feurrent/2). Add this list to SOLN.

6. Return to Step 1.

D b W N e

Example 4.1: Given a function f(z,,z3,23) represented by the formula

b'z1z225 + a'b'z12; + abz 2, + az 297y + b2y 2h23 + ab'z), (4.42)

we develop a subsumptive general solution for f(z1,23,23) = 1.

Suppose the ordering of the X-arguments is given as z3, z3,z;. We form the following elimi-

nants of f:
fa(z1,22,23) = bziz325 + a'b'zy25 + abziza + az zyzs + V' i zs + ablef
fa(z1,23) = abzi+ bzizh +ab'z) + bz125 (4.43)
fi(z1) = ¥ +az)
fo = a+ b.
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Using these eliminants and (4.41), the system

1 < a+?d
ab <z, <V
bz +a'zy +a'd < z3 < bz +abz) (4.44)
a'z] +a'zi+ bz, + bziz; < za < Vziz) +ab'zh +a'bzi2; +abzizs

is developed. System (4.44) is a subsumptive general solution for f(z,,z3,23) = 1.

Just as in the single-variable case, we develop an extended range for the n-variable case. This

idea is formalized by Theorem 4.4.

Theorem 4.4 (Subsumptive General Solution - Successive Elimination . Extended
Range): Let f : B® — B be a Boolean function for which the equation f(z1,...,z,) = 1 is

consistent, and let

fi(z1y...,2:) = EDIS(f(z1,...yZn)i {Zi+1, .- y2Zn}) (i=1,...,n). (4.45)

Then, the set of solutions of

f(z1,..,2a) =1 (4.46)

is described by

f:(zl,...,:;_1,0)'}"-(2:1,...,::,-_1, l) <z < f‘f(zl,...,zg_1,0)+f.-(2:1,...,z.'._l, 1) (i = 1,...,11).

(4.47)
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Proof. In Theorem 4.3 it was shown that

fi(z1, .-y 2io1,0) < 25 < fiy, .. 3io1, 1) (i=1,..

is a set >f solutions for f(z1,...,z,)} = 1. Then for each i, we form

fi/(zli' . -azi—lro) ° f\'l(zh ey Bl 1) =0

by the definition of the inclusion relation.

Using Boole's Expansion Theorem, we expand the function f/(z1,.

to fi(24,...,2i-1,1). Then f/(z,,...,2;_1,0) is equal to

fi(zy - 2oy 1) fi(ey, 21, 08) + filz, =i, 1) - iz, -

Since (4.49) is an identity, (4.50) is equal to

fi(zy, . 2i21,0) - fi(Z1,. .., 2ioq, 1).

. n), (4.48)

(4.49)

.+yZi-1,0) with respect

,Zi—1,0). (4.50)

(4.51)

Adding f{(z1,...,2i-1,0) - fi(z1,...,2i-1,1) to fi(21,...,2i_1,1), and applying property

(2.30) yields

f‘-'(th . .,I"_),O) + fi(zl) .. o, 1)7

which is equal to fi(zy,...,2,_1,1).
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In view of (4.51) and (4.52), we develop the range

f‘-'(zl,.. Sy Zi-1,0)- f,’(zl, g iopl) <z < fi'(zl,.. P Zi-1,0) + fi(z1,..., 21, 1), (4.53)

(i=1,...,n), which is equivalent to (4.48). Hence, f(zi,...,2,) = 1 is equivalent to (4.563). This

completes the proof. O

Procedure 4.2 is a modification of Procedure 4.1 which incorporates the extended range
concept. Example 4.2 presents the solution of the equation f(z,,z3,z3) = 1 from Example 4.1

using the extended range.

Procedure 4.2 (Subsumptive General Solution - Successive Elimination - Extended
Range): Given a Boolean function f(zi,...,2,) and an ordering ARGS of the X-arguments, we
develop a subsumptive general solution of f(zy4,...,2,) = 1 as follows:

Step 0. Initialise accnmulators feurren: to f(21,...,2,) and SOLN to empty.
Step 1.
e If ARGS is empty, then SOLN contains a set of intervals such as (4.41) which represent

a subsumptive general solution for f(zi1,...,2n) = 1. feyrrent = 1 is the consistency
condition for f(z1,...,2,) = 1. Return SOLN and furrent-

e Otherwise, continue to Step 2.
Step 2.

1. Remove the first element from ARGS and call it z.
2. Form the functions (feurrent/z')’ 8nd (fourrent/2).

3. Multiply (feurrent/2’)’ by (feurrent/2). It is the lower bound in the interval for the
argument z.

4. Add (feurrent/2') t0 feurrent/Z. It is the upper bound in the interval for the argument
z.

5. Form EDIS(feurrent, {2}). Replace fourrent With EDIS(feurrent, {2}).

6. Create a list consisting of Z, (feurrent/Z') - (fourrent/Z), 80d (feurrent/Z') +(feurrent/2)-
This list represents the interval (feurrent/2') * (feurrent/2) < T < (feurrent/2') +
(feurrent/z). Add this list to SOLN.

7. Return to Step 1.
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Example 4.2: Given the function f(z;, 23, 23) from Example 4.1, represented by the formula

b'zizazy +a'b'zy2; + abzizs + azizizh + b'zizhz;3 + ab'z), (4.54)

we develop a subsumptive general solution for f(z;,z3,z3) = 1. Suppose the ordering of the X-
arguments is given as z3, z3, ;. The eliminants are the same as in (4.43). Using these eliminants,

we form the system

1 < a4+t
0 < z; € a4V
a'tzy < z3 < =z +4b (4.55)
a'tzizy < z3 < a +bzg+bzh+ 2125 + 2]z,

using the extended range concept. System (4.55) is a subsumptive general solution for f(2;, 23, 23) =
1. We observe that the upper bounds are significantly higher and the lower bounds much lower in

(4.55) than in (4.44).

Solutions of Switching Equations. In this section we discuss solutions of Boolean equa-
tions of the form f(X) = 1 where the function f(X) is a switching function. Solutions of switching

equations are useful for developing minimal digital circuit designs.

Truth Equations. An equation of the form

f(x)=1, (4.56)

where f(X) is a switching function, is called a truth equation (Rudea 74:346). All possible particular
solutions for f(X) = 1 are found by expressing f(X) in its minterm canonical form, MCF(f), and
determining by inspection the substitutions A € B} for X which make minterms in MCF(f) equal

to 1.
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Example 4.3: Given the equation f(X) = 1, where

f(X)==zyz+2'z + 2. (4.57)

The minterm canonical form of f(X) is

[ )

'y + 2’y + 2y 2 + zyz. (4.58)

By inspection, solutions of the equation f(X) =1 are

{(0,0,0),(0,1,0),(1,0,0),(1,1,1)}. (4.59)

An equation typically will have several solutions. Constant vectors, A and B, are called
equivalent with respect to f if f(A) = f(B). Two equations are called “equivalent if they have the

same set of solutions” (Rudea 74:50).

Solutions Over a Free Boolean Algebra. Given an n+ m variable switching func-

tion f : B;*™ — B3, an equation of the form

f(X» Z) =1, (4.60)

for which X = (z,,...,2,) and Z = (z;,...,2m), may be solved by determining the unknowns
21,...,2m a8 a set of n-variable switching functions on the variables z;,...,z,. Another way of
stating this is that f(X,Z) = 1 is solved with respect to unknowns z,,..., z, in the free Boolean

algebra FB(z,,...,z,). A solution of (4.60) then takes the form

Z = &(X) (4.61)
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where @ is a vector of m switching functions ¢4,..., ¢m : BY — B; of the variables z;,...,zn. For
3

a solution of the form (4.61), the equation

fX, 8(X)) =1 (4.62)

is an identity for every vector X € B}. (Rudea 74:351-352)

The unknown variables, z3,...,2m, in f(X,Z) = 1 are called dependent variables, because
they are functions of the X-variables in a solution of the form Z = ®(X). The X-variables are

called independent variables.

We may develop solutions such as (4.61) using the method of successive eliminations for
forming subsumptive general solutions of a Boolean equation. Using this technique, we first generate

a general solution of the form:

1 < fo(X)
(X0 <z < A(X,1)
fa(X,21,0) € 23 < fa(X,21,1) (4.63)
f3(X,21,23,0) < 23 < fa(X,21,23,1)

IA

f,’,,(X,zl,...,zm_l,O) < zm fm(xizlv--)zm—l:l)'

We then form a particular solution, i.e., a solution of the form Z = $(X), by

1. choosing z; = ¢1(X) in the interval [f{(X,0), f1(X,1)};
2. selecting z3 = ¢3(X) in the interval [f;(X, ¢1(X),0), f2(X, ¢1(X), 1)];

3. and so on, until we select z,, = ¢u(X) in the interval

[fv,n(xi ¢1(X)1 (RN ¢m-1(x)) 0)1 fm(xi ¢1(X)v seey ¢m—1(x)x 1)]°
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The particular solution Z = $(X) is

2z = $i(X)
zz = ¢3(X) (4.64)
Zm = ¢m(x)

Example 4.4 demonstrates the use of the method of successive eliminations for solving with

respect to unknowns z;,..., 2m in the free Boolean algebra FB(zy,...,2n).

Example 4.4: Given the equation f(X, Z) = 1, where

[(X,2) = 2\z123 + 232125 + 212123, (4.65)

we use the method of successive eliminations to solve for z; and z; in the free Boolean algebra

FB(z,,z3). First, we develop a general solution

1 €1
2y £ 27 £ 21422 (4.66)
ziz; < z3 < 2.

Second, we form a function ¢1(X), z; = ¢1(X), by selecting a z, in the interval z; < z; < 21 + z3.
We pick ¢1(X) = z;. Then we form a function ¢3(X), z3 = ¢2(X), by substituting z, for z; in the

interval

~

212y < z3 < 2. (4.67)
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After the substitution for z; and simplification of the upper and lower bounds of (4.67), the interval

where

constirained equation.

! !
21512521

is derived. Thus, z; = z}. Hence, we develop a solution Z = &(X),

21 = $i(X)
Z23 = ¢2(X):
(X)) = =1
¢2(X) = .’Bll.

identically equal to 1. Thus, f(X,®(X)) =1 is an identity for every vector X € B3.

g(X)—deducible from f(X,Z) = 1—such that if

9(X)=1
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(4.68)

(4.69)

(4.70)

Substituting for z; and z; in f(X,Z) = 1, we find that f(z,,23, ¢1(%1,22), d2(z1,23)) is

Constrained Equations. In some situations a solution Z = ®(X) may not exist such
that f(X,®(X)) = 1is an identity for every vector X € B}. The equation f(X, Z) = 1 is then said

to have no solution in FB(z,,...,z,). However, there may exist an n-variable switching function

(4.71)

is satisfied, then Z = &(X) is a solution for f(X,Z) = 1. The equation g(X) = 1 is called a

constraint on the solution. Such a solution is called a consirained solution; f(X,Z) = 1is called a




Usually, but not always, the constraint (4.71) is the consistency condition

EDIS(f(X,2),2) =1 (4.72)

for f(X,Z) =1 (Rudea 74:358). Then,

9(X) = EDIS(f(X, 2), Z). (4.73)

Example 4.5 demonstrates a problem in which the solution of an equation is subject to a

constraint.

Example 4.5: Given the equation f(X,Z) = 1, where

f(X, Z) = 212’3 + 32332123 + z;zizs, (4.74)

we use the method of successive eliminations to solve for z; and 2; in the free Boolean algebra

FB(z,,23). First, we develop a general solution

1 € z1+2;
2, € z1 £ zZizz+z2h (4.75)
Ty +Zz1 < 22 < z1ZH 4 2iT321.

Unlike Example 4.4, we cannot form a function ¢1(X) because z}| £ z 23 + 212} in the interval

2y < z) < zyz3 + 7125, (4.76)
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By the definition of the inclusion relation, 2} < zjz; + 2123 if and only if

z) - (zhz3 + z123) = 0. (4.77)

When we compute the left-hand side of (4.77) we form z{z5 = 0; this can be stated equivalently as
z1 + 23 = 1. We note that this is the consistency condition of the general solution (4.75). Hence,

we can only form a solution Z = ®(X) for f(X, Z) =1 if the constraint z; + z; = 1 is satisfied.

We can add z}z; to the right side of 2] < z]z; + 2123; then we form the interval

2y <z <z +zh (4.78)

A function ¢1(X) is formed, in which z; = ¢1(X), by selecting a 2, in the interval 2§ < z; < z|+z5.

We may pick ¢;(X) = z|. Then we form a function ¢3(X), z3 = ¢3(X), by substituting =} for 2z,

in the interval

T + 2321 < 23 < 7125 + 712321 (4.79)

After substituting for z;, adding 225 to the right-hand side of (4.79), and simplifying the upper

and lower bounds of (4.79), the interval

i<z <2y + 25 (4.80)

is formed. We select z; = z|. Hence, we develop a solution Z = $(X),

21 = ¢$i(X) (4.81)
z3 = ¢2(X),
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where

a(X) = =z (4.82)
$a(X) zllt

1l

subject to the constraint zjz; = 0.

Substituting for z; and 2z; in f(X,Z) = 1, we find that f(z;,z3, ¢1(21, 23), $a(21,23)) =
2y + 23.  f(21,23,$1(21,23), $3(x1,23)) = 1 is not an identity when 2; = 0 and z; = 0, the
condition specified by the constraint zjzj = 0. f(X,®(X)) = 1 is an identity for every other

vector X € B3.
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Modeling of Circuits with Boolean Algebra

Basic Concepts. In a digital circuit a set of binary signals is applied to nodes which are
called input nodes or inputs. The circuit’s response to the application of the signals to the inputs
is binary signals which appear on the oulput nodes or outputs. Each of the outputs is a function of
the inputs. A digital circuit is represented abstractly in Figure 4.1. The inputs are represented by
the n-variable input vector X; the outputs are denoted by the m-variable output vector Z. When
m = 1, we say that a circuit is a single-output circuit. If m is greater than one, then the circuit is

called a multiple-output circuit.

Tl — 21

Tn ——p l——s- Zm

zn=f 311---131:;
22 = fa(z1y-- 1 Zn

Zm = fm(zh- --1=n)

Figure 4.1. Representation of a Digital Circuit

If the value of the output signals Z at a given instant is dependent solely on the current values
applied to the inputs X, then a digital circuit is called combinational. If a circuit has some form
of memory, i.e., if the outputs depend on previous values of the inputs and/or outputs as well as

the current values of the inputs, then we say that the circuit is sequential. A representation of a
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sequential circuit is given in Figure 4.2. A sequential circuit has two components: a combinational
portion and a8 memory component. The memory component stores information regarding the

history of the circuit.

L e 21
Inputs : : Outputs
Zme— "} COMBINATIONAL L _____, 2z,
y CIRCUIT !
v - - Y

. MEMORY .

Figure 4.2. Representation of a Sequential Circuit

One of the advantages of digital circuits is that they may be described mathematically by
Boolean functions of the two-element Boolean algebra, B; = {0,1}. For historical reasons digi-
tal circuits often are called switching circuits. Hence, the two-element Boolean algebra is called
switching algebra. Boolean functions in the switching algebra are called swiiching functions. Ad-
ditionally, the terms switching and logic often are used interchangeably. The nodes of a circuit
are depicted by Boolean variables; the gates of a circuit are modeled by Boolean operators. Ev-
ery Boolean formula which represents a switching function has a corresponding switching-circuit
implementation and vice versa, i.e., there is a correspondence between a formula and a circuit. A
conjunction corresponds to an AND gate; a disjunction corresponds to an OR gate; and a com-

plement is implemented by an inverter. The output value of a switching circuit for a particular
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input combination is the same as the value of the corresponding switching function given the same

assignment of values to its variables.

An example of a sum-of-products formula which represents a three-variable switching function,

f:B3 =By, is

'z + 'y’ +zy + zyz. (4.83)

The corresponding circuit for this formula is given in Figure 4.3. Each term of the formula is
implemented by an AND gate; the disjunction of the terms of the formula is implemented by an
OR gate. Because only two gates must be traversed between the circuit inputs and the circuit
output, this circuit it is called a two-level or two-stage logic circuit; specifically, it is an AND-OR
circuit. The AND gates form the first level; the OR gate forms the second level. The inverters are
not said to form a level, because often the input signals and their complements are both available,
eliminating the need for inverters. Other two-level logic circuits are NAND-NAND and NOR-NOR
circuits. The number of levels of a circuit is defined as the maximum number of gates that must
be traversed between the circuit inputs and circuit outputs, less inverters required to complement
the input signals. In general, any circuit which has more than two levels is called a multi-level or

maulti-stage circuit.

Often when designing a circuit it is necessary to list the output values of the circuit for given
combinations of input values; we may use a truth table for this purpose. Switching circuits and
their corresponding switching functions have the same truth table. A truth table for the circuit of

Figure 4.3 is shown in Table 4.1.

A switching circuit may be implemented by different combinations of components and still
behave the same. Likewise, a given switching function can be represented by a variety of formulas.

In either case, the number of realizations is infinite. Different formulas which represent the same

195




f(zy.2)

{>O_

s
s

Figure 4.3. Circuit Implementation of 2’z + z'yz’ + zy + zyz

zTyz

f(z,y,2)

000
001
010
011
100
101
110
111

Pt CD b et b et ek O

Table 4.1. Truth Table for z'z + z'yz’ + zy/ + zyz
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function are called equivalent formulas; different switching circuits which realize the same function
are called eguivalent circuits. The primary goal when minimizing a circuit is to find a simplest
formula—with respect to some criterion—which represents a given function. In some instances, we
are given a formula which represents a function and then must use a minimization technique to
produce a simpler equivalent formula. A simpler formula corresponds to a simpler switching circuit;

however, the function remains the same. For example, a simple formula equivalent to (4.83) is

zy -z+ 2y (4.84)

A corresponding simple circuit, equivalent to that of Figure 4.3, is shown in Figure 4.4. The
simplified circuit requires two fewer AND gates and one less inverter than the original circuit;
additionally, a three-input OR gate is required versus a four-input gate. Hence, there is a substantial

decrease in required hardware.

z f(z.y.2)
R ar——ID

v ‘[>O———

Figure 4.4. Circuit Implementation of z'y + zy/ + z

Designs and Specifications.

Relaticnship Between Designs and Specifications. An implementation of a dig-

ital circuit is called a design. A design has a correspondence with a Boolean formula. During logic
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synthesis a design is created to meet a specification. A specification is a desired relationship—a
mapping—between input signals and output signals, i.e., it states how we would like the circuit to
respond to input stimuli. Hence, a specification usually correlates to a switching function. A design
corresponds to a formula which necessarily represents a completely-specified switching function. On
the other hand, a specification is more general than a design. A specification may correspond to a
switching function, although more typically it may be stated by an interval of switching functions.?

A design which meets a specification stated by an interval of functions will correspond to a formula

which represents a function in the range of possible functions given by the specification.

A design which is the cheapest possible circuit with respect to given cost criteria is called
a minimal design. The goal of logic minimization is to find a minimal design among the infinite
number of possible designs to meet a specification. The requirement {o find a minimal design to
satisfy a specification is called the minimization problem; more generally, we call this problem the

design probdlem. The process of finding a minimal design is called minimization.

Since there is a correspondence between a design and a Boolean formula, an approach to
minimisation is to use Boolean techniques to devise a minimal formula to represent a function. If
we can find a minimal formula, we necessarily develop an economical circuit. If a specification is
given by a function, then the object of minimization is simply to find a minimal formula to represent
that function. For example, if an SOP formula is one which consists of the fewest possible terms of
all the SOP formulas that could represent a function, then the corresponding two-level AND-OR
design would contain the fewest possible AND gates. If a specification is given by an interval of
functions, then the minimization problem is to find a least-cost formula with respect to given cost
criteria among all the possible formulas which may represent the functions in the interval; the

formula represents one of the completely-specified functions in the given range of functions.

—”An interval which specifies an output is usually called incompletely-specified Boolean function (defined in Chap-
ter 2).
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In summary, given a circuit specification the goal of the design problem is to find a design

that:

e meets the specification;
e is realisable; and

e is economical

A specification is stated by a Boolean function (interval) and a design is given by a Boolean formula.
A design expressed by a Boolean formula meets a specification if it represents the corresponding
function (represents a function in the interval). A design represented by a formula is realizable
because every Boolean formula has a corresponding circuit and vice versa. Additionally, since
techniques are available to develop economical Boolean formulas, forming an economical formula
yields a corresponding circuit that also is economical. We now discuss criteria used to identify

economical digital circuit designs.

Minimization Criteria. When devising 2 design to meet a specification, we would
like to build the best circuit possible. However, to measure what we consider a “good” circuit,
we must have a means of distinguishing a superior implementation from a poor one. Two criteria
which have been devised to determine the goodness of a circuit are cost and performance. The cost
of a circuit refers to the number of components that it takes to implement the circuit and/or the
sise of the circuit. We desire that the cost of a circuit be as low as possible. The performance of a
circuit is the response-time, i.e., the time required for a result to appear on the outputs given an
input stimulus. The response-time of a circuit is also called the delay of the circuit. A circuit with

a short delay is typically preferred over one having a longer delay.

The delay of a circuit is dependent on the number of circuit components a signal must traverse
in traveling from an input node to an output node. In general, the delay refiects the longest path,

with respect to the number of gates, of all of the possible paths between one of the inputs and an
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output dependent on that input. Hence, one way to measure delay during the design process is to

count the maximum number of levels between the inputs and the outputs.

There exist various measures to judge the cost of a circuit. The most common metrics are:

o the number of gates,
o the number of gate-inputs, and

o the number of interconnections.

When designing using discrete components, the number of gates and gate-inputs are a direct reflec-
tion of the number of components required to implement a circuit. If a circuit is implemented using
VLSI, then the gates, gate-inputs, and the number of interconnections reflect the area required
to implement the circuit. In VLSI design we are primarily concerned with the area required to
implement a circuit. The number of gate-inputs indirectly reflects the number of interconnections.
If a given node is connected to several gates, then there is an interconnection among these gates.
Hence, if the number of gate-inputs is large, then the number of interconnections also is likely to

be substantial.

We calculate the cost of a circuit by examining the number of gates, gate-inputs, and in-
terconnections of the circuit. Many of these measures can be determined from the formula which
corresponds to the circuit. In particular, if the number of gates and/or gate-inputs in a two-level
circuit is our primary concern, then we may determine the cost of the circuit from the correspond-
ing sum-of-products formula. For example, the number of gates in a two-level circuit corresponds
directly to the number of terms in the SOP formula; the number of literals in an SOP formula
represents the number of gate-inputs in the corresponding circuit. Hence, a strategy to form an
minimal two-level circuit is to devise an SOP formula which consists of the fewest possible terms

and for each of the terms to have the fewest possible literals.

To develop an economical design for a two-level, single-output digital circuit, we endeavor to

find an SOP formula which meets our primary cost criteria. If the number of gates in the two-
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level AND-OR circuit implementation is our biggest concern, then we would attempt to develop a
formula which contains the fewest terms. For example, if a formula consists of five terms, then the
cost of the circuit is six gates (five AND gates plus one OR gate). If the total number of gate-inputs
is the primary design consideration, then the approach would be to find a formula which contains

the fewest literals. In this approach, the cost of the formula is calculated by:

e adding one to the sum for every term consisting of a single literal, and

o adding, for terms which contain more than one literal, the number of literals in each, pius
one, to the sum.

Calculating the cost in this manner yields the total number of gate-inputs for each of the AND
gates as well as for the OR gate in the corresponding two-level AND-OR circuit. For example, the

formula

' +y'z +yz (4.85)

represents a circuit which costs seven gate-inputs. The terms y'z’ and yz each cost three; the term

z' costs one.

We can combine the preceding measures to find an SOP formula which consists of the fewest
terms as the primary consideration and the fewest literals as a secondary concern. When evaluating

the cost of a formula, the cost of each term is calculated as follows:

o a term consisting of a single literal has a cost of k, where k is a large constant, and

o the cost of all other terms is calculated by counting the number of literals in the term and
adding k to the result.

The costs of terms contained in the formula are then summed to develop the cost of the formula.

When calculating the cost of a formula in this manner, care must be taken to ensure that k is

201




properly scaled; k must be at least one order of magnitude greater than the number of terms in
the resulting SOP formula. If k = 100, then the cost of formula (4.85) is 304. The terms 'z’ and
yz each cost 102; the term z’ costs 100. In examining the cost of formula (4.85), the number of
hundreds corresponds to the number of terms. The remaining portion of the score, i.e., 4, represents

the number of gate-inputs to the AND gates of the circuit.

There often is a trade-off between the cost of a circuit implementation and the delay of the
circuit. Faster circuits generally require more components than a least-cost design. Conversely,
the delay of a least-cost design is usually longer than that of the fastest possible implementation.
When developing a design which meets a specification, we attempt to construct the cheapest circuit

which meets constraints on circuit delay.

Specification Formats. At the outset of the design process, we mnust have a circuit spec-
ification from which we derive the design. In this section, specification formats for digital circuits

are discussed.

Each of the outputs in a circuit may be treated as a separate function for which an output
signal is generated for a given input combination. We will refer to the inputs by the vector X =
(21,---,2n); the output signals are represented by the vector Z = (z1,...,2zm).> Typically, a
design corresponds to a set of Boolean formulas consisting of X-variables, each of which represents
a switching function. On the other hand, a specification for each of the outputs may be either a
single switching function or an interval of functions. We normally say that the set of switching
functions corresponding to each of the outputs forms a single specification for the circuit. We may

state a specification in a number of ways. Formats include:

¢ Boolean formulas,

e truth tables, and

3For single-output circuits, i.e., when m = 1, we will refer to the output node simply by the symbol z.
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e l-normal forms.

In the following sections we will discuss each of these specification formats. Unless otherwise noted,

the discourse is limited to combinational circuits.

Booleau Formulas. One form of circuit specification is a set of Boolean formulas
which represents a set of m switching functions. The outputs z; are related to associated functions

by the equation

z; = fi(X), iji=1,...,m. (4.86)

We may state (4.86) more compactly as

Z = f(X). (4.87)

The minimisation problem entails finding a formula Fj to represent eack of the associated functions
f;i such that F; is equivalent to the formula given as the specification for f; and the set F =
{F1,...,Fj,..., F} of formulas representing the functions f(X) is minimal with respect to a

given cost criterion.

In some instances, each of the output functions z; may be specified by formulas representing
lower and upper-bound functions of an interval. Each output z; is related to an upper and lower

bound by the statement

gj(X)SZjShj(X), i=1,...,m. (4.88)

Given the formulas which represent the functions in the interval, we must find a set of minimal

formulas from among all of the possible formulas which represent functions in the set of intervals
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[9;(X), hj(X)], 7 =1,...,m. Each of the resulting formulas represents a function belonging to the

associated interval.

In two-level multiple-output circuits, a term may appear in SOP formulas representing func-
tions corresponding to different output nodes. A term which appears in more than one formula is
called a shared term, because the output of the AND gate which corresponds to the term is shared
by each of the OR gates which combines terms for the formulas in which the shared term appears.

It is advantageous that there exist many shared terms in a two-level design.

Truth Tables. The most common form of circuit specification is the truth table.
A truth table specifies the binary signals that should appear on each output of a circuit given
a stimulus to the input nodes, i.c., the mapping between possible input signals and the required
output signals. A truth table is of great utility because it may be used to represent the specification
of an output by a single function as well as an interval of functions. Moreover, a single truth table

specifies all of the circuit outputs.

When each of the outputs z; is specified by a single function f;, a truth table states the
mapping B} — B™ for the 2™ possible input combinations. Table 4.2 depicts the two 3-variable

switching functions: z; = f1(X) and 23 = fa(X).
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Table 4.2. Truth Table for a Multiple-Output Circuit
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For an output z; specified by an interval [g;, A;], a truth table depicts the mapping of input
combinations 4 € B} to 0, 1, or X. If an input A € B} is mapped to either 0 or 1 for an output,
then the corresponding output must assume the value of 0 or 1, respectively, for the given input
combination. If an input combination A € B} is mapped to the don't-care value—depicted as X—
for a given output function, then we do not care whether the design associated with the respective
output produces a 0 or 1 for that input stimulus. For an output specified in this manner, the
corresponding lower-bound function g;(X) maps to 1 for input combinations 4 € B} which map
to 1 in the truth table, and 0 otherwise. The corresponding upper-bound function k;(X) maps to
1 for input combinations A € B} which map to 1 or X in the truth table, and 0 otherwise. For a
given input combination A € B}, it is possible that one output may map to 0 or 1 while another

output may map to X.

There exists another situation in circuit design that is referred to as a don’t care condition
(Barte 61). In some cases, it may be known @ priori that a specific input combination A € B} will
never occur on the input nodes. This condition is denoted in a truth table by a missing row, i.e.,
the row associated with the input combination A € B} is not listed. However, this information is
useful in devising a minimal design to meet a specification. Table 4.3 is a truth table specifying
a multiple-output circuit which contains both forms of don’t care condition. The assignments
X = (0,1,0) and X = (1,1,0) correspond to missing rows—input combinations which will not

occur.

Ty T3 T3 | 21 Z32
0 0 00 1
0 0 1 1 X
0 1 110 ©
1 0 0}/X X
1 0 1 1 0
1 1 1 (X O

Table 4.3. Truth Table With Don’t Cares Specifying a Multiple-Output Circuit

205




A design which meets a specification as given by Table 4.3 will correspond to a set of formulas
representing a set of completely-specified functions which have every input combination A € B}
mapped to 0 or 1. Table 4.4 corresponds to a set of functions which meet the specification of

Table 4.3.
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Table 4.4. Truth Table Which Meets Specification of Table 4.3

1-Normal Form. A way of specifying a circuit which has received little attention by
switching theorists is the 1-normal form. Using a 1-normal form, the circuit specification is given

in the form of the single equation

¢(X,2) =1 (4.89)

The 1-normal form has several advantages relative to other specification formats:

e It provides a standard representation on which to base analysis and synthesis.
e The function ¢ corresponding to a given specification is unique.
e The function ¢ is directly related to the truth-table representation of a specification.

o The normal form provides a uniform way to represent and handle don’t-care conditions.
(Brown 90:215)

When specifying a circuit using a 1-normal form, the output signals Z are explicit in the

function ¢(X, Z). However, except for knowing which variables are associated with input nodes

|
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and which variables correspond to outputs, we cannot differentiate the output variables from the
input variables in ¢(X, Z). Since we can control the signal applied to the inputs, we call the input
variables in ¢(X, Z) independent variables. Since the output signals are dependent on the stimulus

applied to the input signals, the output variables are called dependent variables.

Other specification formats may be converted to and generated from a 1-normal form. A

specification given by a set of functions (4.86) is converted to 1-normal form (4.89) using reduction:

#(%,2) = [[( © £(X)). (4.90)
y=1

Similarly, a set of intervals which specify a circuit can be converted to an equivalent 1-normal form.

Given

g,-(X)Sz,- Sh,(X), j=1...,m, (4.91)

the definition of the inclusion relation, and (2.40), the equation

2;9(X) + z;h(X) =0 (4.92)

is formed. We complement both sides of (4.92) to form

z¢'(X) + z;h(X) = 1. (4.93)

The left-hand side of (4.93) is equal to ¢;(X, z;). We form ¢(X, Z) by (2.41):

#(X,2) = ﬁ¢,~(X, z;). (4.99)

i=1
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Given a l-normal form, the set of functions (intervals) which specify the outputs of the circuit
may be extracted. Let Z; be the set of variables associated with the output nodes less the output
z;. We use elimination to develop a function which involves only the input variables and the output
z;. Eliminating Z; from ¢(X,Z) = 1 yields the resultant of elimination EDIS(¢(X, Z), Z;) = 1.
The function EDIS(¢(X, Z), Z;) involves only the input variables and the output z;. Let us define
#i(X,z;) = EDIS(¢(X, Z), Z;). Then

&j (X,2;)=1. (4.95)
If we view ¢; (X, z;) as a function consisting of the single variable z;, then the equation ¢;(X, z;) = 1
may be solved for z; using Lemma 4.1. Consequently, we develop the the interval

$;(X,0) < z; < (X, 1). (4.96)

If the original specification for the outputs was a set of functions, then

$;(X,0) = 8;(X,1) (4.97)

and

£i(X) = ¢;(X,1) (4.98)

are valid. If the original specification for the outputs was a set of intervals, then

g;(X) = #j(X,0) (4.99)
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and

hi(X) = 6;(X,1).

(4.100)

Example 4.6 demonstrates the conversion of a set of intervals to 1-normal form and the extraction

of the set of intervals from the 1-normal form.

Example 4.6 Suppose a circuit specification is given by a set of intervals

z2123< 1< zZ1+ 23
z2122< 23 < 2'1 + z3.

Using (4.93), we develop the functions

$1(X,z1) = zizi+ziza+z125 + 7121
$a(X, z3) zh25 + z) + z325.

We then form the function ¢(X, Z):

#(X,2) = $1(X,21) - $3(X, 23) = 212323 + 232123 + 2123 + 21 2.

The equation ¢(X, Z) = 1 is the circuit specification in 1-normal form.

Since ¢(X, Z) = 1, eliminating 2; yields EDIS(¢(X, Z), z3) = 1, for which

EDIS(¢(X,2),{z3}) = 2125 + Zazs + Z122 + 2 2].

Similarly, we derive

EDIS(¢(X,Z2),{21}) = 2325 + 322 + 2.
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From (4.104) and (4.105), we form the functions

$1(X,21) = z1zh+ 222y + 223+ 242} (4.106)
iz(X, z;) = 2:'31; + 2223 + z'l.

Using (4.96) we form the intervals 5; (X,0) < zj < ¢;(X, 1):

z2123< z21< z1+ 23 (4.107)
z123< 23< zy+ 2

It is very easy to convert information given in a truth table to 1-normal form and vice versa.
Expanding ¢(X, Z) to its minterm canonical form with respect to the X-arguments, we develop a
formula in which each term corresponds to a line in a truth table. For each term, the X-arguments
correspond to a given input combination A € B3 and the discriminant represents the value of each
of the outputs z; for that input combination. Each discriminant of MCF($(X, Z)) with respect to
the X-arguments is either a term consisting of Z-arguments (which we shall call a Z-term) or 0.4

A discriminant corresponds to an entry in a truth table in the following manner:

e If a discriminant is a Z-term which contains the literal z;, then z; = 0 for the input combi-
nation A € Bj.

e If a discriminant is a Z-term which contains the literal z;, then z; = 1 for the input combi-
nation A € Bj.

e If a discriminant is a Z-term which does not contain the variable z;, then z; = X for the
input combination A € BJ.

If a discriminant is 1, then z; = X for the input combination 4 € B} for each z;.

If a discriminant is 0, then the input combination A € B} does not appear in the truth table.

Example 4.7 demonstrates the relationship between a truth table specification and the l-normal

form.

*In the general case, the discriminant can be an SOP formula in which each term consists of Z-arguments. We
assume for the moment that each discriminant is 8 Z-term.
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Example 4.7: Suppose a specification is given by a truth table as stated by Table 4.5. Then, the 1-
normal form which represents the same specification is given by ¢(X, Z) = 1, where MCF(¢(X, Z))

is the formula

(212325) 2123 +(212323) - 11 +(212223) - 21 23+ (212323) 1+ (212323) - 2123 + (212223) - 23. (4.108)

) T T3 | 2y zZ3
0 0 o]0 1
0 0 1 1 X
0 1 1 0 ¢
1 0 0| X X
1 0 1 1 1
1 1 11X 0

Table 4.5. Truth Table for Example 4.7

An important concept that is easily conveyed using the 1-normal form is the relationship
between a design and a specification. Using the 1-normal form we formalize this relationship. A
design meets a specification if it implies the specification. A design corresponds to a set f(X) of
switching functions. Reducing the set of equztions Z = f(X) to an equivalent 1-normal form, we

form ¢p(X, Z) = 1, where

ép(X,2) = ﬁ(z,- o £;(X)). (4.109)

i=1

If the 1.normal form of the specification is ¢s(X, Z) = 1, then a design meets a specification if

¢o(X,2) =1 = ¢s(X,2) = 1. (4.110)
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By the Extended Verification Theorem, statement (4.110) is equivalent to the inclusion

¢p(X,2) < ¢s(X, 2) (4.111)

given that ¢p(X,Z) = 1 is consistent. The equation ¢p(X,Z) = 1 is consistent since it is the

1-normal form which correspoonds to a design. Example 4.8 demonstrates this concept for a single-
output function.

Example 4.8: Suppose we are given a specification stated by the truth table of Table 4.6 and a

design which meets the specification which corresponds to the function of Table 4.7.

T T2 Z
0 00
0 110
1 01| X
1 1 1

Table 4.6. Truth Table for Example 4.8 Specification

T z

-
-

0 0
0 1
1 0
1 1

- = O OlN

Table 4.7. Truth Table for Example 4.8 Design

The specification is equivalently stated by the range

z123<z< ;. (4.112)
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The equivalent 1-normal form for (4.112) is ¢5(X, z) = 1, where

#s(X,z) = 21z + 212" + 252, (4.113)

The design is equivalently stated by z = z;. Given this design, the function ¢p(X, z) is

¢p(X,2) = 212 + 22, (4.114)

It is readily apparent that ¢p < ¢s; hence, the design implies the specification.

The don’t-care condition associated with an input condition which will not occur imposes a
constraint on the possible input combinations. We model this constraint by forming an equation
in which the relevant input condition is set equal to 0. For example, if an input condition such as

z; = 1 and 23 = 0 never occurs in ¢ two-input circuit, then the constraint equation

z1zh =0 (4.115)

would be formed. By (2.40), a single equation may be formed which represents all possible input

combinations that will 1.0t occur. We form the equation

$¢pc(X)=0 (4.116)

where the left-hand side of (4.116) is the sum of the constraints representing input combinations
which do not occur. When testing to determine whether a design implies a specification, we must
consider the constraints on the inputs prior to determining the validity of the statement ¢p < ¢5.
One way to do this is to form the equation ¢ (X) = 1 and then to combine by (2.41) the equations

¢pc(X) = 1and ¢p(X, Z) = 1. This enforces the constraints on the inputs of the design prior to
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determining whether it implies the specification. To determine if a design, subject to constraints

on the inputs, implies a specification, we test the validity of the statement

¢p(X, 2) - $pc(X) < ¢s(X, 2). (4.117)

I.. wxample 4.9, we demonstrate the necessity of multiplying ¢p(X,Z) = 1 by ¢po(X) prior to

testing whether a design meets a specification.

Example 4.9: Suppose we are given a specification such as the truth table in Table 4.8. In this
table, a missing input combination forces the constraint ziz; = 0. Hence, ¢pc(X) = ziz3. The

equivalent 1-normal form for the truth table is given by

#s(X,z) = zizyz’ + 123 + z12322. (4.118)

A truth table for ¢5(X, z) is given by Table 4.9.

) T3 2z
0O 0|0
1 0| X
1 1 1

Table 4.8. Specification for Example 4.9

¢s(z1,23,2)
1

G
-

8
“

[l o S o I i Y
[ — I — T = I — ]
—_O OO - OIN
[~ I N — I — I —

Table 4.9. Truth Table for ¢5(X, z)
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Using the right-hand side of equation (4.118), we may solve for z to determine possible ways

the output z may be a function of the inputs z; and z3. The interval

z23<2< 2 (4.119)

is formed subject to the consistency condition that z{z; = 0. We note that the consistency

condition is the constraint forced by the missing input combination in the truth table. In view of

Theorem 4.2, we use this condition to form an extended interval for z:

zy-23<z< 2z +23. (4.120)

Given (4.120) a suitable design is represented by the equation z = z;. Reducing the design

to 1-normal form, we develop the equation ¢p(X, z) = 1, where

¢p(X,2) = z}2' + z;2. (4.121)

A truth table for ¢p(X, z) is given by Table 4.10.

21 za z | ¢p(21,22,2)
0 0 o0 1
0 0 1 0
0 1 0 1
0 1 1 0
1 0 o0 0
1 0 1 1
1 1 0 0
1 1 1 1

Table 4.10. Truth Table for ¢p (X, z)

Comparing truth tables for ¢p(X, z) and ¢s(X, z), we find that ¢p(X,z) £ ¢s(X,z). However,

the constraint ¢pc(X) = 0 was not imposed on the design. We form the equation ¢),-(X) = 1 and
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combine it with ¢p(X, z) = 1 to form a single equation. Since ¢pc(X) = ziz2, ¢ o(X) = z1 +25.
We then form
[4

¢p(X,2)  ¢pc(X) = (212" + 212) - (z1 + 23) = z12 + 2} 252", (4.122)

The truth table for ¢p(X, z) - §o(X) is given by Table 4.11. By examining the truth tables, it
is clear that ¢p(X,z2) - ¢pc(X) < ¢s(X,z). Hence, the design—subject to the constraint on the

inputs—meets the specification.

z1 z2 z | ¢p(X,2)-dp(X)
0 0 o 1
0 0 1 0
0 1 0 0
0 1 1 0
1 0 0 0
1 0 1 1
1 1 0 0
1 1 1 1

Table 4.11. Truth Table for ¢p (X, 2) - ¢)pc(X)




Relationship of Equation-Solving and Minimization

Tabular Specifications. Given a circuit specification ¢(X,Z) = 1, a design is developed

by finding a system

Z = f(X) (4.123)

such that ¢(X, f(X)) = 1 is an identity. If such a system exists, then the specification is said to
be consistent. We observe that (4.123) is a solution of ¢(X,Z) = 1 with respect to the unknowns
Z1,...,2m in the free Boolean algebra FB(z;,...,z,). Hence, finding a design which meets a

specification entails finding a solution of the specification ¢(X, Z) = 1.

One way to approach the design problem is to use the method of successive eliminations to

form a subsumptive general solution of the equation ¢(X, Z) = 1. We develop the general solution

1 < ¢o(X)
$1(X,0) < z1 < ¢i(X,1)
$3(X,21,0) < z3 < ¢a(X,2,1) (4.124)
¢§(Xs 21,23,0) < 23 < ¢3(X,21,22,1)

¢;n(thl"--1zm—ho) < 2 ¢m(X)zli'-'lz'm—1)1)

IA

from which we generate particular solutions in the form of {4.123). Because each successive sub-
sump: . ve is dependent on previously-defined Z-variables, we call the solution (4.124) a recurrent
system. System (4.124) is the most general way of portraying a general solution, since a general
solution of this form may be developed given any 1-normal form ¢(X, Z) = 1. In many situations,

however, we desire a general solution which is a non-recurrent aystem, i.e., one of the form
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ai(X) < z1 £ Bi(X)
a3(X) < zz £ B(X)
az(X) < 23 < Bi(X) (4.125)
am(X) < zm < Bm(X).

If we can form a general solution (4.125) of ¢(X, Z) = 1 in which each z; is stated as an independent

subsumption, then we say that the specification ¢(X, Z) = 1 is tabular. (Brown 90:219)

It has been shown that a specification is tabular if and only if it can be expressed by a truth

table. This is apparent in the following theorem:

A specification equivalent to ¢(X,2) = 1 is tabular if and only if, for each A €
{0, 1}%, the discriminant ¢(A, Z) is either zero or reduces to a term on the Z-variables.
(Brown 90:220)

Our earlier discussion regarding the relationship of the 1-normal form and truth tables for circuit
specifications was restricted to tabular specifications, i.e., ones for which each discriminant of
MCF(¢(X,Z)) with respect to the X-variables is either 0 or a term on the Z-variables. If a
specification is non-tabular, there exists a discriminant ¢(A4, Z) which is an SOP formula of two or
more terms on the Z-variables which cannot be represented by an equivalent formula consisting of
a single term. Hence, for non-tabular specifications there exists no way to represent ¢(X,2) = 1
with a conventional truth table. Conventional minimization techniques cannot be used to develop

designs for circuits with non-tabular specifications.

In (4.91) through (4.94) we developed an approach for reducing a system such as (4.125) to

an equivalent 1-normal form ¢(X, Z) = 1. The function ¢(X, Z) is formed in the following manner:

(X, Z) = $1(X, 22)d2(X, 22) - - - $m(X, 3m). (4.126)
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The functions on the right-hand side of (4.126) are not unique; however, the set of intervals (4.125)
derived from the functions is unique (Brown 90:221). Statement (4.95) gives a process for forming

the functions on the right-hand side of (4.126), where ¢;(X, z;) — ¢;(X, z;). Then

a,-(X) = ¢;(X, 0) (4.127)

and

B (X) = (X, 1). (4.128)

Solution & Design. In the last section we observed that from a circuit specification

#(X,Z) =1 a design is developed by finding a system

Z = f(X) (4.129)

such that ¢(X, f(X)) = 1 is an identity. The design corresponds to the set F of formulas repre-
senting the functions f(X). The system Z = f(X) is a solution of ¢(X, Z) = 1 with respect to the
unknowns z;,...,2m in the free Boolean algebra FB(z,,...,z,). Hence, finding a design which

meets a specification entails finding a particular solution of the specification ¢(X,2Z) = 1.

We display pictorially in Figure 4.5 the relationships among designs, solutions to equations,

specifications, and equations. In Figure 4.5 we observe the statemert

Z=f(X) = ¢X,2)=1 (4.130)

Statement (4.130) has two interpretations which correspond to one another. We say that Z = f(X),
a particular solution of the unknowns zy,.. ., z,, in the free Boolean algebra FB(z,,...,z,), is an

antecedent, i.c., a solution, of the equation ¢(X,Z) = 1. Additionally, Z = f(X) corresponds
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to a design which implies a 1-normal form specification ¢(X,Z) = 1. The difference between the
interpretations is that when we form a particular solution Z = f(X) for the equation ¢(X,Z, =1
our focus is on the functions f(X); on the other hand, when we develop designs which meet a

specification our attention is placed on the formulas F which represent f(X).

Z=f(X) = ¢X,2)=1

Particular — Eauation
Solution quati
Design = Specification

Figure 4.5. Relationships Among Designs, Solutions, Equations, and Specifications

We must necessarily develop a design which implies its specification, i.e., find a particular
solution for ¢(X, Z) = 1. However, an arbitrary particular solution is not sufficient for our purposes.
Rather, we would like to guarantee that functions f(X) in the particular solution Z = f(X)
are represented by formulas which correspond to an economical design. In his book on Boolean
equations, Rudeanu proposed the following problem which has specific relevance with respect to

the minimisation problem:

Given the solution of a Boolean equation over a finite free Boolean algebra, ..., deter-
mine the best (optimal) solution according to a given criterion. (Rudea 74:408)
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In other words, given a general solution of a Boolean equation, find the best particular solution
with respect to a given criterion. If we interpret a “good” solution as meaning one in which the
formulas F representing f(X) are the most economical, then Rudeanu’s problem of finding a good

particular solution corresponds directly to the minimization problem.

Conventional Minimisation. In conventional circuit minimisation, the goal is to find a
system Z = f(X) for which the set of SOP formulas which represent f(X) is minimal with respect
to some measure of cost. To develop a system Z = f(X) from a tabular specification ¢(X, Z) = 1,

we first develop a general solution of the form

ai(X) <z £ Bi(X)
a(X) < zz < Bi(X)
a3(X) < z3 < Bu(X) (4.131)
am(X) < z.,,, < BmiX)

in which each output z; is specified by an interval [a;(X), 8; (X)).

Given the equation ¢(X,Z) = 1, we extract the set of functions which specify the outputs
of the circuit. Defining the function ¢;(X,z;) = EDIS(¢(X,Z), Z;), in which Z; is the set of

variables associated with the output nodes less the output z;, we develop the system

$1(X,0) <z < di(X,1)
$3(X,0) < z < ¢i(X,1)
$53(X,0) < z < $a(X,1) (4.132)
Im(X,0) < zm < $m(X,1)
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from which a particular solution Z = f(X) is developed. In this case,

a;i(X) = 5;-()(,0) and (4.133)
B;(X) $i(X,1).

A general solution more useful than (4.132) is one based on the extended-range concept

developed in Theorem 4.2. Using the extended range we produce the general solution

J’Q(X,O)'ax(x»l) S 2 S $II(X!0)+$1(X»1)
$3(X,0)-42(X,1) < 2 < $i(X,0)+ (X, 1)
$3(X,0)-4a(X,1) < z3 < @4(X,0)+ $a(X,1) (4.134)
Pn(X,0) - Im(X,1) < zmn < G (X,0) + dm(X,1).

System (4.134) must be used when there exists a constraint condition such as an input combination

A € B} which does not occur (See Example 4.9).

Once we develop the general solution (4.134) for ¢(X, Z) = 1, we must apply a technique to
find the cheapest set of formulas with respect to a given cost criterion among all of the possible

formulas which may represent functions in the intervals

[$;(X, 0) -éj(X, 1),&;(1(, 0) + $,-(X, l)], j=1,...,m.

The resulting formulas represent functions in the range; each corresponds to a design which im-
plements a circuit for the respective output. Techniques to develop such formulas are discussed in

Chapters 6 and 7.

Alternative Approach. In conventional circuit minimization, a system such as (4.132) is

used as the basis for developing a design. This approach constrains the form of the resulting design
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such that each output z; is a function only of the input variables X. Using the method of successive
eliminations to form a subsumptive general solution of the equation ¢(X,Z) = 1, we develop the

recurrent system

1 < ¢o(X)
$1(X,0) < z < 4(X,1)
$2(X,2,0) < 23 < 43(X,2,1) (4.135)
¢,3(X121)23,0) S z3 S ¢3(X131122’1)
¢;(X,Z1,--.,Zm_1,0) s Zm S ¢m(xazlx'--,zm—1,1)-

In view of Theorem 4.4, a recurrent system based on the extended-range concept is developed:

1 < 4o(X)
¢'1(X,0)-¢1(X,1) S z S ¢’1(X!0)+¢1(X11)
#5(X,21,0) - ¢3(X,21,1) < 23 < ¢5(X,21,0)+ ¢2(X,21,1) (4.136)
#3(X, 21,23,0) - $3(X,21,23,1) < 23 < ¢3(X,21,23,0) + ¢3(X,21,23,1)

¢‘n(x’zll"')z’n—1,0) < z;m ¢:n(X)zls---:zm—lvo)
'¢m(xvzll"'1zm—111) +¢M(X)zl)"°,zm—hl)°

IA

From the recurrent system (4.136) we derive a system

z1 = fi(X)

zz = fa(X,z1)

z3 = fa(X,2,2) (4.137)
Zm = fm(xyzl»zﬁs"'rzm—l)-

We denote the system (4.137) by Z = f_(X, Z) with the understanding that each z; is dependent
only on 2y,...,2j_1. We call a design represented by Z = I (X,Z) a recurrent design. The

advantage of a recurrent system such as (4.137) is that a design may be developed in which we use
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output signals as well as input signals to generate a given output signals. This allows us, in many

instances, to develop more economical designs than in conventional approaches to minimization.

We may also use a recurrent system in the design process in ways that are not possible in
conventional minimisation. If a portion of a circuit already has been constructed, we may be able
to use the existing subcircuit to develop a more economical design for the remainder of the circuit
than would be possible using conventional techniques. This idea is illustrated in Example 4.10. We

will discuss this approach in detail in Chapter 9.

Example 4.10: Suppose we are given the circuit specification denoted by Table 4.12. Furthermore,

suppose the output z; has been chosen to be

zy =z, + 23 (4.138)

The function ¢(X, Z) of the equivalent 1-normal form specification ¢(X, Z) = 1 for the truth table

is given by

#(X, Z) = z\z4z42120 + Taz3212) + T1Zh2125 + 2123232125 + 2232123 + T1T3z122. (4.139)

Using the conventional approach to minimization we develop the general solution

z)+2z3 (4.140)

z)+ 23 <
23 < 2123+ 2373 + 272525,

5
[~
2123 + 2223 + 2,232,
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We note that the upper and lower bounds for both z; and 2; are equal, i.e., they are completely-

specified. Hence, we form

5 = 1t
23 = z,23+ Ta%3 + )z,

The formula on the right-hand side of (4.142) represents the design for 2.

Using the alternative approach, we develop the recurrent system

1 < 1

T+ z3 zy £ z1+2;

<
Y B A [ | 11
Ti12azy + 23232 + 125232, < 23 < z1Z3+ 2323+ T1Z3T3 + 232,

7 7,7 /
+z32; + 212y + *1T32; + Ta2,.

(4.141)
(4.142)

(4.143)
(4.144)

We have placed the upper bound of z; in (4.144) in Blake canonical form. A minimal set of prime

implicants in the upper bound which covers the lower bound of z; is {42}, z321}. Hence, a possible

design for z; is denoted by

23 = 2321 + Zaz1.

(4.145)

The right-hand side of (4.145) represents a cheaper design for z;3 than does the right-hand side of

(4.142).

Summary

In this chapter, we have discussed solutions of Boolean equations of the form f(X) = 1,

the modeling of digital circuits with Boolean algebra, and the correspondence of the digital design

225




Z1 T2 23| 2y 23
0 0 0|0 1
0 0 1 0 o
0 1 0|1 O
0 1 1 1 1
1 0 o001 0O
1 0 111 1
1 1 01 o
1 1 111 1

Table 4.12. Truth Table for Example 4.10

problem with that of developing solutions of a Boolean equation. Given the ideas developed in this

chapter, we may now outline the general design process that is used in this work:

1. Given a specification for a digital circuit, form an equivalent l1-normal form specification
$(X, Z) = 1 for the circuit.

2. Develop a general solution for ¢(X,Z) = 1. If each output of the resulting circuit is to be
a function only of the inputs, then form the general solution (4.134). If the outputs may be
formed as functions of the outputs as well as other inputs, then form the general solution
(4.136).

3. Given the general solution, form a particular solution which meets cost criteria. The formulas
representing the outputs correspond to circuit designs.

We discussed in this chapter how to form a 1-normal form specification and how to develop a general
solution for ¢(X,Z) = 1. In the remainder of this dissertation, we develop means for developing
particular solutions corresponding to digital circuit designs which are minimal or near-minimal with

respect to a given cost criterion.
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V. Formation of All Irredundant Formulas

The following methodology for finding a minimal sum-of-products (SOP) formula has been
pursued by many researchers: first, develop the set of all irredundant formulas which may represent
a function; then select a formula from the set which is minimal with respect to a given cost criterion.
Forming a minimal irredundant SOP formula to represent a function is equivalent to finding an
economical design for a two-level digital circuit. The formation of all irredundant formulas to
represent either a single function or an interval of functions is discussed in this chapter. We will

present techniques for deriving a single minimal SOP formula in Chapter 6.

We present three different methods for forming all irredundant SOP formulas. In each method,
after generating all irredundant formulas, a least-cost formula F is then selected. F corresponds
to a minimal two-level design. All three approaches are based on the determination of implication
relations as developed in Chapter 3. Our third method-—which we call the Multiplication Method—
is similar to many techniques found in the literature. Before presenting an implementation of the

Multiplication Method, we give an overview of several of the significant results from the past.

A comparison of computational results for each of the presented techniques is given in the

last section of the chapter. We begin with a discussion of the initial circuit specification.

Initial Specification

We assume that at the outset of the design process we are given a specification in 1-normal
form specification, i.e., ¢(X, z) = 1. If not, then we convert the given specification to an equivalent
1-normal form. Viewing ¢(X, z) as a function consisting of the single variable z, we use Theorem 4.2
to solve ¢(X, z) = 1 for the variable z over the free Boolean algebra FB(z;,...,z,). We may thus

represent ¢(X,z) = 1 by the equivalent statement

9(X)

IA

z < h(X), (5.1)
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for which

9(X) = ¢'(X,0) - $(X,1) (5.2)

and

h(X) = ¢/(X,0) + ¢(X, 1). (5.3)

It is a well-known result that a minimal SOP formula F which represents a function f(X) belonging
to the interval [g(X), A(X)] is an irredundant sum of prime implicants of h(X) which covers g(X).
For the remainder of this chapter we discuss the development of all irredundant formulas which
represent functions f(X) belonging to the interval [g(X), h(X)]. We assume for the moment that
the function EDIS(¢(X, z), {z}) in the consistency condition for ¢(X,z) = 1 is identically equal

to 1.

Birown's Method

As established in the previous section, z is a solution of ¢(X, z) = 1 if and only if z belongs to
the interval [g(X}, A(X)]. We apply Procedure 3.4 to form all irredundant formulas which represent
functions belonging to the interval [g(X), A(X)]. All possible irredundant formulas are found by
ascertaining all possible ways the function g(X) is included in minimal subsets of the set of prime
implicants of h(X). Procedure 3.4 may be applied to determine all possible irredundant formulas,

if the following associations are made with the parameters of the procedure:

o function g(X) is the function fo, and

o the set of prime implicants of h(X) forms the set of functions {fy, fa,..., fa}.
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Each function of the set {f1, f3,..., fi} is a prime implicant; f; is a function represented by a SOP

formula.

Let us define the vector A = (Go, Py, Pa, ..., P) of labels in which Gy is the label associated
with g(X) and Py, P,,..., P: are labels associated with the prime implicants of h(X). If the
function h is identically equal to 1, then BCF(h(X)) consists of a single prime implicant—the

term 1. Since BCF(h(X)) is the term 1, we derive a system of the form

Go < g(X) (5.4)
1 < P
which is equivalent to the system
Go-¢'(X) = o (5.5)
Pl = 0.

System (5.5) is equivalent to the equation f(A, X) = 0, for which

f(A,X) =Go-g¢'(X) + Pl (5.6)
If g(X) # 0, then the only A-consequent deducible from f(A, X) = 0 is P{ = 0. Hence, the only
irredundant formula which covers the function g(X) is the formula which represents the term 1.

If the function A(X) consists of a sum of prime implicants and A(X) # 1, no subset of
the prime implicants ie normal. Therefore, all terms p(A) of prime A-consequents p(4) = 0 of

f(A, X) = 0 take the form GoPj - -- P,. We begin by formulating the system
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Go < g(X)
n(X) < A
p(X) < P
: (5.7)
pg(X) < B.
This system is reduced to the form f(4, X) = 0, for which
f(A,X) = Gog'(X) + pr(X)P{ + pa(X)P; + --- + P ;. (5.8)

Prime consequent terms GoPj - - - P, are generated by forming BCF(ECON(f(A, X), X)). Using
goal-directed elimination to eliminate X-arguments from f(4,X) = 0, we derive a formula G(A)
to represent g(A) = ECON(f(A, X), X) which consists of all prime A-consequent terms denoting

irredundant formulas for f(X).

We now present an algorithm for determining all irredundant formulas which represent
Boolean functions belonging to the interval [g(X), A(X)] developed from ¢(X,z) = 1. This pro-
cedure is a modified version of Procedure 3.4 designed specifically for the present problem. A
theoretically similar method is presented in (Brown 90:148). Hence, we call this algorithm Brown’s

Method.

Algorithm 5.1 (Brown’s Method): Given a 1-normal form specification ¢(X,z) = 1, all ir-
redundant formulas which represent Boolean functions f belonging to the interval {g(X), h(X)]
developed from ¢(X,z) = 1 are formed in the following manner:

Step 1.
1. Form g(X) = ¢'(X,0) - ¢(X,1).
2. Form h(X) = ¢/(X,0) + ¢(X, 1).
Step 2.

1. Form a simplified formula to represent g{X) using Procedure 2.15 (Simplification). Call
the simplified formula G.

2. Develop the Blake canonical form for function h(X) using Procedure 2.20 (Blake canon-
ical form). Denote the set of prime implicants of A(X) by P.
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Step 3.

1. Generate a label Gy.
2. Complement function g(X) using Procedure 2.7 (Complementation).
3. Prefix each term of the formula which represents g’(X) with the literal Go.

The resulting formula represents G - g’'(X).
Step 4. For each prime p;(X) € P:

1. Generate an associated label P;.

2. Append the complemented literal P/ to the prime p;(X).

The resulting term represents p;(X) - P;.

Step 5. Append together the formula formed in Step 3 and each of the terms formed in Step 4.
The resulting formula represents f(A4, X).

Step 6. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f(A, X), X). The resulting function is equal to g(A); the formula which represents
g(A) is BCF(g(A)). Each term of BCF(g(A)) denotes an irredundant formula for the func-
tion f(X).

Step 7. Given a term of BCF(g(A)), each complemented literal in the term GoPj--- P, is as-
sociated with a prime implicant in an irredundant formula which represents a function in
the interval [g(X), h(X)). Generate an irredundant formula representing a function in the
interval [g(X), h(X)] by forming disjunctions consisting of prime implicants associated with
the complemented literals P/. Formulate all irredundant formulas by repeating this process
for each term of BCF(g(A)).

Example 5.1 demonstrates the application of Algorithm 5.1 to generate all irredundant for-

mulas which represent a Boolean function.
Example 5.1: Given the 1-normal form specification ¢(X, z) = 1, for which

#(X,2) = z1232' + 2\za23 + 1252 + 212225 + 21222 + 21257, (5.9)
and X = (z),23,23), we apply Algorithm 5.1 to determine all irredundant formulas which may
represent a function f(X) in the interval [g(X), h(X)].
Step 1. To develop the interval [g(X), h(X)], we first generate the functions

¢'(X,0)
#X,1) = zizi+ 2123 + 2323 + )23

z12323 + 2725 (5.10)
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We then form g(X) = ¢'(X,0) - ¢(X,1) and A(X) = ¢'(X,0) + ¢(X, 1), for which
9(X) = ziz3+ 717223 (5.11)
h(X) = =223+ 2123 + 2223 + z)23. (5.12)

Step 2. A simplified formula to represent g(X) is given by the right-hand side of (5.11). Moreover,
the right-hand side of (5.12) is BCF(h(X)).

Steps 3-5. Having ¢(X) and BCF(h(X)), we form the system

Go < zyz3+ 212323
ziz; < P
2123 < P, (5.13)
z3z3 < P;
zyz3 < Py,

where the following associations are made between labels P; and prime implicants of h(X):

o P, with z{zj,
e P; with z;2,,
e P; witk z;3z3, and

e P, with z}za.

Given the complement of function g(X),

gl(zll z2 33) = 313’3 + zlzls + 3:11::3, (514)

the equation f(A, X) = 0 is formed, for which f(A, X) is defined by the equation

f(A,X) = Goz1z5 + Goz1z3 + GozyZa + Pyziz} + Piz122 + Pazaza + Pyzjza.  (5.15)

Step 6. Eliminating the X-arguments z;, 3, and z3 from f(A4, X) = 0 using goal-directed elimi-
nation, we develop an equation g(A4) = 0, for which

BCF(g(A)) = GoP{P; + GoP|P;. (5.16)
Step 7. Prime implicant GoP{P] denotes the irredundant formula 225 + z,23; prime implicant
GoP{P; denotes the irredundant formula 2|z + za2z3. We observe that the prime implicant

2z} is an essential prime implicant of h because it appears in every irredundant formula
which represents a function in the interval [g(X), h(X)].

Algorithm 5.1 produces all irredundant formulas which represent functions f(X) belonging
to the interval [g(X), A(X)]. We can use the set of formulas returned by Algorithm 5.1 to develop

an economical design for a single-output digital circuit. The set of irredundant formulas may be
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examined to determine a least-cost formula with respect to a cost criterion to represent a design.
Hence, after finding all irredundant formulas, we determine the cost of each formula based on the

given evaluation criterion. Cost criteria mentioned in Chapter 4 include:

o the fewest terms (gates);
o the fewest literals (gate inputs); and

o a combination of the fewest terms and fewest literals (gates and gate inputs).

After each formula is graded, a least-cost formula is chosen to represent the design.

As the number of terms of the formula which represents g(X)—and the number of prime
implicants of h(X)—increase, the time and space required to execute Algorithm 5.1 grow very
rapidly. Therefore, we seek methods to reduce the computational complexity of the method. Such

techniques are discussed in the next section.

Modified Brown’s Method

A way to decrease the computational complexity of Algorithm 5.1 is to reduce the number
of prime implicants of h(X) involved in the partial label-and-reduce process. Hence, there is a
corresponding decrease in the number of p;(X) < P; expressions in (5.7). We present two techniques
for identifying prime implicants of h(X) which may be deleted from consideration prior to these

processes.

Certain prime implicants of A(X) are not “useful” for covering the function g(X), i.e., they
are “useless”. Useless prime implicants can be identified and removed from consideration prior
to the label-and-reduce process. Thus, the first method we introduce for reducing the number of

prime implicants identifies and deletes such prime implicants.

The second technique we employ is to partition the set of prime implicants of h(X) into

essential, inessential, and conditionally-eliminable prime implicants prior to the label-and-reduce
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process. Essential prime implicants (EPIs) are prime implicants which appear in every irredundant
formula which represents a function f(X) belonging to the interval [g(X), h(X)); each EPI is
required because it is the only prime implicant of A(X) which covers some portion of the lower
bound g(X). Inessential prime implicants (IPls) are prime implicants which are included in the
function h,,,(X) formed by summing all essential prime implicants; inessential Pls do not appear
in any irredundant formula. Therefore, the only difference among irredundant formulas is the
conditionally-eliminable prime implicants (CEPIs) which appear in each one. Hence, the only prime

implicants that must be involved in the label-and-reduce and elimination processes are CEPIs.

Once the useful, conditionally-eliminable prime implicants of h(X) are identified, the relative
simplification technique as applied in Chapter 3 may be used to remove particular literals from the
remaining prime implicants. This technique decreases the number of operations required in the

elimination process.

Before presenting a revised algorithm for generating all irredundant formulas, we discuss the
identification of useless prime implicants of A(X). We then present a methodology for partitioning

the prime implicants of h(X).

Useless Prime Implicants. A prime implicant p(X) of A(X) is useless with respect to

g(X) if and only if the statement

p(X) < h(X) - 9(X) (5.17)

is an identity. Prime implicants which are not useless with respect to g(X) are called useful prime
implicants (Tison 67:452). A way to determine whether a prime implicant is useless is to determine

the validity of the statement p(X) - g(X) = 0; we demonstrate this by Theorem 5.1.
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Theorem 5.1 (Useless Prime Implicants): Given a lower bound function g(X) and a prime
implicant p(X) of an upper bound function h(X), the prime implicant p(X) is o useless prime

implicant if and only if the equation

p(X)-g(X) =0 (5.18)

is an identily.

Proof. A prime implicant p of h is useless if and only if p < h—g. By the definition of subtraction,

the function h — g is equal to hg’. Because of the property

a<b &> a-b=0, (5.19)

we may determine whether a prime implicant p is included in hg’ by subtracting hg' from p and

testing whether the result is identically equal to 0. Thus,

p<h-g < p-hg=0. (5.20)

Then, the following statements are equivalent:

p—hy = 0 (5.21)
p(hg') = 0 (5.22)
ph'+pg = 0 (5.23)
Equation (5.23) is equivalent to the set
ph' = 0 (5'24)
pg = 0 (5.25)
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of equations. By the definition of the inclusion relation, ph' = 0 & p < h. The statement p< h is
an identity because p is a prime implicant of h. Hence, the statement p < h — ¢ is true if and only

if pg = 0. This completes the proof. O

Applying Theorem 5.1, we develop a test to determine the usefulness a prime implicant p
by forming the function p- g and examining the result. If p. g # 0, then a prime implicant is
useful; otherwise, it is useless. We use this test in Procedure 5.1 which returns the elements in a
set P of prime implicants which are useful with respect to a function g(X). In Procedure 5.1, we
determine whether a prime implicant p is useful by comparing it to each term in the formula G
which represents g(X). If one term ¢ in G is found for which p.¢ # 0, then p is useful. Otherwise,

the prime implicant is useless.

Procedure 5.1 (Useful Prime Implicants): Given a formula G which represents a function
g(z), and a set P of prime implicants, we determine the prime implicants of P which are useful in
the following manner:

Step 0. Initialise an accumulator Py,.sy: to the empty set 0.
Step 1.

o If the set P of prime implicants is empty, then return Py,,sui. It is the set of useful
prime implicants.

e Otherwise, remove the first term from P and call it 5. Initialize an ¢ ‘cumulator G4cc
by placing in it the contents of G. Continue to Step 2.

Step 2.

e If G4cc is empty, then the prime implicant p is useless. Return to Step 1.

e Otherwise, remove the first term from G4cc and call it ¢. Continue to Step 3.
Step 3.

o If t and p have any opposed literals, then t - p = 0. The prime implicant § must be
compared to another term of G to determine usefulness. Return to Step 2.

o Otherwise, p is a useful prime implicant. Place p in P,y and return to Step 1.
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Partitioning of Prime Implicants. We now introduce a methodology for partitioning
the prime implicants of A(X). In this methodology, the partitioning of the prime implicants is

performed in two steps:

1. The essential prime implicants of h(X) with respect to g(X) are identified.

2. The inessential prime implicants of h(X) are determined.

After the sets of essential and inessential prime implicants of h(X) with respect to g(X) have been
identified, the remaining prime implicants of A{X) form the set of conditionally-eliminable prime

implicants.

The first step in our methodology for partitioning the prime implicants is to identify the
essential prime implicants of A(X) with respect to g(X). A number of techniques for developing a
minimal formula F found in the literature also identify the essential prime implicants at the outset
of developing a minimal F. These methods test each prime implicant to determine if it essential.
However, it is possible to identify a subset of the prime implicants of A(X) which are potential
essential prime implicants with respect to g(X), such that all other prime implicants of h(X) are
not essential. We use the terms in the formula G which represents g(X) to identify potential

essential prime implicants.

Each term ¢ in G has at least one prime implicant p of A(X) which completely contains it,
i.e., t < p. The prime implicant p is essential if and only if it necessary to cover ¢. If P is formed

by removing prime implicant p from BCF(h(X)), then p is essential if and only if

tg P (5.26)

is valid. If t < 1-5, then p is not necessary to cover t, i.e., p is r.ot essential. We only need to test a
subset of the prime implicants of A(X) such that each prime implicant tested completely contains

a term in G. A way to develop such a subset is to find for each term t a prime implicant p in
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which it is included and then test p to determine if it is essential. The test for inclusion of a term
t in a prime implicant p is simple, because ¢ is included in p if the literals contained in ¢ are a
superset of the literals contained in p. As a result of the manner in which we determine potential
essential prime implicants, we test at most as many prime implicants as there are terms in G. In
many cases, the number of prime implicants that are tested is only a fraction of the total number

of prime implicants.

Procedure 5.2 is a method for identifying all essential prime implicants of an interval [g(X), h(X)].
It is assumed that the formula representing h(X) is BCF(h(X)) and the formula G is a simplified
formula for g(X). A key aspect of Procedure 5.2 is that all elements of BCF(h(X)) do not have
to be tested to determine if they are essential, which greatly improves the efficiency of detecting
essential prime implicants. Procedure 5.2 returns both the set of essential prime implicants of h(X)
with respect to g(X) and the terms in G which were included in the essential prime implicants, i.e.,
the terms in G used to identify the essential PIs. Procedure 5.2 may also be used to identify essen-
tial prime implicants in a completely-specified Boolean function f(X); BCF(f(X)) is substituted

for BCF(h(X)), and a simplified formula which represents f(X) is used in place of G.

Procedure 5.2 (Essential Prime Implicants): Given an interval [¢(X), A(X)] in which ¢(X) is
represented by a simplified formula G and A(X) is represented by BCF(h(X)), the set of essential
prime implicants of A(X) with respect to g(X) is determined in the following manner:

Step 0.

1. Initialise an accumulator P,,,.n to the empty set 0.

2. Initialise an accumnulator Geouered to the empty set 0.
Step 1.

o If G is empty, then P,,,¢n contains all essential prime implicants and G_oyered cODtains
terms of G used to identify the essential prime implicants. Return Py, en 80d Geovered.

e Otherwise, remove the first term from G and call it ¢. Initialize an accumulator P by
placing the contents of BCF(h(X)) into it. Continue to Step 2.

Step 2. Remove the first term from P and call it p.

e If t consists of a superset of the literals in p, then p will be tested to determine if it is
essential. Continue to Step 3.

238




o Otherwise, t is not included in p. Repeat Step 2. (Note: We do not have to be concerned
with exhausting P because t is included in at least one prime implicant in P.)

Step 3.

e If p is a member of P,,,en, then we previously identified p as being an essential prime
implicant. Additionally, term ¢ is covered by an essential prime implicant. Add ¢ to
Geovered- Return to Step 1.

e Otherwise, continue to Step 4.

Step 4. Form a formula P by copying all terms in BCF(h(X)) into P except the prime implicant
p- Using Procedure 2.25, determine if t < P.

e Ift< P, then p is not an essential prime implicant. Return to Step 1.

o IftL }3, then p is an essential prime implicant. Add p to P,,,en and add ¢t to Geovered-
Return to Step 1.

After identifying all essential prime iruplicants via Procedure 5.2, the set of inessential prime
implicants must be determined. Subsequently, a function h,,,(X) is formed which consists of all
essential prime implicants. A generalized technique for finding all terms in a formula F which are
includeu in a function g is given by Procedure 5.3. Thus, Procedure 5.3 may be used to identify
the inessential prime implicants in which the function h,,,(X) corresponds to the function g in
Procedure 5.3, and the formula F is BC F(h(X)) less all essential prime implicants. Procedure 5.3
then returns all inessential prime implicants. After identifying the inessential prime implicants, we
also know the set of conditionally-eliminable prime implicants since the CEPIs are the elemnents of

BCF(h(X)) which are neither essential nor inessential.

Procedure 5.3 (Covered Terms): Given a formula F and a function g, terms in F which are
included in g are determined as follows:

Step 0. Initialise an accumulator F.pyepeq to the empty set 0.

Step 1.

o If F is empty, then F.oyereq contains all terms in the original formula F which are
included in g. Return Feoyered-

o Otherwise, continue to Step 2.
Step 2. Remove the first term from F and call it ¢. Use Procedure 2.25 to determine if t < g.

e If t <g, then t is covered by g. Add ¢t to F,yereq and return to Step 1.
e Ift £ g, then t is not covered by g. Return to Step 1.
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A Revized Algorithm. Let G, denote the sum of the terms in the formula G which are
returned with the essential prime implicants of A(X) in Procedure 5.2, i.e., the terms in G covered
by a single essential PI and used to determine that the prime implicant was essential. Terms in
G may be removed from G to form a new formula (G — G0, ). Moreover, the function h,,,(X)

may be subtracted from the function represented by (G — G, ) to develop a function §(X), i.e.,

ﬁ(X) = (9(X) - geon (X)) — hun(x)v (5.27)

which must be covered by the conditionally-eliminable prime implicants.! Thus, effort is reduced
by forming only those implication relations in which the portion of the lower bound which is not

covered by essential prime implicants is covered by sums of CEPlIs.

After forming §(X), Procedure 5.1 (Useful Prime Implicants) is used to determine the useful
Pls of the set of conditionally-eliminable prime implicants with respect to §(X). After identifying
the useful ccnditionally-eliminable prime implicants, we may then apply the ideas illustrated by
Theorem 3.7 to simplify each of the useful CEPIs relative to the formula G’ which represents the
function §'(X). This technique reduces the number of literals in each prime implicant prior to
the label-and-reduce process. Subsets of terms resulting from the relative simplification process
which cover §(X) correspond to subsets of useful conditionally-eliminable prime implicants which
cover §(X). However, because the terms resulting from the relative simplification process consist
of fewer literals, the label-and-reduce and elimination processes require less memory and fewer

computations.

Finally, all irredundant formulas which cover the function §(X) are generated. These formulas

are composed of useful conditionally-eliminable prime implicants.

! Mathematically, we can also say that §(X) = g(X) — hess(X). Since geov < hess is true, we know that
gcov - h,, = 0. The right-hand side of (5.27) may be written as ¢ - g, - he,,, which, in view of gcoy - h,,, = O, may
be rewritten as g - h[,,.
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Algorithm 5.2 is a revised version of Algorithm 5.1 which incorporates the aforementioned
techniques. Each subset of the useful conditionally-eliminable prime implicants which covers the
function §(X) is added to the essential prime implicants to form an irredundant formula F represent-
ing a function f(X) belonging to the interval [¢(X), A(X)]. Since this algorithm is an improvement

of Brown’s Method, we call this technique the Modified Brown’s Method.

Algorithm 5.2 (Modified Brown’s Method): Given a 1-normal form specification ¢(X,z2) = 1,
all irredundant formulas which represent Boolean functions belonging to the interval {g(X), k(X))
developed from ¢(X, z) = 1 are formed in the following manner:

Step 1.

1. Form g(X) = ¢'(X,0) - ¢(X, 1).
2. Form h(X) = ¢'(X,0) + ¢(X, 1).

1. Form a simplified formula to represent g(X) using Procedure 2.15 (Simplification). Call
the simplified formula G.

2. Develop the Blake canonical form for function h(X) using Procedure 2.20 (Blake canon-
ical form).

Step 3. Using Procedure 5.2 (Essential Prime Implicants), G, and BCF(h(X)), determine the
essential prime implicants of A(X).

1. Denote the set of essential prime implicants by H,,,(X) and the function formed by the
disjunction of the essential prime implicants by h,,,(X).
2. Call the set of terms of G used to identify essential prime implicants in Procedure 5.2—
terms covered by the essential prime implicants—G oyered.
Step 4.
1. Form a set H of prime implicants consisting of all prime implicants of h(X) except the
essential prime implicants.

2. Use Procedure 5.3 (Covered Terms), H , and h,,(X) to determine the terms of H covered
by Ress(X). These terins comprise the set of inessential prime implicants of A(X); denote
this set of terms by Hin.ssen-

Step 5.

1. Remove from G the terms in G gy ered; denote the resulting formula by G — Gegyered-

2. Using Procedure 2.10 (Subtraction), subtract the function h.,,(X) from the function
represented by G — G oyered-

3. Call the resulting formula G and the function which it represents §(X).
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Step 6.
1. Form the set H., of conditionally-eliminable prime implicants by removing the prime
implicants in H;peppen from H.
2. Using Procedure 5.1 (Useful Prime Implicants), determine which prime implicants in set

H,, are useful with respect to §(X). Call the set of useful prime implicants Hy,efui-

Step 7. Complement function §(X) using Procedure 2.7 (Complementation). For each prime
implicant p; in Hy,,sut, simplify the prime implicant relative to el , le.,

SIMPREL(p;, G'). (5.28)

Form a set Ty,.ur consisting of the terms resulting from the relative simplification process.

Step 8.

1. Generate a label Go.
2. Prefix each term of the formula G’ which represents §'(X) with the literal Go.

The resulting formula represents Go - §'(X).
Step 9. For each term ¢; € Ty equt:

1. G~rerate an associated label P;.

2. Append the complemented literal P/ to the term t;.

The resulting term represents ¢; - P;.

Step 10. Append together the formula formed in Step 8 and each of the terms formed in Step 9.
The resulting formula represents f(A4, X).

Step 11. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f(A, X),X). The resulting function is equal to g(A); the formula which represents
9(A) is BCF(g(4)).

Step 12.

1. Each term of BCF(g(A)) consisting only of complemented literals represents a minimal
normal subset; append the literal Gg to each of these terms. (Do nothing to the remaining

terms.) Call the resulting formula G.

2. Form the equivalent absorptive formula, ABS(G), for G. Each terms of ABS(G) de-
notes the portion of an irredundant formula for the function f(X) consisting of useful
conditionally-eliminable prime implicants.

Step 13. Given an arbitrary term of ABS(G), each complemented literal in the term GoP} --- P!
is associated with a conditionally-eliminable prime implicant in an irredundant formula F
which represents a function f(X) belonging to the interval [g(X).h(X)]. Generate an ir-
redundant formula representing a function f(X) in [g(X), A(X)] by forming disjunctions of
prime implicants consisting of the essential prime implicants and the terms associated with
the complemented literals P/. Formulate all irredundant formulas by repeating this process

for each term of ABS(G).
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Just as when using Algorithm 5.1, after generating all irredundant formulas we must determine
the cost of each irredundant formula based on a given evaluation criterion. Once each formula is
assigned a cost, a least-cost formula F is selected to represent a minimal design for a two-level single-
output digital circuit. Example 5.2 demonstrates the application of Algorithm 5.2 to generate all

irredundant formulas which represent Boolean functions f belonging to the interval [g, h).

Example 5.2: Given a 1-normal form specification ¢(X,z) = 1, from which we have formed the
functions

9(X) u'v'wzy'z + u'v'w'z' yz + wvwz'y (5.29)
) (N o T N Y

A(X) = uv'wyz +v'v'w'z's’ + u'vuw'z'y + w2’y + uwu's’y +v'uw'z'y'’ (5.30)

+ vwz'y'z + w'vwzy + vV wy'z + vowys’ + vwz'yz + vvwz'y
in the interval [g(X), h(X)], we apply Algorithm 5.2 to determine all IDFs representing functions
f(X) belonging to [g(X), h(X)].
Step 1. This step was performed by forming g(X) and h(X) from the 1-normal form ¢(X,z) = 1.

Step 2. A simplified formula to represent g(X) is given by the right-hand side of (5.29). Moreover,
the right-hand side of (5.30) is BCF(h(X)).

Step 3. Using Procedure 5.2 to determine essential prime implicants, we find that the prime

implicant u'v'w'z’'y of A(X) is an essential prime implicant. Hence,

H,,, = {uvu'z'y}. (5.31)

Additionally,
GCWI?Cd = {ulvlw’z'yz}. (5'32)
Step 4. After determining the essential prime implicants, the set & is formed consisting of all the

prime implicants of h(X) except the essential prime implicants:

H = {uvuw'y,v'vu'z'2  uu'z'y 2 uvw'z'y,vVv'z'y'2, (5.33)
vwz'y'z, w'v'wzy, u'v wy'z, w'vwyz, vwz'yz, v'vwz'y}.

Using Procedure 5.3 (Covered Terms), H, and hess(X), the terms of H covered by heso(X)
are identified. These terms constitute the set of inessential prime implicants of A(X). In this
example,

Hingssen = 0. (5.34)
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Step 8. Removing the terms in G oyerea from G, we form G — Geoyered. Subtracting he,,(X) from
the function represented by G — Gcovered, the function §(X) is thus formed:

§(X) = u'v'wzy'z + v'vuwz'y. (5.35)

Step 6. The set H,, of conditionally-eliminable prime implicants is defined by removing the prime
iinplicants in Hincsoen from H. Since Hingupen is equal to the empty set, H., is equal to

H. Using Procedure 5.1 (Useful Prime Implicants), §(X), and H,,, we determine the prime

implicants in H., which are useful with respect to §(X). Five conditionally-eliminable prime
implicants are useful; hence,

Hyyeput = {u'v'wzy, u'v'wy 2, w'vwyz’ , vwe'yz, v'vwz'y}. (5.36)
Step 7. Complementing the function §(X), we generate G', a formula which represents §'(X):

ut+w +vy +vz+ 02 +Vy+ 02 (5.37)

The set H,, 51 of prime implicants is then simplified relative to G'. We thus develop the set
of terms

Tusegut = {2y, ¥'2, 7', vz, v}. (5.38)

Steps 8-10. Having §(X) and Ty, ui, Wwe form the system

Go < uvwzy'z+vvwz'y
zy < P
¥z < P
Z < P (5.39)
vz < Py
v < P

where the following associations are made between labels P; and prime implicants in Hygefui

P, with v'v'uwzy/,

P; with u'v'wy'z,

e P3 with v'vwyz’,
e P, with vwz'yz, and

o Ps with u'vwz'y.

Given the complement of function §(X) represented by G', the equation f(A,X)=0is
formed. A formula representing f(4, X) is

Gou + Gow' + Govy + Govz + Gov'z’ + Gov'y + Gov'z’ (5.40)
+ Pjzy’ + Pjy'z + P32z’ + Pjvz + Pgu.
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Step 11. Eliminating the X-arguments from f(A,X) = 0 using goal-directed elimination, we
derive an equation g(A) = 0, for which

BCF(g(A)) = GoPy Py + GoP} Py + GoP{P3P; + GoP, P3 P,. (5.41)

Step 12. No actions required.

Step 13. Since BCF(g(A)) consists of four terms, there are four irredundant formulas which
represent functions f(X) in [g(X), A(X)]. The essential prime implicant u'v'w'z'y appears
in each irredundant formula. In the first irredundant formula we add the prime implicants
associated with P) and P;—the prime implicants u'v'wzy’ and v/vwz’y, respectively. The
remaining irredundant formulas are similarly developed. We thus generate the irredundant
formulas which represent f(X):

u'v'u'z'y + v'vwzy + vvwe'y
u'vw'z'y + v'v'wy'z + vvwz'y (5.42)

u'v'u'z'y + u'v'wzy + vvwyz + vwz'yz

u'v'u'z'y + v'v'wy'z + w'vwyz’ + vwz'yz.

By any cost criterion, the first two formulas of (5.42) correspond to the cheapest possible
implementations of a two-level digital circuit which meets the given specification.

Algorithm 5.2 is more efficient than Algorithm 5.1 for problems of moderate complexity.
Nevertheless, as the number of terms of the formula which represents §(X) and the number of
useful conditionally-eliminable prime implicants of h(X) increase, the time and space required to

execute the algorithm become prohibitive. Thus, we seek other means for generating all irredundant

formulas which represent a function. Such a technique is described in the next section.
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Multiplication Method

A variation of the technique for forming all irredundant formulas discussed in the previous
section is to generate sets of implication relations and then perform a multiplicative process. Rather
than forming implication relations to represent coverage of a lower bound g(X) of a function with
prime implicants of the upper bound A(X), implication relations are formed to represent coverage
of each term of g(X) by the prime implicants of A(X). After implications relations are formed for
all terms of g(X), a multiplicative process generates the implication relations representing coverage

of the function g(X) by sets of prime implicants of h(X).

Suppose a formula G which represents g(X) consists of two terms ¢; and ¢3, and BCF(h(X))
consists of six prime implicants p;,...,ps. Also, let us assume that the following irredundant
implication relations (IIRs) denote the coverage of terms ¢, and t; by subsets of the set P =

{p1,.--,pe} of prime implicantas:

i < pa

h < prtp

ti < p+ps (5.43)
tz < p

tz < pa+ps

tz3 < pa+ps+ps.

Since the formula G is the disjunction of terms t; and ¢;, we can state that

g =t + 3. (544)

Theorem 2.1 allows us to form implication relations denoting the coverage of g(X) by subsets of

P. All possible implication relations representing coverage of g(X) are formed by constructing all

possible ways that the sums of ¢; and ¢; are covered by the prime implicants.




An upper bound on the number of irredundant implication relations representing the coverage

of g(X) is the product of the number of IIRs for each of its component terms. Since terms t; and

t3 each have three irredundant implication relations, an upper bound on the number of IIRs for

the function g(X) is three times three or nine. The implication relations for g(X) are formed as

follows:

t1 + ta
t) + 13
i+ 13
t +t;
t; +13
1+t
ty +13
t; + 3
t; + L2

IANIAIA INIA A IA A A

(pe) + (p1)

(P4) + (P2 + p4)

(Pa) + (P3 + Ps + ps)

(P1 + p2) + (p1)

(P1+Pp2) + (P2 + p4) (5.45)
(1 +p2) + (P3 + s + pe)

(pr +p3) + (p1)

(P1+p3) + (P2 + P4)

(P1 + p3) + (p3 + ps + pe)-

Deleting duplicate prime implicants and ordering terms on the right-hand side of each statement

of (5.45), and substituting the symbol g for the sum t; + t; on the left-hand side, we develop the

implication relations

O v O v v W v au v

IAIA A DA IA A A A TA

P11+ pa

P1+pa

P3a+ps+ps +ps

P1+p2

pPL+p2+ps (5.46)
P1+pat+pa+ps+pe

P1+pa

P1+ P2+ p3+ps

p1+ p3+ ps + pe.
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After forming implication relations for g(X), we observe that not all of the implication relations
in (5.46) are irredundant. Deleting the redundant relations, the set of irredundant implication

relations representing the coverage of g(X) by subsets of P is

9 < it
9 < m+pa
9 < PatpPatpst+pe (5.47)
9 £ m+tp
9 < pi+ps.

To form the implication relations in (5.47), the techniques discussed in Chapter 3 are used to
generate A-consequent terms representing coverage of terms ¢, and t; of g(X) by subsets of P. If
we use the symbols T1,T; and P, ..., Ps to denote the labels representing the terms of g(X) and
the prime implicants of h(X), respectively, the disjunction of A-consequent terms representing the

coverage of ¢, as given by (5.43) is

T, P4’ + T PIIPQI -+ Tlpllp:; (548)

Similarly, a disjunction of the A-consequent terms representing the coverage of t; by prime impli-

cants of h(X) is

T3P, + T3P, P, + Ty P,P.P,. (5.49)

If the literals T) and T; are divided out of (5.48) and (5.49), respectively, we derive the formulas

Py+ PP, + PP} (5.50)
P + PP, + PP, P;. (5.51)
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Using the unate cross-product operation (Procedure 2.”), the formulas (5.50) and (5.51) are mul-

tiplied to derive the formula

PP, + PP, + PyP,P;P; + P|P; + PP, P, (5.52)
+ P P;PyPgPg + P, P; + P{P; P3P, + P{PiP{F;.
Terms of (5.52) represent coverage of g(X) as given by the implication relations (5.46). Forming

the equivalent absorptive formula for (5.52), we develop the formula

P, P, + P,P, + P,P.P.P. + PP, + P!P.. (5.53)

If we appended the literal g to each term of (5.53), we would have A-consequent terms representing
the irredundant implication relations (5.47). Hence, after forming A-consequent terms to denote
coverage of each term of g(X) by prime implicants of h(X), product and absorption operations are

performed to form the IIRs representing coverage of g(X) by the prime implicants of h(X).

Previous Work. A methodology similar to the one described above has been applied in
various algorithms in the literature developed for the purpose of developing all irredundant formulas
for a function. The primary differences among the algorithms are the form of the formula G which
represents the function g(.X) and the method for determining the coverage of terms in G by subsets
of the prime implicants. For example, one form for G is the minterm expansion, MCF(g(X)).
Petrick used this form to develop for each minterm of g(X) a formula, similar to (5.50), which is an
alterm denoting the prime implicants of A(X) which cover the minterm (Petri 56). The conjunction
of the set of alterms—one for each minterin—is called a Petrick function. The set of terms of G is
called the dase of interval [g(X), h(X)]. Hence, the base used by Petrick is the minterm canonical

form, MCF(g(X)), of the function. We call a formula, such as (5.50), denoting the coverage of a
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term of the base by subsets of prime implicants an inclusion formaula, since the associated term is

included in the subsets of the prime implicants denoted by each term in the formula.

We summarise the steps followed by most methods for forming all irredundant formulas which

may represent a function:

1. form the set of prime implicants of h;
2. develop a base for [g, A];

3. develop inclusion formulas representing coverage of the terms of the base by prime implicants
of h; and

4. form the product of the inclusion formulas.

Once the product of the inclusion formulas is formed, all absorbed terms are deleted. Each term
of the resulting formula denotes an irredundant formula F which represents a function f in the

interval (g, A).

A key problem in minimization theory is to devise a base for [g(X), h(X)) and a corresponding
method for forming inciusion formulas that is efficient. In addition to the minterm canonical form
used by Petrick, other bases have been used in minimization theory. The Blake canonical form
of a function was used in (Ghaza 57), (Mott 60), (Gaine 64), and (Tison 67). Chang and Mott
(Chang 65) employed an irredundant disjunctive form of a function as a base. Reusch showed
that an arbitrary disjunctive form may be used as a base for a function (Reusc 75). A subset
of the minterm canonical form of a function called the abridged minterm base was devised by
Cutler (Cutle 80). Hong used a subset of the abridged minterm base that he called the “epi-
eliminated” minterm base (Hong 91); the epi-eliminated minterm base contains only the minterms
of the abridged minterm base which are not covered by essential prime implicants of the function.

We now present a discussion of several of these methods.

One of the first techniques for generating inclusion formulas was developed by Ghazala for

use in an algorithm for developing all irredundant formulas representing a completely-specified
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function f (Ghasa 57). Ghazala used the Blake canonical form of a function as the base and
generated formulas denoting the coverage of each term by subsets of the prime implicants. He
called the conjunction of the inclusion formulas the presence function of f. The formula derived
by computing the conjunction and forming the equivalent absorptive formula denotes all of the
irredundant SOP formulas which represent a completely-specified function f. For example, if the

formula

) 20 (Pz + P3P4) . (P3 + P]_Pq) oy (5.54)

is the presence function, then computing the conjunction yields the formula

P\PyP3Py + Py P3Py + Py P3Py + P P3Py (5.55)

The equivalent absorptive formula for (5.55) is

P, P3Py + P, P, P,. (5.56)

Hence, there are two irredundant formulas which represent the function.

As a vehicle for generating inclusion formulas, Ghazala developed a matrix that he called
a ¢-chart. The rows in the ¢-chart are associated with members of the base; the columns are
associated with prime implicants used to cover terms in the base. Since the base is composed of
the n prime implicants of the function, there are n rows and n columns in the ¢-chart. Entries
in the chart are derived by forming the ratio ¢;/¢;, in which ¢; and ¢; are prime implicants of
the function.? Hence, a ¢-chart is formed as shown in Table 5.1. Ghazala did not fill in the main

diagonal, in which each entry is equal to 1.

3When prime implicants are both members of a base, i.e., terms to be covered, as well as terms which do the
covering, we shall refer to the prime implicants of the base by the j subscript and the prime implicants which do the
covering by the s subscript.
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$1 P32 . et Pn
é1 - $a/dr -+ difér -+ dn/h1
2 | $1/¢a - o @ifdar - Pald3

¢; $1/d; Pafd; - Sifd; - Pn/d;
bo | 91/6n G2/bn - Bilba - -
Table 5.1. Formation of a ¢-Chart

If the entries in the j-th row of the ¢-chart do not sum to 1, then prime implicant ¢; is an
essential prime implicant. Sum-to-one subsets of the entries in the j-th row denote coverage of
prime implicant ¢; by subsets of prime implicants other than ¢; (¢; always covers itself). Ghazala
presented a method called cracking for determining such subsets from the ¢-chart. Example 5.3
presents an example taken from (Ghaza 57) which illustrates a ¢-chart for a function and the

inclusion formulas developed from it.

Example 5.3: Given a function j, for which BCF(f) is defined by the equation

BCF(f) =d'e + cde’ + a’cd + a’ce + ab'd + ab’e + b'cd + b'ce, (5.57)

the ¢-chart for f is given by Table 5.2.

The entries in the rows corresponding to prime implicants d'e, cde’, and ab'd do not sum
to one, hence, these terms are essential prime implicants of f. The inclusion formulas denoting

coverage of the essential prime implicants are P;, P;, and Pj, respectively.

In the row corresponding to a’cd, the entries in columns two and four sum to one, i.e.,
e’ + ¢ = 1. Thus, the prime implicants from columns two and four, cde’ and a’ce, combine to cover
a’cd. No other sum-to-one combinations can be formed for the row. Denoting a’cd by the label P,

the inclusion formula thus representing the coverage of a’cd is Py + P; P,.
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Similarly, the following inclusion formulas represent the coverage of th: remaining prime

implicants:

e a'ce : Py + P, Ps;

o ab'e: Py + Py Ps;

o Yed: Pr+ P3Py + P3Py + Py P3Ps+ P3Py Py + Py Py Ps; and
e bVece: Py+ PPy + PyPs+ P\P3 Py + PPy Ps + P,P3Ps.

de cde’ a'cd a'ce ab'd ab'e blcd bce

de - 0 0 a'c 0 ab’ 0 be
cde’ | 0 - a’ 0 ab’ 0 v 0
acd| 0 e - e 0 0 v be
a'ce | d d - 0 0 vd v
abd| 0 ce’ 0 0 - e c ce
abe | d 0 0 0 d - cd

bed | O e a’ a'e a ae - e
bee | & 0 ad d ad a d -

Table 5.2. ¢-Chart for Example 5.3

Tison presented a consensus-based technique for forming inclusion formulas (Tison 67). Givcn
the Blake canonical form for a function, labels are affixed to each prime implicant to create a
formula. Then for eaci binate variable in the formula, all possible consensus tern.. are created and
added to the formula. If a new term is absorbed, then it is deleted. After consensus operations are
performed for all binate variables, the resulting formula yields the inclusion formulas. Exainple 5.4

demonstrates Tison’s method with an example taken from (Tison 67).

Example 5.4: Given a function f, where BCF(f) is defined by the equation

BCF(f)=az' +ay+bz' +by+ bz + 'y +2'2' + zy + y2', (5.58)
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we associate labels with the prime implicants of the functions as follows:

e az’ : Py;

e ay: P;;

o bz’ : Ps;

o by: Py

e bz : Py,

o z'y : Pg;

o z'z . Py

e zy: Pg; and
o yz' : P,.

We thus generate the formula

oz’ Py + ayP; + bz’ Py + byPy + b2Ps + 'y Ps + ¢'2' Pr + zyFgs + yz' Po. (5.59)

Since z,y, and z are the binate variables in (5.59), consensus operations are performed with

respect to these variables. First, all consensus terms are formed with respect to z:

e ayP, Py is the consensus of az’ P; and zyP;;
e byP3 Py is the consensus of bz’ P3 and zyPg; and

e yz' P; Py is the consensus of z'z' Py and zyPs.

We add the new terms to (5.59) to form

ar'P) + ayP; + bz’ P3 + byPy + b2Ps + 'y Ps + 2’2’ P (5.60)
+ zyPg + yz' Py + ayP1 Ps + byP;Pg + yz' P7Ps.
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All consensus terms are then formed with respect to y:

e az’'P,Pg is the consensus of ayP; and 2’y Fs;

e bz'PyPs is the consensus of byP, and z'y Ps;

o z'z' PsPy is the consensus of =’y Ps and yz' /y;

o az’P; PgP, is the consensus of ayP;, Pg and z'y Ps;

e bz'P3PgPy is the consensus of byP; Ps and z'y Pg; and

e z’2' PPy Py is the consensus of z'y’ Ps and yz’ Py Pg.

When the new consensus terms are added to (5.60), we find that terms az’Py PgPs, bz’ P3PeFs,
and z'z’' Pg PrPg are absorbed by other terms. Hence, these terms are deleted. The formula which

results is

az'Py +ayP; + b2’ P3 + byPy + bzPs + 2'y P + 2’2’ Py + zyPs + y2' Py (5.61)
+ ayP1 Ps + byPsPg + yz' PsPg + az' P; P + bz’ Py Ps + =’z Ps Py.

All consensus terms are then formed with respect to z. The resulting terms are bz’ Pg Pz,
byPs Py, by Py P7 Pg, and bz' Ps PsPy. These terms are added to (5.61) to generate the formula which

yields the inclusion formulas:

az' Py + ayPy + bz’ Py + byPy + bzPs + 2'y' Ps + 2'2' Py
+ zyPs + yz'Pg +ayP, Pg + byP3 Py + yzlP'rPa +az' P Pg (5.62)
+ bl’Pqu + ZIZIPGPQ + bz'P5P7 + byPs Py + bypsp'rps + b2,P5P5P9.

To form the inclusion formula for prime implicant az’, the labels in the terms in (5.62) which
contain the literals az’ are summed. Since terms az’P; and az’'P;Pg contain az’, the inclusion

formula for az’ is P; + P, Ps. Inclusion formulas for the prime implicants are as follows:

e az’ : Py + P;Ps;
e ay: P; + P, Pg;
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e bz’ : Py+ PyPg + PsPy + Ps P Py;
by: Py+ P3Ps + Pg Py + PP Pg;
e bz : Py,

e z'y : Pg;

o 2'z' : Py 4+ PePy;

e zy: Pg; and
o yz' : Py + PyPs.

We obeerve that the formula from which the inclusion formulas are generated, e.g., (5.62),
is nothing more than the Blake canonical form of the function represented by the formula (5.59)
derived by affixing labels to the prime implicants of the original function. The successive consensus
operations are an organized way of performing the technique of iterated consensus to develop a

Blake canonical form.

Reusch showed that any disjunctive form which represents a function may be used as a base
for **~ development of inclusion formulas (Reusc 75). He also introduced a modified version of
Ghasala’s ¢-chart in which the rows are associated with n prime implicants of the function and the
columns are associated with m terms in the base. Entries in the chart are derived by forming p; /¢,
the division of prime implicant p; by the term t; (Table 5.3). Sum-to-one subsets of the entries in
the j- th column correspond to subsets of the prime implicants which cover the j-th term of the

base. We will use Reusch’s form of the ¢-chart in the remainder of this work.

t t2 . t; ves tm
PP/t pfta oo pifty oo piftm
pa | P/ti pafta - pafty - paftm
pi | p/ts pifta -+ pift;y - Pi/tm
Pn | Pn/ti Pafta -+ Pafti - Pnftm

Table 5.3. Formation of Reusch’s ¢-Chart
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The emphasis of the foregoing discussion has been placed on the development of inclusion
formulas for bases corresponding to single functions f. However, several of the processes either

handle intervals [g, A] or may be extended to do so. We now examine Tison’s extension for intervals.

Tison’s method for developing inclusion formulas for intervals adds several steps to the process
outlined for functions. Similar to his method for functions, labels are affixed to the prime implicants
of tke upper-bound function h and a Blake canonical form is generated. However, prior to this
process, all prime implicants which are useless with respect to the lower-bound function g are
deleted. The formula which results is used in combination with the terms of the formula G which
represents g to form inclusion formulas denoting the coverage of terms in G by subsets of the prime
implicants of h. The conjunction of the inclusion formulas derived for each term in G yields the
set of irredundant formulas which represent functions belonging to the interval. We demonstrate

Tison’s method with an example taken from (Tison 67).

Example 5.5: Suppose we are given an interval [g, k],

g = abd' +a'bd+a'b'c+a'cd (5.63)
h = ab +ac+ad +a'dc’ +a'bd+bc+bd +cd+c'd. (5.64)

The right-hand side of (5.64) ie the Blake canonical form for h.
The prime implicant ad’ of h is useless, since g-ab’ = 0. All other prime implicants are useful.

Using the remaining prime implicants of A, a formula

acP, + ad' Py + a'bc’ Py + a'bdPy + bePs + Vd'Ps + cdPr + cd' Py (5.65)

similar to (5.59) is developed. Using (5.65), we develop the Blake canonical form:

acP, + ad'P; + a'bc' P3 + a'de4 + b'cPs + b'd' Pg + cdP7 + C'd’Pg
+bedP Py + bc'd’ P, Py + a'c’'d' P3Pg + a’'cdPyPs + ¢cdPy Py Ps + c¢'d' P, P3P (5.66)
+ad’' Py Py + b'd’' Py Pg + a'bdPaP7 + a’'bc’ Py Py + acP3 Pr + b/ cPs Py.

Terms on the right-hand side of (5.63) are used in combination with (5.66) to form inclusion
formulas for the terms in G. Inclusion formulas are developed as follows:

e abd’ : Only terms ad’' P; and ad' P, Pg in (5.66) contain a subset of the literals of abd’. Thus,
an inclusion formula denoting the coverage of term a>d’ is P; + P; Ps.




o a’'bd : Terms a’'bd P, and a’bd P3P contain a subset of the literals of a’bd. An inclusion formula
denoting the coverage of term a’bd is Py + P3 P;.

e a'tc: Terms b'cPg and b'cPgPr contain a subset of the literals of a’dc. An inclusion formula
denoting the coverage of term a'b'c is Ps + PgPy.

e a'cd : Terms cdPy and cdP; Py Py contain a subset of the literals of a’cd. Additionally, term
a’cdPyPs contains a subset of literals of a’cd. Hence, an inclusion formula denoting the
coverage of the term is Py + Py P Ps + P4 P;. However, since term P, P,P; is absorbed by
P4 Pg, we simplify the formula to form P; + P P;.

Computing the conjunction

(P2 + P1Ps)(Ps + P3Pr)(Ps + PgPr)(¥7 + PyPs) (5.67)

of the inclusion formulas yields a formula which denotes the set of irredundant formulas F which
represent a function f in the interval [g, A].

Multiplication Algorithm. In the last section we surveyed a number of algorithms found
in the literature. A number of different bases as well as techniques for developing inclusion formulas
are used in these methods. In this section we present a new base for a interval [g, h]. Procedure 3.6
in Chapter 3 is then used to develop inclusion formulas denoting coverage of terms in our base by

subsets of prime implicants of h.

We desire a base which consists of a small number of terms. This is important because for
each term in the base, we develop an inclusion formula which denotes the coverage of each term in
the base by subsets of the Pls of h. All inclusion formulas are then multiplied together to derive
a formula similar to (5.52). After absorption, a formula is derived which denotes the irredundant
formulas representing functions f belonging to the interval [g,h]. The fewer the terms in the
base, the fewer the inclusion formulas that have to be multiplied together to derive the expression
representing irredundant formulas. Thus, a base consisting of a small number of terms requires
less work than a base with a large number of terms to develop the set of irredundant formulas

representing functions in the interval g, h].
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A base that we propose is a simplified formula G representing the portion of the lower bound
9(X) of the interval [g(X), h(X)] that is not covered by essential prime implicants of h(X), i.e, the

function §(X) defined by the equation

g(X) = g(X) - hcu(x)- (5.68)

Using this base, inclusion formulas are generated to indicate the coverage of terms in G by useful,
conditionally-eliminable prime implicants of A(X). A multiplicative process then is used to develop
subsets denoting the coverage of §(X) by sets of the CEPIs. The addition of the essential prime
implicants to each irredundant set of conditionally-eliminable prime implicants which covers §(X)
yields a set of Pls the sum of which is an irredundant formula representing a function f belonging

to the interval [g(X), A(X)].

An algorithm is now presented for generating all irredundant formulas representing functions
in [g, h] bassd on the use of a multiplicative process. When developing the inclusion formula for
cach ¢ in G, we must use the same labels P; for corresponding prime implicants of A(X). After all
inclusion formulas are formed, the formulas are multiplied together to generate a formula denoting
the coverage of §(X) by subsets of the set of CEPIs. Since the inclusion formulas are collectively
unate, i.e., they consist of the same variables all of which are unate, the most efficient technique
for multiplying the formulas together is the unate cross-product operation implemented by Proce-
dure 2.3. Furthermore, after each product operation the resulting formula is made absorptive to

eliminate absorbed terms. Because the algorithm is multiplicative, we it the Multiplication Method.

Algorithm 5.3 (Multiplication Method): Given a 1-normal form specification ¢(X,z) = 1, all
irredundant formulas which represent Boolean functions f(X) belonging to the interval [g(X), h(X)]
developed from ¢(X, z) = 1 are formed in the following manner:

Step 1.

1. Form g(X) = ¢'(X,0) - ¢(X, 1).
2. Form h(X) = ¢'(X,0) + ¢(X, 1).
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Step 2.
1. Form a simplified formula to represent g(X) using Procedure 2.15 (Simplification). Call
the simplified formula G.
2. Develop the Blake canonical form for function h(X) using Procedure 2.20 (Blake canon-
ical form).

Step 3. Using Procedure 5.2 (Essential Prime Implicants), G, and BCF(h(X)), determine the
essential prime implicants of h(X).

1. Denote the set of essential prime implicants by H,,,(X) and the function formed by the
disjunction of the essential prime implicants by h,,,(X).
2. Denote the set of terms in G used to identify essential prime implicants in Proce-
dure 5.2—terms covered by the essential prime implicants—by G overed-
Step 4.
1. Form a set H of prime implicants consisting of all prime implicants of h(X) except the
essential prime implicants.

2. Use Procedure 5.3 (Covered Terms), H, and h,,,(X) to determine the terms in H covered
by heys(X). These terms comprise the set of inessential prime implicants of h(X); call
this set of terms H;peypen.

Step 5.

1. Remove from G the terms in Goyered; call the resulting formula G — Gegyered-

2. Using Procedure 2.10 (Subtraction), subtract the function h,,,(X) from the function
represented by G — G oyered-

3. Call the resulting formula G and the function which it represents §(X).
Step 6. Form the set H., of conditionally-eliminable prime implicants by removing the prime
implicants in H;,¢,,en from H.
Step 7. For each term t(X) in G:
1. Using Procedure 5.1 (Useful Prime Implicants), determine which prime implicants in set
H., are useful with respect to ¢(X). Call the set of useful prime implicants Hy,,ui.

2. Using Procedure 3.6 (Coverage of a Term), t, and H,,,¢syi, determine minimal subsets of
Hyyepur which cover t. The resulting formula denotes coverage of t by minimal subsets
of Huu]ul»

Notes:

e The same labels { Py, ..., P.} must be associated with prime implicants in H,, for every
term t in G.
e Step 9 of Procedure 3.6 is not executed; we use the formula resulting after Step 8 of the
procedure,
Call the set of formulas which result from this step P.
Step 8. Initialise an accumulator ACC to be equal to the term 1.
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Step 9.

e If P is empty, then all formulas generated in Step 7 have been multiplied together; the
resulting formula is contained in ACC. Continue to Step 11.

e Otherwise, continue to Step 10.
Step 10.

. Remove the first formula from P and call it Q.

Using Procedure 2.3 (Unate Cross-Product), form the product of formulas Q and ACC.
. Make absorptive the formula resulting from Q x ACC.

. Replace the contents of ACC with ABS(Q x ACC).

. Return to Step 9.

AR B

Step 11. Formula ACC indicates the coverage of §(X) by minimal subsets of the set H., of
conditionally-eliminable prime implicants of A(X). Irredundant formulas which represent
functions f(X) belonging to the interval [g(X), h(X)] are formed by combining each minimal
subset of the set H., which covers §{X) with the set H,,,.n of essential prime implicants of
h(X).

Once Procedure 3.6 is used in Step 7 of Algorithm 5.3 to determine minimal subsets of
the conditionally-eliminable prime implicants of A(X) which cover terms in 5, we develop an

upper bound on the number of irredundant formulas for functions f(X) belonging to the interval

{9(X), A(X)]. This upper bound is calculated by:

1. determining for each term ¢ in G the number of minimal subsets of the prime implicants of
h(X) which cover the term, i.e., the number of terms in the associated inclusion formula; and

2. forming the product of the resulting numbers.

The number of irredundant formulas which may represent a function often is only a fraction of
the upper bound. In some cases, however, the number of irredundant formulas is very close to the
upper bound.

Example 5.6 demonstrates the application of Algorithm 5.3 to generate all irredundant for-

mulas for the interval of Example 5.2.

261




Example 5.6: Given a 1-normal form specification ¢(X,z) = 1, from which we have formed the

functions
9(X) = uvwasyz+uvuw'z'yz + vvwz'y (5.69)
h(X) _ ululwlyzl +uvw'z's + ulvlwlzly + uw'z'y’z' + uvwlzlyl +v'w'z'y's (5-70)

+ v'wz'y'z + v'v'wzy + u'vwy'z + wvwyz’ + vwz'yz + vvwz'y,
in the interval (g(X), A(X)], we apply Algorithm 5.3 to determine all IDFs which represent functions
f(X) belonging to the interval [g(X), h(X)].

Step 1. This step was performed by forming g(X) and h(X) from the 1-normal form ¢(X, z) = 1.

Step 2. A simplified formula to represent g(X) is given by the right-hand side of (5.69). Moreover,
the right-hand side of (5.70) is BCF(h(X)).

Step 3. Using Procedure 5.2 to determine essential prime implicants, we find that the prime

implicant u'v'w’'z’y of h(X) is an essential prime implicant. Hence,

Hepw = {u'v'w'z'y}- (5.71)
Additionally,

Geovered = {u'v'w'z'yz}. (5.72)

Step 4. After determining the essential prime implicants, the set H of prime implicants is formed
which consists of all the prime implicants of A(X) except the essential prime implicants. The
set B is defined s follows:

34 [
H = {u'vv'yz' v'v'v'z's uu'z'y 2 uwu's'y, vu'z'y' 2, (5.73)

v'wz'y'z, v wzy , u'v'wy z, vvwys', vwz'yz, v'vwz'y}.

Using Procedure 5.3 (Covered Terms), H, and heyo(X), the terms of H covered by hego( X)
are identified. These terms comprise the set of inessential prime implicants of A(X). In this
example,

Hinuun =0. (5-74)

Step 5. Removing the terms in G.oyered from G, we form G — G.opered- Subtracting h.,,(X) from
the function represented by G — G oyered, the function §(X) is thus formed:

§(X) = v'v'wzy'z + vvwz'y. (5.75)

Step 6. The set of conditionally-elinﬁna‘\ble prime implicants, H.,, is defined by removing the
prime implicants in Hinesgen from H. Since Hineosen i8 equal to empty set, H., is equal to
, i.e.,

H., = {u'vuwy, v'vuw'zz uw'z'y s wuw'z'y,vv'z'y'y, (5.76)

vwz'y'z, uw'v'wzy, u'v wy 2, u'vwys’ , vwz'yz, wvwz'y}.
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Step 7. For each term of the base, G, we use Procedure 3.6 (Coverage of a Term) to develop
a formula which indicates the coverage of the term by subsets of H.. Prior to applying
Procedure 3.8, we determine for each term the elements of H., which are useful with respect
to the term.

For term v'v'wzy z, the useful conditionally-eliminable prime implicants are

{v'v'wzy, v'v'wy'z}. (5.77)

The formula returned by Procedure 3.6 denoting the coverage of u'v'wzy'z by subsets of
(5.77) is

P74+ Ps. (5.78)

The subecripts of the terms in (5.78) denote the respective prime implicants in (5.76) which
cover u'v'wzy'z. Hence, the term may be covered either by the seventh or by the eighth
element of (5.76), i.e.,

u'v'wry (5.79)

v'vwzy'z <
) / !
vvwzyz < uvuwyaz.

Similarly, for term w/vwz’y, the useful conditionally-eliminable prime implicants are:

{v'vwyz', vwz'yz, v'vwz'y}. (5.80)

The formula returned by Procedure 3.6 denoting the coverage of v'v'wzy'z by subsets of
(5.80) is

Py + PyPyg. (5.81)

Hence, the term u'vwz’y may be covered either by the eleventh element of (5.76) or by a
combination of the ninth and tenth elements, i.ce.,

v'vwz'y (5-82)

u'vwyz’ + vwz'yz.

vowz'y <
<

v'rwz'y

Steps 8-10. Since there are two terms in each of the formulas (5.78) and (5.81), an upper bound on
the number of irredundant formulas for f(X) is four. We develop a formula which indicates the
conditionally-eliminable prime implicants in each irredundant formula for f(X) by multiplying
(5.78) and (5.81). The resulting formula is

P1Pyy + PyPyPyg + PgPy; + PgPyPio. (5.83)

Step 11. Since (5.83) consists of four terms, there are four irredundant formulas for f(X). Each
formula is formed by adding the conditionally-eliminable prime implicants denoted by each
term of (5.83) to the essential prime implicant u'v'w’z’y. In the first irredundant formula
we add the prime implicants associated with P; and P;;—the prime implicants u'v'wzy’ and
u'vwz'y, respectively. The remaining irredundant formulas are similarly developed. We thus
generate the irredundant formulas which represent functions in [g(X), A(X)]:
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u'v'w'z'y + v'v'wzy + vvwz'y

v w'z'y + u'vwzy + vvwyz’ + vwz'yz (5.84)
uv'w'z'y + uv'wyz + vvwz'y

uv'u'z'y + v'v'wy'z + vowyz’ + vwz'yz.

Computational Results

In this section we compare the execution times for Algorithms 5.1, 5.2, and 5.3 on several
sets of example functions and intervals. Data on each set of functions is listed in Appendix B.
Each algorithm is programmed in the Scheme dialect of the LISP programming language. The
implementation of Scheme used is PC Scheme, a version which runs on IBM-compatible computers.
The computer used to produce the results was a 20 MHz, 80386-based, IBM-compatible computer.
PC Scheme was run as a task in the Microsoft Windows environment. Of particuar significance is
the fact that PC Scheme uses only 640K of computer memory; an implementation of Scheme hosted
on a workstation or a minicomputer should yield results in some cases where an implementation

on a personal computer will not.

Table 5.4 contains the execution time for each algorithm on Data Set B, a set of completely-

specified functions. The times listed in the tables are given in the format:

minutes:seconds.hundredths of a second.

The times listed for each algorithm include the time required to generate the Blake canonical form
for each function as well as to develop a simplified formula to represent the function (step 1 of each
algorithm). We include as a separate entry the time required to perform these calculations in order
to illuminate the portion of computational effort devoted to these tasks. The number of terms in é
is pertinent to both Algorithms 5.2 and 5.3. The “upper bound” entry, generated by Algorithm 5.3,
is the projected number of irredundant formulas based on the number of terms in the inclusion

formulas. The “number IDFs” column lists the actual number of irredundant formulas produced
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by the algorithms. An entry of M denotes that the procedure ran out of memory for the respective

function. An entry of - denotes that we were unable to attain a result for the given item.

Function Time Alg Alg Alg | No Terms Upper Number
Identifier | BCF/Simp | 5.1 5.2 5.3 G Bound IDFs
Bl 0.11 0.66 0.44 1.04 0 1 1
B2 0.27 1.38 061 1.21 0 1 1
B3 0.66 4.06 1.32 192 0 1 1
B4 2,09 15.11 549 5.77 1 3 3
BS 5.55 M 3:21.19 49.21 7 1152 192
B6 22.25 | | | 43 1.95 x 10?9 -
B7 1:02.41 M M M 54 9.91 x 10?3 -

Table 5.4. Data Set B (Results)

Algorithms 5.2 and 5.3 were able to produce a result for function B5, a function for which
Algorithm 5.1 ran out of memory. Algorithms 5.2 and 5.3 produced results more quickly than
Algorithm 5.1 for all functions except the simplest one (B1). Algorithm 5.2 produced a result more
quickly than Algorithm 5.3 for simple functions; Algorithm 5.2 was better for BE which has many
irredundant formulas. In cases where the upper bound on the number of formulas is in the millions

or greater, none of the algorithms is able to produce a result without exhausting memory.

Table 5.5 contains the results for each algorithm for Data Set C, a set of completely-specified

functions. The results are similar to those produced using Data Set B.

Function Time Alg Alg Alg No Terms Upper Number
Identifier | BCF/Simp 5.1 5.2 5.3 G Bound IDFs
C1 2.74 40.43 4.78 6.32 0 1 1
c2 7.85 2:38.78 23.46 21.75 1 2 2
c3 21.19 9:18.10 1:10.47 1:08.82 0 1 1
C4 34.71 M 2:16.27 2:06.99 3 8 4
Cc6 2:33.52 M M ! 17 2.18 x 101® -

Table 5.5. Data Set C (Results)
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Table 5.8 contains the results for each algorithm for Data Set D, a set of completely-specified
functions. Algorithm 5.1 produced a result only for functions D1 and D2; for other functions,
Algorithm 5.1 exhausted memory before yielding a result. Algorithm 5.2 and 5.3 work about equally
as well when the respective function is represented by a single irredundant formuia. In functions
which have only one irredundant formula, the associated formula consists only of essential prime

implicants. All other prime implicants are inessential.

Function Time Alg Alg Alg No Terms | Upper | Number

Identifier | BCF/Simp | 5.1 5.2 5.3 G Bound | IDFs
D1 3.73 55.14 4.78 5.77 0 1 1
D2 12.30 7:42.53 18.95 20.00 0 1 1
D3 30.00 M 51.57 51.85 0 1 1
D4 35.92 M 1:19.37 1:16.56 0 1 1
Db 1:17.18 M 2:52.79 2:48.67 0 1 1
D6 1:40.68 ¥ 4:44.29  4:34.47 0 1 1
D7 2:07.86 M 6:24.53 6:04.27 0 1 1
D8 3:47.01 M 12:18.96 2:02.11 0 1 1
D9 11:36.78 | M M 2 4 4
D10 7:07.93 M 20:45.84 28:31.75 0 1 1
D11 10:51.59 M M M 1 3 3
D12 11:52.99 M M M 0 1 1

Table 5.6. Data Set D (Results)

Table 5.7 contains the results for each algorithm for Data Set IC, a set of intervals. Typically,
Algorithms 5.2 and 5.3 compute a result faster than Algorithm 5.1. Algorithm 5.3 is able to pro-
duce a result for 1C10, an interval for which the other procedures exhausted memory. Additionally,
Algorithm 5.3 exhausts memory during the process of multiplying the inclusion formulas represent-
ing coverage of the terms of G; hence, an upper bound on the number of irredundant formulas is

calculated prior to exhausting memory.

In general, Algorithms 5.2 and 5.3 execute more quickly than Algorithm 5.1 and are able

to produce results in many cases where Algorithm 5.1 exhausts memory. Algorithm 5.2 seems to
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Function Time Alg Alg Alg No Terms Upper Number
Identifier | BCF/Simp | 5.1 5.2 5.3 é Bound IDFs
IC1 0.28 1.49 0.71 1.27 0 1 1
1c2 0.44 2.36  1.93 2.14 2 4 4
IC3 0.61 2.75 2.03 2.15 1 3 3
1C4 1.43 6.92 3.52 3.84 1 2 2
ICE 1.81  27.62 19.28 12.36 7 1200 48
IC6 2.48 3147 12.64 8.74 4 54 24
IC7 3.85 30.76 12.25 13.41 2 4 4
1c8 7.75 1:27.61 23.77 26.04 3 12 12
1c9 11.64 M M M 23 2.37 x 101! -
110 11.54 M M 28:38.89 10 2304 1728

1c11 24.06 M M M 19 5.97 x 108 -
I1C12 40.37 M M M 60 2.11 x 1033 -

Table 5.7. Data Set IC (Results)

be the best prc.. ure to use for relatively simple functions. Algorithm 5.3 computes results more

quickly than Algorithm 5.2 for moderately complex functions.

Summary

None of the algorithms presented in this chapter is able to produce a result in cases where an
upper bound on the number of irredundant formulas is more than about two thousand. In these
situations, we must be satisfied with finding a single irredundant formula which is minimal with

respect to a given cost criterion.

We summarise the new ideas presented in this chapter:

e A methodology for partitioning of the prime implicants was introduced which allows concen-
tration of effort on determining the useful conditionally-eliminable prime implicants which
will appear in each irredundant formula.

¢ Two new algorithms, Modified Brown’s Method and the Multiplication Method, were pre-
sented for determining all irredundant formulas which may represent a function. The par-
titioning of the prime implicants and the deletion of useless Pls were incorporated in both
techniques for efficiency purposes. Additionally, we introduced a base—G—used in the Mul-
tiplication Method which in general contains fewer terms than bases found in the literature.
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VI. Formation of a Single Minimal Formula

The formation of all irredundant sum-of-products formulas which represent a switching func-
tion is only possible when the number of irredundant disjunctive forms (IDFs) is relatively small.
For many functions of moderate complexity, the number of IDFs may be in the millions or greater.
Hence, we often must limit our effort to developing a single minimal SOP formula with respect to a

given cost criterion, or at the very least produce a near-minimal formula which closely approximates

the cost of a minimal formula.

The procedures presented in Chapter 2 for developing sub-minimal formulas (Procedures 2.31
and 2.33) yield relatively good irredundant formulas. In many cases, however, we desire a minimal
SOP formula to represent a function. In this chapter we present a set of algorithms for developing
minimal SOP formulas. These algorithms are similar in that each requires the formation of inclusion
formulas representing the coverage of prime implicants (PIs) of a function by subsets of the prime
implicants. After all inclusion formulas are formed, a reduction step is applied which decreases
the number of inclusion formulas while identifying prime implicants to be placed in the resulting
irredundant formula. In some cases, a minimal irredundant formula which represents a function
results after the reduction step. In other instances, there remains a set of inclusion formulas; a
search process is then required to judiciously select prime implicants for the final minimal formula.

The search process is discussed in Chapter 9.

Basic Methodology

We begin the process of forming a single minimal SOP formula F by using a 1-normal form
specification ¢(X,z) = 1 to develop an interval [g, h]. A base is then developed for [g, h]. The base
is used as a vehicle for developing inclusion formulas denoting the coverage of each term of the
base by subsets of the prime implicants of k. The inclusion formulas are used to identify the set of

prime implicants of A which compose F.
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A good base to use to develop a minimal formula F is one composed of prime implicants of
h. The rationale for this choice is that if prime implicants are used as the base, then the inclusion
formulas yield information which allows us to identify prime implicants to include in a minimal
formula as well as prime implicants to discard from consideration. A set of rules, which we call
reduction rules, facilitates this process. The reduction rules are so called because identifying prime
implicants to keep as well as to discard also facilitates a reduction of the number of terms and
literals in each of the inclusion formulas. The reduction rules are applied iteratively until they can
no longer be applied. Once this occurs, a search process must be used to identify the remaining
prime implicants to include in . We summarize the basic steps in the process of forming a minimal

formula F':

1. derive a 1-normal form specification ¢(X, z) = 1 if not already formed;

2. construct a general solution of ¢(X, z) = 1 for z, in the form of an interval g(X) < z < (X)),
i.e., z € [g(X), h(X));

3. develop the set of all prime implicants of A;
4. develop a base for [g, h);

5. develop inclusion formulas representing coverage of the terms of the base by prime implicants
of h;

6. reduce the inclusion formulas using reduction rules—identifying prime implicants of A to
include in F as well as to discard from consideration; and

7. use a search process to determine the remaining prime implicants to include in F.

For most simple and some moderately complex functions, the first six steps may identify all
of the prime implicants to place in F without having to perform the last step, i.e., search. Whether
this is possible is dependent on the function itself as well as the base used in the process. For highly
complex functions, search is generally required to form an irredundant formula. The first two steps
were discussed in Chapters 4 and 5. The search process is discussed in Chapter 9. We present in
turn the third through sixth steps in the remainder of this chapter. Step 3 is discussed in the next

section.
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Three Bases for a Function

An important issue in the foregoing methodology is the choice of a useful base for [g, h].
Bases discussed in the literature include the Blake canonical form of h, an IDF which represents a
function f in [g, A}, and any disjunctive formula which represents an f in [g, h]. We propose three
new bases for [g, h]. A distinguishing characteristic of each of these bases is that each is a subset of
the conditionally-eliminable prime implicants of 5. The bases differ in the way they are formed as
well as in the number of terms they comprise. The selection of one base over another should depend
on the available computational resources, e.g., memory space, the complexity of the interval {g, h),
and the time available for computation. We use a large base only if there is enough memory to

support its use.

Base #1 - All Useful CEPIs. The first base that we propose is the set of all useful,
condit..nally-eliminable prime implicants of A. This base is similar is some respects to the Blake
canonical form base used in (Ghaza 57), (Mott 60), (Gaine 64), and (Tison 67). However, since we
know that essential prime implicants will be contained in any minimal irredundant formula F and
inessential prime implicants will not be contained in F, we need only focus our effort on determining
the coverage of the CEPIs of a function by the prime implicants of the function. 7 his, however,
necessitates the partitioning a priori of the prime implicants of a function into essential, inessential,
and conditionally-eliminable categories—a technique used in Algorithms 5.2 and 5.3—at the outset
of the process. To limit the size of the base, as well as for a reason to be explained later, we perform
this partitioning at the beginning of each minimization algorithm presented in this work. After
the partitioning of the Pls is performed, the useful CEPIs are identified and the useless CEPIs are

discarded.

This base is used when an implementation of an algorithm which utilizes the base is hosted on
a computer which has sufficient memory capacity given the specification for which a minimal SOP

formula F is being developed. It is the base with the most terms; hence, the number of inclusion
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formulas representing coverage of each term of the base by subsets of the prime implicants of the
function is large. Consequently, a large memory is required to form the inclusion formulas and then
to apply the reduction rules which identify prime implicants to place in F as well as to remove

from consideration.

However, it is the most desirable base because it is the least likely to require an auxiliary

search process.

Base #2 - CEPIs of an IDF. The second base that we present is a set of conditionally-
eliminable prime implicants contained in an irredundant disjunctive form which represents a func-
tion f in [g, ). Chang and Mott (Chang 65) showed that an IDF of a function is a sufficient base.
However, we remove the essential prime implicants because they are contained in all minimal SOP

formulas.

After partitioning the prime implicants of f into essential, inessential, and conditionally-
eliminable categories, we form an IDF using Procedure 2.32 for functions or Procedure 2.34 for
intervals. If the set of essential prime implicants is first identified, then these two procedures are
more efficient for forming IDFs than is a general method for forming an IDF (e.g., Procedures 2.31
and 2.33). After an IDF is formed, the essential prime implicants are removed from the formula

leaving the terms of the base.

This base is the least desirable of the three bases presented because the formation of an IDF is
a very computationally intensive operation. However, it may be necessary to employ an algorithm
which uses this base if the memory capacity of the host computer is somewhat limited, because in
many cases this base contains the fewest terms of the three bases presented. Specifically, this base
tends to contain the fewest terms when the number of essential prime implicants of a function is
small relative to the total number of prime implicants. Hence, the number of inclusion formulas
which must be developed and stored in memory is generally smaller than when other bases are

used.
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Base #3 - CEPIs Covering §. In the multiplication method for finding all irredundant
formulas which cover a function, it suffices to form inclusion formulas denoting the coverage by the
CEPIs of each term in G, the formula representing §, for which § is defined by the equation § =
g—hess. On the other hand, we desire a base comprising prime implicants in order to take advantage
of reduction rules which allow us to identify, using the inclusion formulas, prime implicants to place
in a minimal formula F as well as prime implicants to discard from consideration. Fortuitously,
we can use G to identify particular conditionally-eliminable prime implicants to include in a base.

Specifically, we select CEPIs which alone cover at least one term in G.
Example 6.1: Function C4 contains three terms in G (see Table 5.5), i.e.,

G = abede’ f'g' hik'l! + a'bedef'i' k'l + a’bede f'gi' jk'. (6.1)

Using the prime implicants of C4, we develop inclusion formulas denoting the coverage of each term
in G by the CEPIs:

Py + PgsPra3
Pyos + ProrPr24 (6.2)
Pyos + Pro7P134Fss

The formulas (6.2) are the inclusion formulas for the terms in (6.1), respectively.

Prime implicant Peg = abcde’ f'g’ hi contains term abede’ f'g’ hik'l’. Similarly, prime implicant
Pyos = a’bedef'i'jk' contains both terms a’bede f'i'jk'l and a’bede f'gi’ jk’. Hence, prime implicants
Pae and Pjg5 are sufficient to form a base, because the two together cover the function §.

In Example 6.1 we used inclusion formulas to illustrate the coverage of terms in G by the
conditionally-eliminable prime implicants. However, inclusion formulas do not have to be formed
to identify the prime implicants which completely cover a term in G. We simply determine for each
term in G the CEPIs which are subsets with respect to literals of the term. Every term in G has

at least one prime implicant which alone contains it.

We develop a list of conditionally-eliminable prime implicants which completely cover terms

in G. While forming this list, we also keep track of the terms in G that each prime implicant covers.
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Then the set of prime implicants to include in the base is determined by following a greedy method

of selection, i.e.,

1. choose the prime implicant which covers the most terms in 5;

2. choose the prime implicant which covers the most terms in G that have yet to be covered;
and

3. continue in the same fashion until all terms in G are covered by some member of the base.

Procedure 6.1 implements the foregoing method for forming a base. Example 6.2 demonstrates
the application of Procedure 6.1. In Procedure 6.1, a structure called an association list is used
which affiliates an element with one or more items. For example, terms are associated with prime

implicants which cover them in the following manner:
((t1 p1 p2 p3) (t2 p3) (t3 p5 p6) (t4 p6é p7) (t5 p8)).

An association list is a structure used in LISP programming, typically affiliating an element with

one item; we use it in a more general fashion.

Procedure 6.1 (Base #3 - CEPIs Completely Covering §): Given the formula G which
represents § and the set H., of conditionally-eliminable prime implicants, we form a base in the
following manner:

Step 0.

1. Initialise an accumulator BASE to the empty set @.

2. Initialise an accumulator Goyereq to the empty set 0. Czcw.,.d will serve as an association
list in which each element is list containing a term in G along with the prime implicants
which completely cover the term. G oyered 18 completely formed in Steps 1 through 4.

3. Initialize an accumulator P.gy ey, to the empty set 8. Poyer, will serve as an association
list in which each element is list containing a prime implicant which completely covers at
least one term in G along with the terms that it completely covers. Peoy¢r, i8 completely
formed in Steps 5 through 8.

Step 1.

e IfGis empty, then we have determined for each term in G the set of prime implicants
that completely cover it. Continue to Step 5.

e Otherwise, continue to Step 2.
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Step 2.

1. Remove the first term from G and call it ¢.
2. Initialize an accumulator PI by copying into it the contents of H...

3. Also, initialise a list T,,,,. by placing ¢ into it.
Step 3.
e If PI is empty, then we have determined the prime implicants in H,, which completely
cover t. Place the resulting list T,,,,c in Geovered, and return to Step 1.

e Otherwise, continue to Step 4.
Step 4. Remove the first term from PI and determine whether it completely coniains t.
e If the prime implicant completely contains ¢, then append the prime implicant to the

list Ttu soc-

e Otherwise, do nothing.

Return to Step 3.
Step 3. Initialize an accumulator éum, by placing into it the contents of Ev'm,.,.d.
Step 6.

o If c‘;,.,,., is empty, then we have formed the association list P,,,,, in which each element

is a prime implicant associated with the terms in G that it completely covers. Continue
to Step 9.

o Otherwise, remove the first element from fv"“m, and call it T,,0.. Continue to Step 7.
Step 7.

e If all of the prime implicants have been removed from Ty,,,c, then return to Step 6.

o Otherwise, continue to Step 8.
Step 8. Remove the first prime implicant p from Tq,,0c.
e If p does not have a corresponding element in the association list P.oyers, then create

one by forming a list containing p and the term ¢ from the list Ty, 0c-

e Otherwise, append the term ¢ to the list Pqs40c corresponding to p in Peoyers.

Return to Step 7.

Step 9. Sort P.oyer, such that the prime implicant which covers the most terms is first, the one
which covers the second most terms is second, and so on.

Step 10. Remove the first element P,,,,. ftom P.oyer, and add the prime implicant p in P,,qp to
BASE.

Step 11. Determine the terms ¢ that the prime implicant p in P,,,o. completely covers (stored in
P,pu0c)- For each term t in P,,,,.:
1. Remove the corresponding list T,,,0 from 6“.,.,.4.

2. For the prime implicants p in T,,,0c, remove the term ¢t from their corresponding lists
Pasgoc in Peoyer,-
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Step 12. Remove lists Py,,oc from P.oyer, Which no longer contain any terms.
Step 13.

o If P,oyer, is empty, then we have formed the base. Return BASE.

o Otherwise, re-sort P.oyer, such that the prime implicant which covers the most remaining
terms is first, the one which covers the second most terms is second, and so on. Perform
this sort in a manner such that a prime implicant p which covers fewer terms than
previously precedes the prime implicants which previously covered the same number of
terms that p now covers, e.g., if p used to cover three terms, but now covers only one,
then place it before prime implicants that used to cover one term. Return to Step 10.

Example 6.2: We demonstrate the application of Procedure 6.1 to develop a base for function CS.
C5 has 93 conditionally-eliminable prime implicants; the formula G for C5 consists of 17 terms. In
this example, we will abstractly denote terms in G by the labels T}, T3,..., Ty7. Prime implicants
in H,., will be denoted by the labels Py, P;,..., Pg,.

Step 0.
1. BASE =0.
2. acw"cd =0.
3. Peovers = 0.

Steps 1-4. In these steps, the association list Geoverea is filled. After execution of these steps,
Geovered contains the set of lists:

( (T1 P63 P82) (T2 PE8) (T3 P63) (T4 P70 P7) (T5 P21)
(T6 P84 P24) (T7 P73) (T8 P84) (T9 P84) (T10 P73)
(T11 P70 P87) (T12 P35) (T13 P63 P82 P76) (Ti4 P65)
(T15 P63 P39) (T16 P63 P75) (T17 P65) )

Steps 5-8. In these steps, the association list P,.,.,, is filled. After execution of these steps,
P.oyers contains the set of lists:

( (P63 T1 T3 T13 Ti15 Ti6) (P82 T1 T13) (P68 T2) (P70 T4 T11)
(P7 T4) (P21 TB) (P84 T6 T8 T9) (P24 T6) (P73 T7 T10) (P87 Ti1)
(P35 T12) (P76 T13) (P65 Ti4 T17) (P39 T15E) (P75 P16) )

Step 9. We sort the association list P.oyer, in this step. The revised list is:
( (P63 T1 T3 T13 T15 T16) (P84 T6 T8 T9) (P82 T1 T13)
(P70 T4 T11) (P73 T7 T10) (P66 T14 T17) (P58 T2) (PT T4)
(P21 T5) (P24 T6) (P87 Ti11i) (P35 T12) (P76 T13) (P39 T15)
(P75 P16) )

Step 10. Element (P63 T1 T3 T13 T16 T16) is removed from P,y .y, and P63 is added to BASE.
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Step 11. We compute this step for terms T1,T3,T13,T15, and T16in (P63 T1 T3 T13 T15 T16).
At the completion of this step, P.oy¢rs contains the lists:

( (p83) (P84 Té T8 T9) (P82) (P70 T4 Ti1) (P73 T7 T10)
(P65 T14 T17) (P68 T2) (PT T4) (P21 T5) (P24 T6)
(P87 T11) (P36 T12) (P76) (P39) (P75) )

Steps 12-13. Lists which no longer contain terms are removed from P.oyers. Provers i8 then sorted.
A revised list is:

( (P84 T6 T8 T9) (P70 T4 Ti1) (P73 T7 T10) (P65 T14 T17)
(P68 T2) (P7 T4) (P21 T6) (P24 T6) (P87 T11) (P35 T12) )

Step 10. Element (P84 T6 T8 T9) is removed from P.,,.r, and P84 is added to BASE. BASE
then contains (P63 P84).

Steps 11-13. After (P84 T6 T8 T9) is added to the base, Pcoy¢r, i8 again revised and sorted. A
revised list is:

( (P70 T4 T11) (P73 T7 T10) (P65 T14 T17)
(P58 T2) (P7 T4) (P21 T5) (P87 Ti1) (P35 T12) )

Step 10. Element (P70 T4 T11) is removed from P.oy.r, and P70 is added to BASE. BASE
then contains (P63 P84 P70).

Steps 11-13. After P70 is added to the base, P,y ¢, i8 again revised and sorted. A revised list is:
( (P73 T7 T10) (P65 Ti14 T17) (P58 T2) (P21 T5) (P35 T12) )

Steps 10-13. In the remaining iterations, all of the remaining elements of P.,y.r, are added to
the base. The list returned by the procedure is:

(P63 P84 P70 P73 P65 P58 P21 P35)

The base thus consists of the set of conditionally-eliminable prime implicants:

{Pea, Pas, Pro, Pr3, Pss, Pss, Pa1, Pas}. (6.3)

If we are not able to use Base #1 due to memory constraints, this base may provide a useful
alternative. It is relatively simple to form—not neatly as computationally intensive as forming
Base #2. Moreover, in many functions the number of terms in this base is about the same as
in Base #2. Furthermore, we attain the added benefit that the prime implicants chosen to form
Base #3 are very likely to be included in the final irredundant formula F. This information is

useful during the search process, if search is required.



Comparison of Bases. We now compare the number of prime implicants contained in the
three bases for several sets of example functions. Tables 6.1, 6.2, and 6.3 contain the number of
terms in the bases for Data Sets B, C, and IC, respectively. For all three data sets, the number of
terms in Base #1 is significantly greater than the number of terms in Bases #2 and #3. For these

data sets, the number of terms in Bases #2 and #3 is about the same.

Function | Number | Essen | Base #1 | No Terms | Base #2 | No Terms | Base #3
Identifier Pls Pls | No Terms IDF No Terms G No Terms
B1 3 3 0 3 0 0 0
B2 5 4 0 4 0 0 0
B3 11 10 0 10 0 0 0
B4 25 19 3 20 1 1 1
BS 48 26 19 33 7 7 7
B6 127 33 87 68 35 43 43
B7 206 72 123 127 55 54 52
B8 525 112 400 274 162 187 183
Table 6.1. Data Set B (Bases)

Function | Number | Essen | Base #1 | No Terms | Base #2 | No Terms | Base #3
Identifier Pls Pls | No Terms IDF No Terms G No Terms
31 16 10 0 10 0 0 0
c2 51 19 3 20 1 1 1
c3 1i3 29 0 29 0 0 0
C4 149 37 7 39 2 3 2
Cb 321 42 93 49 7 17 8
cé 407 37 235 59 22 46 27
c7 446 44 174 61 17 31 18

Table 6.2. Data Set C (Bases)

Formation of Inclusion Formulas for Base Terms

Once the base for [g, h] is developed, inclusion formulas denoting the coverage of terms of
the base by subsets of the prime implicants of h are formed. An overview of a number of previous

approaches to this problem was presented in Chapter 5. First, we will discuss Cutler’s methods
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Function | Number ; Essen | Base #1 | No Terms | Base #2 | No Terms | Base #3

Ideutifier | Pls Pls | NoTerms | IDF | No Terms G No Terms
IC1 6 3 3 3 0 0 0
IC2 12 1 11 3 2 2 2
IC3 14 2 12 3 1 1 1
IC4 23 7 16 8 1 1 1
ICE 25 4 21 9 5 7 4
IC6 34 10 24 15 5 4 4
IC7 38 18 19 21 3 2 2
Ic8 61 24 32 27 3 3 3
1Co 96 8 92 32 24 23 21
IC10 81 24 54 35 11 10 10
IC11 136 31 98 52 21 19 19
IC12 183 14 168 61 47 60 53
IC13 206 45 156 79 34 32 32
IC14 295 38 255 106 68 77 68
ICib 398 23 373 123 100 113 101

Table 6.3. Data Set IC (Bases)

for forming inclusion formulas. We distinguish Cutler’s work from the methods discussed earlier
because he was one of the first to adopt the use of search to derive a single minimal formula F
rather than multiplying out the set of inclusion formulas to form all irredundant formulas. We
then present several new techniques which simplify the development of inclusion formulas for both

functions and intervals.

Previous Work. A technique for generating inclusion formulas for functions developed by
Cutler (Cutle 80, Cutle 87) combines both Ghazala’s and Tison’s approach to the problem. In his
method, coverage of a term ¢ of the base by the set S = {p1,p3,...,Pn} of prime implicants of a

function is determined as follows:

1. Divide each member »f S by t to form the set {p1/¢,p2/t,...,pn/t}. Elements p;/t which are
equal to 0 are dropped, thus leaving a set of terms.

2. Affix labels P;, P;, ..., P, to each member of {p1/t,p3/t,...,pn/t} to form the set
G = {Pi(p1/2), Popa/t) -, Pa(pa/O)}, (6.4)

in which each P;(pi/t) is a term.
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3. For each binate variable 2 in the resulting set, perform in turn the following steps:

(a) form all possible consensus terms;
(b) add the consensus terms to the set; and

(c) delete all terms which contain either z or 2'.

4. If a variable z is unate in the disjunction of terms of the set at any point in the process, then
delete all terms which contain z.

5. After all terms which contain unate X-variables are deleted and consensus operations with
respect to all binate variables are performed, the resulting terms represent the subsets of the
prime implicants which cover term t.

This method is essentially the same as we presented in Procedure 3.6 for determining the coverage
of a term by subsets of a set of terms. However, terms in the set S = {p;,p3,...,pPn} which are
unrelated to ¢t are not deleted in the process. Furthermore, Cutler did not discuss the theoretical

underpinning of the process, i.e., the elimination of the X-arguments to derive a formula denoting

the coverage of t.

Whereas we call the disjunction of terms in the final set the “inclusion formula”, Cutler,
Tison, and others have called it the inclusion function. We prefer our terminology because we
are not concerned with the function that the formula represents, but rather with what the formula
symbolises—coverage of a term by subsets of a set of terms. When the Blake canonical form is used
as the base, Cutler refers to the conjunction of the inclusion formulas—called the presence function
by Ghasala—as the Tison function. Moreover, if an irredundant disjunctive form is used as a base,
he calls the presence function the “abbrevisted” Tison function. (Chang and Mott (Chang 65)
originally demonstrated that an IDF is a suitable base; they referred to corresponding presence

function as the “abdreviated” presence function.)

Cutler also developed a method for using the prime implicants of h as a base for an interval
[9,h]. Cutler’s focus was on forming inclusion formulas for the useful prime implicants of the
function so that reduction rules could be used to reduce the inclusion formulas while identifying
prime implicants to place in a single minimal formula. His procedure for forming an inclusion

formula for a useful PI p; is as follows:
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1. Compute the product p; - g.

2. For each term t of p; - g, develop a formula denoting the coverage of ¢ by the useful prime
implicants of h. (Procedure 3.6 may be used to develop such a formula.)

3. Form the product of the formulas denoting the coverage of each term ¢. The equivalent
absorptive formula for the result denotes the coverage of prime implicant p; by the useful
prime implicants of A.

The goal of this method is to cover only the portion of prime implicant p; which is required to
cover g. The portion of p; which covers ¢’ is “filtered out” by the product operation p; - g. We

demonstrate this method in Example 6.3.

Example 6.3: Suppose we are given an interval [g, k], defined by

g = bed+abed (6.5)
h = ac+bd+bc+cd. (6.6)

The right-hand side of (6.6) is the Blake canonical form for h. Each prime implicant is useful.

For prime implicant ac, the product ac- g is formed:

ac-g = abed + ab'ed’. (6.7)

Formulas denoting the coverage of terms abcd and ab’cd’ by the prime implicants of h are then
developed. Denoting the prime implicants of h by the labels P;, P2, P3, and Pq, respectively, the

formulas developed are

e abed: Py + P; + P4 and
[ ] ab’cd’: P1+P3.

The product of P, + P, + P4 and P, + Ps,

P, + P,P; + P3P, (6.8)
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is the inclusion formula for prime implicant ac. Inclusion formuias are similarly developed for ali

prime implicants of h:

e ac: Py + P,P3 + P3Py,
e bd: P+ Py

e Yc: Py+ P;; and

e cd: Py+ P,.

The methods that we have discussed for developing inclusion formulas have evolved as the
result of research over the past four decades. In an effort to continue this progression, we now present

several new techniques which make the process of developing inclusion formulas more efficient.
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Formation of Inclusion Formulas for Bases #1 and #2. We introduce two techniques
for making the process of developing inclusion formulas more efficient in cases in which Bases #1
and #2 are used. First, we present a technique in which the identification of the essential prime
implicants of a function allows us to use the EPIs to simplify the development of inclusion formulas

denoting coverage of terms of the base. We achieve two benefits by using this technique:

1. the generation of inclusion formulas is more efficient; and

2. the resulting formulas contain fewer terms and literals.

In the second section, we introduce an approach which simplifies the generation of inclusion formulas

for intervals.

Essential PI Constraint. A term of the base is typically covered by a number of
combinations of prime implicants. In Example 5.3, the inclusion formula denoting the coverage of

prime implicant b’'ce is the formula

Py + Py Py + PyPg + Py P3Ps + Py Py Py + Py P3Ps. (6.9)

Hence, b'ce is covered by the prime implicant associated with label Pg—itself in this case—as well
as the combination of the prime implicants associated with labels P; and Py, etc. We also know in
this example that the prime implicants associated with the labels P;, P;, and P; are essential prime
implicants, which means that they must appear in the final minimal formula. We can thus treat
essential prime implicants as a “given”. It follows that if we identify the essential prime implicants
at the outset, we can then take them as given with respect to the remaining prime implicants.
For example, if we knew beforehand the essential prime implicants in Example 5.3, we then could

develop the formula
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Pg + P; + Py + P4, (6.10)

to represent the coverage of ¥ce rather than (6.9). (We form (6.10) by setting the labels associated
with the essential Pls in (6.9) to 1 and deleting absorbed terms.) The second term of (6.9) denotes
the coverage of b'ce by a combination of P, and Pr; however, since P, is an essential PI, only Py is
required to complete the coverage of the term. Hence, the second term of (6.10) is the single-literal

term Py.

To develop a formula such as (6.10) rather than (6.9), we restate the problem of forming

inclusion formulas denoting the coverage of a term by the prime implicants in the following manner:

Given the essential prime implicants of a function, form an inclusion formula denoting
the coverage by the conditionally-eliminable prime implicants of the portion of the term
not covered by h,,,.

Theorem 6.1 facilitates the solution to this problem. We first state the theorem and then discuss

its ramifications.

Theorem 6.1: Given a set F = {f1, fa,- .., fis fi41,++ -1 ft} of functions, and a function f formed

by summing the firsi i elements of F,

f=h+fa+ -+, (6.11)

for which f = 0 is consistent, the set F sums io one, i.e.,

h+hHa+ o +fitfin++f=1, (6.12)
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if and only if

f=0 = fin+--+hi=1 (6.13)

Proof. In view of (6.11), we restate equation (6.12) as follows:

f+fin+-+fi=1 (6.14)

By the definition of the inclusion relation, a + b = 1 & a' < b. Applying this equivalence, (6.14) is

equivalent to the statement

F <fim+tf (6.15)

By the Extended Verification Theorem, (6.15) is equivalent to

f=0 = fin+---+hi=1, (6.16)

provided that f = 0 is consistent. This completes the proof. O

In Chapter 3 we discussed the coverage of a term ¢ by subsets of a set T = {t1,¢3,...,¢:} of
terms. Procedure 3.6 implements a technique for determining these subsets. In Procedure 3.6, each
member of T is first divided by t to form the set T = {t1,%3,...,%:}. Then, sum-to-one subsets of
T correspond to subsets of T which cover ¢. This is the same basic approach employed by Ghazala,
Reusch, Cutler, and others. For example, the following correspondences may be made between

Reusch’s p-chart (Table 6.4) and the terminology used in Chapter 3:

e each term t; corresponds to the term ¢ to be covered;
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o the set {p1,pa,...,pn} of prime implicants corresponds to the set T; and

e terms in a column of the table compose the members of set 7.

In many cases, a sum-to-one subset of terms in a column of Table 6.4 includes terms p;/t; corre-

sponding to essential prime implicants p;.

t i t; tm
im/ti pfta - pfti - piftm
pa|pi/ts pafta -+ pifty -+ paftm
p | P/t pifta - Pifti - Piftm
Pn | Pn/ts Pnfta -+ Pnfti -+ Pnftm

Table 6.4. Reusch’s ¢-Chart

Theorem 6.1 enables the determination of subsets of the conditionally-eliminable prime impli-
cants which cover the portion of a term ¢; not covered by the essential Pls. If a number of essential
prime implicants combine with other Pls to cover t;, then all corresponding terms p;/t; form a
sum-to-one subset. If we view the sum of the terms p;/t; which correspond to essential Pls as f
in Theorem 6.1, then the terms p;/t; corresponding to CEPIs only need to cover what f does not
cover, i.e. f'. This concept is demonstrated by statement (6.15). Statement (6.16) states that if we
enforce the condition that f = 0, then the terms not contained in f which combined with terms of
f to form a sum-to-one subset will alone form a sum-to-one subset. Thus, enforcing the constraint
f = 0 enables us to determine the subsets of the conditionally-eliminable prime implicants which

cover the portion of a term not covered by the essential prime implicants.

Let us define a function, £PZ;, to be the sum of all terms p;/t; in column j corresponding

to essential prime implicants. We call the equation

EPI; =0 (6.17)
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the essential prime implicant constraint with respect to term t;. We shall refer to the essential

prime implicant constraint as the EPI-constraint.

We apply the methodology presented in Chapter 3 for determining the sum-to-one subsets
among a set of terms to determine such subsets in the j-th column of Table 6.4. Using this

methodology, we first form a system

n(X)/t(X) < P
n(X)/t(X) < P,

: (6.18)
pe(X)/t(X) < P,

which is in turn reduced to an equation fj(A,X) = 0. The function f;(4,X) is defined by the

equation

&
£i(4,X) =Y (m(X)/t;(X) - P)). (6.19)

i=1
In this case, we define the A-vector as the vector of labels associated with prime implicants, i.e.,
A = (P, P;,...,P). As in Procedure 3.6, terms p;(X)/t;(X) which contain unate variables or
unrelated variables with respect to t; are not used to form system (6.18). We must consider all

terms pi(X)/t;(X) in a column of Table 6.4 in making this assessment.

Once the equation f;j(A4, X) = 0 is developed, property (2.40) allows us then to form

f;(A, X) + EPT;(X) = 0. (6.20)

By combining the equations f;(A4, X) = 0 and £PT;(X) = 0, we thus enforce the condition that the

terms p;/t; corresponding to essential prime implicants be set equal to 0. We apply goal-directed
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elimination to eliminate the X-arguments in (6.20) to form an equation g;(A4) = 0, for which g;(A4)

is defined by the equation

9;(A) = ECON(f;(A, X) + £PI;(X), X). (6.21)

After elimination, g;(A) is represented by its Blake canonical form. Terms of BCF(g;(A)) denote
the coverage of the portion of a term ¢, not covered by the essential prime implicants by subsets of

the conditionally-eliminable prime implicants.

Prior to performing the elimination process, we take several steps which reduce the compu-
tations and memory space required to eliminate the X-arguments. First, we represent £PZ;(X)
by its Blake canonical form. We then use relative absorption and relative simplification to simplify
Fj(A, X) relative to BCF(£PZ;(X)). We denote the resulting formula by the notation F;(4, X)
and the function it represents by the notation fj(A, X). By the Relative Simplification Theorem
(2.123), the functions f + g and f + g are equal. It then follows that equation (6.21) is equivalent

to the equation

9;(A) = ECON(fi(A, X) + £PL;(X), X). (6.22)
Hence, we may eliminate the X-arguments from f;(A4,X) 4+ £PZ;(X) rather than f;(4,X) +
EPT;(X) to form g;(A).

Because no terms in the formula BCF(£PI;(X)) contain any A-arguments and every term
in the formula F; (A, X) does, terms in BC F(£PZ;(X)) may absorb terms in Fj(A, X). We use the
relative absorption operation to remove terms in Fj(A, X) absorbed by terms in BCF(EPTI;(X)).

We thus form F;(A, X), for which F;(A, X) is defined by the equation

F;(A,X) = ABSREL(F;(A, X), BCF(EPI;(X))). (6.23)
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One aspect of this operation is that all terms p;(X)/t; (X)- P! corresponding to essential prime impli-
cants in F;(A, X) will be absorbed by terms in BCF(£PZ;(X)). Consequently, terms p;(X)/t;(X)
corresponding to essential prime implicants are not used at the outset to form system (6.18). En-
tries corresponding to inessential Pls are not involved because we know that they are covered by
the essential prime implicants. Hence, only the conditionally-eliminable prime implicants are used

to cover the term ¢;.

After relative absorption, we simplify the terms in F;(4, X) relative to BCF(£PZ;(X)) to

form Fj(A, X), i.e.,

Fj(A,X) = SIMPREL(F;(A, X), BCF(£PI;(X))). (6.24)

The effect of this process is to reduce the number of literals contained in terms of F;(4, X). Fewer
computations are thus performed during goal-directed elimination. We now present an example

which illustrates the foregoing process.

Example 6.4: We develop the inclusion formulas for the function f from Example 5.3, for which
BCPF(f) is defined by the equation

BCF(f) =d'e + cde’ + a’cd + a'ce + ab'd + ab'e + b'ed + b'ce. (6.25)

The ¢-chart for f is given by Table 6.5. In this example, X = (a,b,¢,d,e) and A = (Py, Py, ..., Ps).
The inclusion formulas derived in Example 5.3 for each of the prime implicants are:

o de: P;

e cde’ : Py

e a'cd: P3+ PyPy;

e a'ce: Py+ P1Ps;

e ab'd: Ps;

o abe: Ps+ P, Ps;

o Yed: Pr+ P3Ps + P3Py + P;P3Ps + P3Py Py + Py PyPg; and
o blce : Py + Py Py + PyPs+ PyP3Ps + Py PyPs + Py P3Ps.

We conclude from analysis of the prime implicants that d’e, cde’, and ab’d are essential prime
implicants of f. Moreover, prime implicant ab’e is covered by the essential prime implicants, i.e.,
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T T, T3 T, Ts Te T Ta

de cde' a'cd a'ce ab'd abe bcd bce
P, de 1 0 0 d 0 d 0 d
Py cde' | 0 1 ¢ 0 ce’ 0 e 0
Py aded] O a’ 1 d 0 0 a add
Py ace|dc 0 e 1 0 0 ade a
Py abd| 0 ab 0 0 1 d a ad
Pes abe | ab’ 0 0 0 e 1 ae a
P, bed| O v / b'd c cd 1 d
Py bce | be 0 be v ce c e 1

Table 6.5. ¢-Chart for Example 6.4

Ts Ts T, T

a'‘cd a'ce bed bce
P, de 0 d 0 d
P; cde | € 0 e 0
P3; a'cd 1 d a add
Py, a'ce e 1 ade a
Ps abd| O 0 a ad
Pg abe 0 0 ae a
P; bed ! bd 1 d
Py bce | Ve Y e 1

Table 6.6. Revised ¢-Chart for Example 6.4
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it is inessential. Hence we may delete the columns corresponding to d'e, cde’, ab'd, and ab’e from
the ¢-chart to form a revised chart (Table 6.6).

For the column of Table 6.6 associated with T, we form Fg(4, X):

Fo(A,X)=d'P{ + a'dP;+ d'P; + adP{ + aP{ + dP; + P,. (6.26)

The function £PZs(X) is formed by summing the entries in the rows corresponding to the essential
Pls, i.e., rows 1, 2, and 5:

EPIs(X) =d' +ad. (6.27)
The Blake canonical form of £PZg(X) is the formulaa + d'.

Applying relative absorption, any term on the right-hand side of (6.26) which is absorbed by
a term in @ + d’ is deleted. We thus form

Fg(A,X) =a'dP} + d'P, + dP, + P,. (6.28)

We simplify the right-hand side of (6.28) relative to a + d’ to form Fa(A4,X). The term a
in BCF(EPIg(X)) forms the consensus terms dP; and P; with the first and second terms of the
right-hand side of (6.28), respectively. Since these terms absorb their parent terms, they replace
their parent terms in the formula. The right-hand side of (6.28) thus becomes

dP; + Py + dP; + Py, (6.29)

The new formula is then simplified with respect to the term d' in BCF(£PZg(X)). We thus form
Fg(A, X)’

Fo(A,X)= P} + P, + P; + P} (6.30)

Typically, we would then form gg(A) by eliminating the X-arguments from the equation

fa(A, X) + EPT4(X) = 0. (6.31)
Since fy(A, X) + EPZg(X) is represented by the formula

Py+Py+P;+ Pg+a+d, (6.32)

we observe by inspection that the elimination of the X-arguments a and d yields the formula
P3 + Py + P; + Py. Hence, P; + P, + P; + Py is the inclusion formula representing the coverage of
the term b'ce by the conditionally-eliminable prime implicants.

Similarly, we form the following inclusion formulas for the remaining terms:

e a'ed: Py + P;
e a'ce : P, + P;; and

e ¥ed: Pi+ Py+ P, + Pj.
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We observe in Example 6.4 that the inclusion formula P; + P{ + P; + Py representing the
coverage of the term b’ce by the conditionally-eliminable prime implicants is the same as (6.10).1
Hence, the methodology that we have developed accomplishes the stated objective of forming an
inclusion formula denoting the coverage by the conditionally-eliminable prime implicants of the
portion of the term not covered by essential prime implicants. The resulting inclusion formula has
fewer terms and literals than would otherwise be the case. Moreover, the relative absorption and
relative simplification operations allow us to reduce the number of terms and literals in the formula
developed prior to the elimination process. Hence, less work is required during the elimination

process.

The removal of essential prime implicants from the set of prime implicants for placement in
a minimal SOP formula is not in itself a novel idea. This idea is used in the heuristic minimization
program ESPRESSO (Brayt 84). To our knowledge, however, the introduction of a constraint to
simplify the formation of inclusion formulas is a new technique. We will shortly present a procedure
which implements this method. We first introduce a constraint for intervals [g, ] which simplifies

the development of inclusion formulas for a prime implicant base.

Don’t-Care Constraint for Intervals. Cutler (Cutle 80) developed a technique for
deriving inclusion formulas for prime implicants of an interval [g, h]. To form an inclusion formula

for a PI p; using his method, the following operations are performed:

the product p; - g is computed;
an inclusion formula is developed for each term ¢t of the formula representing p; - g;

the product of the resulting formulas is formed; and

Ll A e

the equivalent absorptive formula for the formula resulting from the third step is developed.

1 The formulas are the same with the exception that the labels associated with the prime implicants in our formulas
are complemented whereas they are not in other formulas. We use the complemented form in order to maintain
theoretical consistency with our development in Chapter 3.




The goal of this method is to cover only the portion of prime implicant p; which is included in
the lower bound function g; the portion of p; which covers g’ is removed by the product operation

p; + 9. This method is demonstrated in Example 6.3.

However, rather than placing emphasis on the product p; - g, 8 more direct approach to this

problem is to enforce validity of the condition

pi g =0, (6.3

In the same vein as the essential prime implicant constraint, equation (6.33) is a constraint that
we may employ to force the portion of the prime implicant p; that is included in the function g’
not to be covered. The effect of enforcing this condition is that rather than having to form a set
of inclusion formulas—one for each term of the formula representing p; - g—and then performing
product and absorption operations, we achieve the same result in the process of forming a single

inclusion formula.

In view of (2.85), we can make the following statement:

f=0 = f/t=0. (6.34)

Hence, equation (6.33) implies the equation

(pj-9')/pi =0. (6.35)

Additionally, rather than complementing function g and multiplying by p;, the function p; - ¢’ may
be rewritten as p; — g by the definition of subtraction. Hence, to form the left-hand side of (6.35),
we subtract ¢ from p; and divide the result by the term p;. Equation (6.35) may be used in the

same manner as the EPI-constraint.
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The don’t-care set of a function is defined by minterms or the function h—g. By the definition
of subtraction, & — ¢ may be rewritten as h . g'. The function p; - ¢’ is included in the function
h.g', since p; is a prime implicant of h. I¢ follows that minterms of p; - ¢’ are members of the
don’t-care set of the function. We thus denote the function (p; — g)/p; by the notation DC; and

call the equation

DC; =0 (6.36)

the don't-care consiraint with respect to prime implicant p;. We also refer to the don’t-care

constraint as the DC-constraint.

The DC-constraint is handled in conjunction with the EPI-constraint introduced in the pre-

vious section. A system

n(X)/t;(X) < P
p(X)/t;(X) < P

(6.37)

IA ---

pe(X)/ti(X) P

is formed which is in turn reduced to an equation fj(A4,X) = 0. The function f;(4, X) is defined

by the equation

k
£i(4,X) = 3 (m(X)/t;(X) - BY), (6-38)

for which A = (P, P,,..., P,). We apply Property (2.40) to form the equation

fj(A,X)+€ij(X)+DCj(X) =0, (6.39)
which enforces both the essential prime implicant and don’t-care constraints.
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Terms p;(X)/t;(X) which contain unate variables are not used to form system (6.37). How-
ever, terms of the formula BCF(E£PZ;(X) + DC;(X)) must be added to the terms p;(X)/t;(X) in
a column of Table 6.4 to identify the terms which contain unate variables. In some cases, a variable

which is unate in the disjunction of terms in a column of Table 6.4 will not be unate in the formula

&
Z(pg(X) /t;(X)) + BCF(EPT;(X) + DC;(X)). (6.40)

=1
Entries corresponding to terms p;(X)/t;(X) which contain variables which are unate in (6.40) are

not used to form system (6.37).

Goal-directed elimination of the X-arguments in (6.39) yields the equation g;(A4) = 0, for

which g;(A) is defined by the equation

9;(A) = ECON( (4, X) + £PI;(X) + DCj(X), X). (6.41)

After elimination, g;(A) is represented by its Blak® canc..ical form. Terms of BCF(g;(A)) denote

the coverage by subsets of the CEPIs of the portion of a prime implicant p; which is:

e not covered by the essential prime implicants, and

e not a part of the don’t-care set.

Prior to elimination, we may again use relative absorption and relative simplification to sim-
plify the formula F;(A, X) which represents f;(A4, X). We first represent the function £PZ;(X) +
DC;(X) by its Blake canonical form. Terms in BCF(£PI;(X) + DCj(X)) may absorb terms in

F;(A, X). We thus perform the relative absorption operation

ABSREL(F; (A, X), BCF(£PI;(X) + DCj(X))) (6.42)
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to remove terms in F;(A, X) absorbed by terms in BCF(EPZI;(X)+DC;(X)). The formula which
results from the relative absorption operation is denoted by F;(4, X). Terms in F;(4, X) may then

be simplified relative to the terms in BCF(EPZ;(X) + DCj(X)) to form F;(4, X), i.e.,

F;j(A,X) = SIMPREL(F;(A, X), BCF(£PI;(X) + DCj(X))). (6.43)

Fj(A, X) represents the function f;(4, X).

In view of the Relative Simplification Theorem (2.123), equation (6.41) may be restated by

the equation

9;(A) = ECON(fi(A, X) + EPZ;(X) + DCj(X), X). (6.44)

Replacing f;(4, X) by f':, (A, X) facilitates a reduction of computations and memory space required

to eliminate the X-arguments. Example 6.5 demonstrates the use of the DC-constraint.

Example 6.5: In Example 6.3 we demonstrated Cutler’s method for forming inclusion formulas
for an interval [g, h):

g = bed+abcd (6.45)
h = ac+bd+bc+cd. (6.46)

The right-hand side of (6.46) is the Blake canonical form for h. Each prime implicant is a useful,
CEPI. The ¢-chart for the function is given by Table 6.7. In this case, X = (a,b,¢,d) and 4 =
(Px, P3, P3, Fy).

§ Tz T3 T4
ac bd bc cd
P, ac| 1l a a a
P, bd|bd 1 0 b
Py beid 0 1 v
P, 4 cd d c d 1

Table 6.7. ¢-Chart for Example 6.5

To develop an inclusion formula for PI ac using Cutler’s method, the product ac- g is formed.
The function ac - g is represented by tlie formula abed + ab’cd’. Inclusion formulas for each term in
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abed + ab'cd’ are developed. The formulas, Py + P; + P4 and P, + P; are then multiplied together
to form the inclusion formula Py + P; P3 + P3P, for prime implicant ac.

The function DC;(X) associated with prime implicant ac is defined by the equation

DCy(X) = (ac — (bed + ab'cd’))/ac (6.47)
Computing the right-hand side of (6.47) yields

DCy(X) = (abed’ + ab'cd)/ac = bd' + b'd. (6.48)
Hence, the DC-constraint for ac is
bd’' + b'd = 0. (6.49)

For the column of Table 6.7 associated with T}, we form F,(4, X):

Fi(A, X) = P, + bdP, + ¥ P, + dP,. (6.50)

Since there are no essential prime implicants, the function £PZ(X) is identically equal to
sero. The formula bd' + b'd representing DC1(X) is its Blake canonical form. We are not able to
absorb any term of (6.50) with either term of BCF(DC,(X)).

We then simplify the right-hand side of (6.50) relative to bd’ +b'd to form Fy(A4, X). The term
bP; is formed by the consensus of bd’' in BCF(DC;(X)) with the second term of the right-hand
side of (6.50). Since this term absorbs its parent term in (6.50) it replaces its parent term in the
formula. We thus form #;(A4, X) from the right-hand side of (6.50), i.e.,

Fy(A,X) = P{+bP, + ¥ P, + dP,. (6.51)
We form g,(A) by eliminating the X-arguments from the equation

fi(4, X) + DCy(X) = 0, (6.52)

i.e.,

P +bP;+ b'Py+ dP{ + b'd+ bd' = 0. (6.53)

Eliminating arguments b and d yields the equation

P{ + P;P; + P3P, = 0. (6.54)

The left-hand side of (6.54) is the same inclusion formula, denoting the coverage of ac by the
conditionally-eliminable prime implicants, as formed in Example 6.3. The remaining inclusion
formulas are similarly formed.

Example 6.5 demonstrates the advantage of using the DC-constraint versus Cutler’s approach

to the problem. Rather than having to form several inclusion formulas, multiplying them together,
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and performing absorption, a single inclusion formula is generated to denote coverage of a prime

implicant.

In some cases, we find that a prime implicant p; is covered by the function £PZ;(X)+DC;(X).
This condition is identified by the combined EPI- and DC-constraint, because in such a circumstance
the function £PZ;(X) + DC;(X) is identically equal to one. Such a prime implicant is discarded

from consideration for inclusion in a minimal formula.

Inclusion-Formula Procedure for a General PI Base. We now present a proce-
dure which incorporates the EPI- and DC-constraints for generating inclusion formulas in cases
where Bases #1 and #2 are used. This procedure is equally applicable to both functions and
intervals. If a function f rather than an interval [g, h] is developed from the initial specification
#(X,z) = 1, then the function DC;(X) is identically equal to zero and thus has no effect on the

process. We assume in this procedure that all prime implicants are related to the PI p; for which

the inclusion formula is being developed; hence, we do not include a check for unrelated terms.?

Procedure 6.2 (Formation of an Inclusion Formula): Given a prime implicant p;, the set
H., = {p1,-..,ps} of conditionally-eliminable prime implicants, a set LABS = {Pj,...,P[} of
labels associated with each member of H,,, the set H,,, = {pr+1,...,p1} of essential prime im-
plicants, and the lower-bound function g, an inclusion formula denoting the coverage of p; by the
conditionally-eliminable prime implicants is formed in the following manner:

Step 0.

1. Form the function p; — g using Procedure 2.10 (Subtraction).

2. Derive the function DC;(X) = (p; — g)/p; using Procedure 2.4 (Boolean Division).
Step 1. Using Procedure 2.4 (Boolean Division):

1. Divide each term in H., by p; and replace the contents of H., by the results.
2. Divide each term in H,,, by p; and replace the contents of H,,, by the results.

3. Remove from each set clements which are equal to 0.
Step 2.

1. Form £PZ;(X), the disjunction of terms in H,,,.

3The definition of a related prime implicant is given in Chapter 3. See Step 4 in Procedure 3.6.
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2. Form the Blake canonical form of £PZ;(X) + DC;(X) using Procedure 2.20.

Step 3. Determine the set V of X-variables which are unate in the formula formed by the disjunc-
tion of terms in H,, and BCF(£PZ;(X) + DC;(X)).

Step 4. Remove from V the variables contained in the term p;.

o If V =0, then continue to Step 5.

e Otherwise, remove from H., terms containing any variable in V and return to Step 3.

Step 5. Form the set H. = {p1-Pj,...,p:-P,} by affixing elements of LABS to the corresponding
elements of H,.

Step 6. Form Fj(A, X), the disjunction of terms in H..
Step 7.

1. Form the formula Fj(4, X), defined by
Fj(A,X) = ABSREL(F;(A, X), BCF(EPZ;(X) + DCj(X))).
2. Form the formula F;(4, X), defined by
Fij(A,X) = SIMPREL(F;(A, X), BCF(£PI;(X) + DCj(X)))-
Step 8. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f;(A, X) + £EPL;(X) + DC;j(X), X).

The function fj(4, X) + EPL;(X)+ DC;(X) is represented by F;(A, X) + BCF(EPL;(X) +
DC;(X))-

Step 9. The resulting eliminant is equal to gj(A) which is represented by BCF(g;(A)). The
resulting formula I'F; is the inclusion formula for p;. Return I'F; as the result.
Formation of Inclusion Formulas for Base #3. In the previous section we discussed
a method for forming inclusion formulas in cases in which Bases #1 and #2 are used. In this
section we present a technique for developing inclusion formulas for terms in Base #3, a set of

conditionally-eliminable prime implicants which covers the function §.

Using the same methodology as in the DC-constraint, we would like to enforce the condition
that the inclusion formula for p; denotes coverage of the portion of § that p; covers and nothing

more. We therefore enforce the condition

p;-§' =0 (6.55)
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from which follows the constraint

(p; —g)/p; = 0. (6.56)

We denote the function (p; — §)/p; by the notation 5, and call the equation

Gi=0 (6.57)

the G-constraint with respect to prime implicant p;.

The G-constraint is actually a combination of the EPI- and DC-constraints discussed earlier.

!

The function § is defined by the equation § = g - h,,,. Substituting for § in (6.55), we develop the

equation

pi-(9-h,,) =0. (6.58)

Equation (6.58) is equivalent to the system

pi-g = 0 (6.59)
pj'hcu = 0

The first equation of (6.59) is identical to (6.33), the condition we enforce in the DC-constraint.
The second equation means that the portion of p; covered by the essential prime implicants should

not be covered, which is in essence the LPI-constraint.
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We use the G-constraint in the same way as the EPI- and DC-constraints. We first form the

system

n(X)/tj(X) < P,
n(X)/tj(X) < P

: (6.60)
pe(X)/t(X) < P

in which each prime implicant p;(X) is a conditionally-eliminable prime implicant. The system is

then reduced to an equation f;(A4, X) = 0, for which f;(A4, X) is defined by the equation

k
fi(4,X) = Y (m(X)/t;(X) - Fi). (6.61)
i=1
We then form the equation
fi(A4, X)+G;(X) =0, (6.62)

which, by combining the equations f;(A, X) =0 and §j(X ) = 0, enforces the G-constraint.

Before forming system (6.60), terms p;(X)/t;(X) which contain unate variables or unrelated
variables with respect to t; are identified so that such terms are not used to form system (6.60).
We first represent G;(X) by its Blake canonical form. BCF(G;(X)) must be added to the terms
pi(X)/t;(X) in column j of Table 6.4 when determining terms p;(X)/t; (X) which contain unate
variables or unrelated variables with respect to t;. In some cases, a variable which is unate in the

disjunction of terms in a column of Table 6.4 will not be unate in the formula

]
Z »(X)/t;(X)) + BCF(G;(X)). (6.63)
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Entries corresponding to terms p;(X)/t;(X) which contain variables which are unate in (6.63) are

not involved in system (6.60).

Prior to elimination, we again use relative absorption and relative simplification. Terms in
BCF(G;(X)) may absorb terms in F;(A, X). We thus perform the relative absorption operation

to develop the formula Fj(4, X), defined by

Fj(A,X) = ABSREL(F;(A, X), BCF(G;(X))). (6.64)

Terms in Fj(A, X) are then simplified relative to the terms in BCF(G;(X)) to form F;(4, X), i.e.,

F;(A,X) = SIMPREL(F;(A, X), BCF(G;(X))). (6.65)

Elimination of the X-arguments from the equation

fi(4,X)+G;(x)=0 (6.66)

yields the resultant of elimination g;(A) = 0. The function g;(A) is defined by the equation

9;(A) = ECON(f;(A, X) + G;(X), X). (6.87)
After goal-directed elimination, g;(A) is represented by BCF(g;(A)). Terms of BCF(g;(A)) denote

the coverage by subsets of the CEPIs of the portion of a prime implicant p; which is:

e not covered by the essential prime implicants, and

e not a part of the don’t-care set.

Formation of an inclusion formula using the G-constraint is performed using Procedure 6.3.

Example 6.6 demonstrates the application of Procedure 6.3.
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Procedure 6.3 (Formation of an Inclusion Formula): Given a prime implicant p;, the set
H.e = {p1,...,m} of conditionally-eliminable prime implicants, a set LABS = {P{,..., P}} of
labels associated with each member of H,,, and the lower-bound function §, an inclusion formula
denoting the coverage of p; by the conditionally-eliminable prime implicants is formed in the fol-
lowing manner:

Step 0.

1. Form the function p; — § using Procedure 2.10 (Subtraction).

2. Derive the function §;(X) = (p; — §)/p; using Procedure 2.4 (Boolean Division).
Step 1. Using Procedure 2.4 (Boolean Division):

1. Divide each term in H., by p; and replace the contents of H,, by the results.

2. Remove from each set elements which are equal to 0.

Step 2. Form the Blake canonical form of G;(X) using Procedure 2.20.

Step 3. Determine the set V of X-variables which are unate in the formula formed by the disjunc-
tion of terms in H., and BCF(G;(X)).

Step 4. Remove from V variables contained in the term p;.

o If V =9, then continue to Step 5.

¢ Otherwise, remove from H., terms containing any variable in V and return to Step 3.

Step 5. Form theset H.. = {p1-Pl,....p: - P/} by affixing elements of LABS to the corresponding
elements of H.,.

Step 6. Form F;(A4, X), the disjunction of terms in H.,.
Step 7.

1. Form the formula Fj(A, X):
Fj(A, X) = ABSREL(F;(A, X), BCF(G;(X))).
2. Form the formula F;(4, X):
F;(A,X) = SIMPREL(F;(A, X), BCF(G;(X))).
Step 8. Using the quick method for forming the conjunctive eliminant (Procedure 3.1), form
ECON(f;(A, X) + G;(X), X).

The function f;(A, X) + §;(X) is represented by F;(4, X) + BCF(G;(X)).

Step 9. The resulting eliminant is equal to g;(A4) which is represented by BCF(g;(A)). The
resulting formula is the inclusion formula I'F; for p;. Return I'F; as the result.
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Example 6.8: The interval ICE is defined by lower and upper-bound functions g and k as follows:

g = a'bde'flg+a't'cdf'g +a'bede' fg' +a'bde’'f'g + ab'de' f'g’ + ab'c'de’ f' (6.68)
+ abede’g + abd'e’ fg' + abed'e’ f + abedf'g + abeef'g + bed'e’ fg' + bedef'g
h = d'bVcddefg +abde'f +bde'f'g+acdef +abcef +acef'g+ cdef'g (6.69)
+ beef'g +a'bed' f'g + b'cdf'g + acdf'g + b'de' fg' + ab'c'd'efg + o'V c'dfg’
+ bee’ fg' + abde’f + a'ce’ fg' + cde’fg' + ade’ fg' + ab'de’g’ + abede'g
+ abee' f + abe'fg' + a'b'df'g + a’bd'e’ f'g
The right-hand side of (6.69) is the Blake canonical form for h. Of the 25 prime implicants, the

first 21 are conditionally-eliminable and the last four are essential prime implicants. The function
§#(X) is defined by the equation

§(X) = abcdf'g + abcef'g + bedef'g + a’bed'e’ fg' + a'bcde' fg' + ab'de’f'g’ + ab'c'de’ ' (6.70)

Using Procedure 6.1 we use the conditionally-eliminable prime implicants and G to develop the
following base for the interval:

{ab'de’ f', beef'g, acdf'g,a’ce’ fq'}. (6.71)

The ¢-chart for the function is given by Table 6.8. The terms of the base form the columns, the
conditionally-eliminable prime implicants form the rows.

We present the development of the inclusion formula for prime implicant acdf’g which is
associated with the label P;;.

Step 0. The function GH(X ) associated with the G-constraint for the prime implicant is defined
by the equation

Gu1 = (acdf'g — §(X))/acdf'g = b'. (6.72)
Hence, the G-constraint for acdf’ g is
Y =0. (6.73)

Step 1. The division of members of H., by acdf’g is depicted by the column associated with acdf’'g
in Table 6.8.

Step 2. b’ is the Blake canonical form for ;.

Steps 3-4. Variables b and e are not unate; hence, no actions are taken.

Steps 5-6. From the column of Table 6.8 associated with P, we form Fy,(A, X):

Fi11(A,X) = b'e'Pj+ bVe'P; + beP; + ePy + eP; + bePy + b Pg + Pj, + be'P;,.  (6.74)
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P, Py Py Py
abldelfl bceflg Mdf’g alcelfgl

G, cg a'd’ b bd +bd
P, ad'bcdefyg 0 0 0 0
P, ab'de’ f’ 1 0 be 0
P bde'f'g g 0 be 0
P, acd'e f’ 0 ad’ 0 0
Py abce ' 0 a be 0
Pg cef'g 0 a e 0
Py cdef'q 0 d e 0
e beef'q 0 1 be 0
Py a'bed'f'g 0 a'd 0 0
Plo b'cdf’g cg 0 v 0
Py acdf'g cg ad 1 0
Py bde' fqg' 0 0 0 b'd
Pz ab'ddefg 0 0 0 0
P14 a’b’c’dfg’ 0 0 0 0
Py bee’ fg' 0 0 0 b
P15 abde’f 0 0 0 0
Py7 a’ce’ fg' 0 0 0 1
Plg cde’fg’ 0 0 0 d
Py ade' fg' 0 0 0 0
on ab’de'g' g’ 0 0 0
Py abede’g 0 0 be’ 0

Table 6.8. ¢-Chart for Example 6.6




Step 7. The formula ' representing Gy, absorbs terms b'e’ P, b'e’ P;, and b'P{, in F1;(A, X). We
thus form

F11(A, X) = beP; + eP, + eP} + beP} + P}, + be' P},. (6.75)

We then simplify the right-hand side of (6.75) relative to ¥ to form f‘u(A,_ X). We are able to
delete the literal b from the terms bePy, bePg, and be' P;;. The formula Fy;(A4, X) is defined
as follows:

Fy1(A,X) = eP} + eP} + eP} + eP} + P}, + €' P,. (6.76)
Step 8. Given F1;(4, X) and Gy, we form the equation Fyy(A,X)+ Gy =0
ePg+ePg+ePy+ePy+ Py +ePj,+b =0 (6.77)
Eliminating the X-argument b and e from equation (6.77) yields the resultant
Py, + PgP;, + PgP;, + PyP; + PP}, = 0. (6.78)

Step 9. The left-hand side of (6.78) is the inclusion formula for prime implicant acdf’g.
The inclusion formulas for the remaining prime implicants are:

o abde'f' : P+ PiP};:
o beef'g: Py + P{P;+ P{P; + PsPy; and
o a'ce'fg' : Piy+ P{;Pi5 + PisPjg.

The G-constraint is a single constraint that encompasses both the EPI- and DC-constraints.
A benefit of this constraint is that the handling of functions as well as intervals is dealt with
implicitly. The resulting inclusion formulas are very useful for the subsequent rule reduction and
search processes due to the fact that many prime implicants in Base #3 are likely to be in the final

minimal formula.

An additional benefit to the inclusion formulas for Base #3 is that the set of inclusion formulas
gives us a better estimate on the upper bound on the number of irredundant SOP formulas for a
given function. The number of elements of this base is usually smaller than the G base used in
the Multiplication Method for forming all irredundant formulas. Hence, the method we used to
estimate an upper bound in the Multiplication Method, i.e., forming the product of the number of

terms in each inclusion formula, will be closer to the actual number of formulas. For example, for
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function C5 the number of terms in the G is 17, whereas it is 8 in Base #3. An upper bound on the
number of irredundant formulas for C5 is shown in Table 5.5 to be 2.18 x 10!5. Using Base #3 and

the inclusion formulas developed using Procedure 6.3, we calculate an upper bound of 1.09 x 108,

We have now discussed the formation of a base and the development of inclusion formulas for
members of the base. The next step in the overall methodology is to reduce the inclusion formulas
using reduction rules. Given a prime implicant base and the corresponding inclusion formulas, the
reduction rules allow us to identify prime implicants to include in a minimal formula as well as
prime implicants to discard from consideration. However, to be able to judge when to discard one
prime implicant and when to keep another, we often have to determine whether one PI is better
than another. To do this, we associate a value, or cost, with each prime implicant. In the next

section, we discuss how these costs are determined.

Assignment of Costs to Terms

Common metrics for judging the coet of a circuit include the number of gates and the number
of gate inputs. In the case of a two-level circuit, it is possible to assign a cost to each AND-gate
in the circuit with respect to typical cost criterion such that the global cost of the circuit may be
determined by summing the individual costs of the AND-gates. For example, if the cost criterion is
the fewest gates, then each AND-gate is assigned a cost of 1. Summing the costs of the AND-gates
yields a circuit cost equal to the number of AND-gates. If the cost criterion is the fewest gate-inputs
(AND-gates only), then each AND-gate is assigned a cost equal to the number of its inputs. In this
case, summing the costs of the AND-gates yields a circuit cost equal to the AND-gate inputs in
the circuit. Because the cost of a two-level circuit may be determined by summing the cost of each
AND gate, the cost of the circuit may be determined by studying each term in the corresponding
SOP formula rather than the formula as a whole. A term in an SOP formula has a one-to-one

correspondence with an AND gate in the corresponding two-level AND-OR circuit.
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To form a minimal two-level AND-OR circuit, we derive a minimal SOP formula to represent
the given specification. We desire a set of terms for which the sum of the costs of the corresponding
AND gates is minimal. In the course of deriving a minimal formula, we often will have a choice
among several terms when only one is required. We choose the term for which the cost of the
corresponding AND gate is the smallest. Since each AND gate hus an associated cost, we in turn

associate this cost with the term which corresponds to the gate. We call this the cost of the term.

We now discuss how costs are assigned to terms for three different cost criteria: number of

gates, number of literals, and number of gates and literals.

Criterion #1 - Fewest Gates: To implement a two-level AND-OR circuit with the minimum
number of gates, we develop an SOP formula which contains the fewest terms. In this situation

each term is assigned a cost of 1 since one term is as good as another.

Criterion #2 - Fewest Gate Inputs: If the total number of gate inputs is the primary design
consideration, then the approach would be to find a formula which contains the fewest literals.

In this approach the cost of each term is assigned in the following manner:

o a term consisting of a single literal is assigned a cost of 1, and

o a term which contains more than one literal is assigned a cost equaling the number of
contained literals, plus one.

Prime implicants are terms which contain the fewest literals of the terms which may appear
in an SOP formula. Hence, all terms in a minimal SOP formula developed to minimize gate

inputs must be prime implicants.

Criterion #3 - Fewest Gates (Primary); Fewest Gate Inputs (Secondary): When we re-
quire a circuit with the fewest gates and also demand that the number of gate inputs be min-
imised, then we must find an SOP formula which consists of the fewest terms as the primary
consideration and the fewest literals as a secondary concern. We evaluate the cost of each

term as follows:
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e a term consisting of a single literal is assigned a cost of k, where k is a large constant,
and

e & term consisting of ! literals, I > 1, is assigned a cost of k + .

Care must be taken to ensure that k is properly scaled. k must be at least one order of

magnitude greater than the number of terms in the resulting SOP formula.

Given a set T = {t;,...,1;} of terms, a set A = {Py,..., P;} of labels associated with the
terms, and the cost criterion used to assign the cost, Procedure 6.4 associates a cost with each term
in T. An association list (defined earlier) is returned in which the label P; corresponding to the
term ¢; is paired with the term’s cost ¢;. Example 6.7 illustrates the lists returned by Procedure 6.4

for the three cost criteria.

Procedure 6.4 (Assignment of Costs to Terms): Given a set T' = {¢;,...,1;} of terms, a
set A= {P;, ..., P} of labels associated with the terms, and a cost criterion CRITERION, we
develop a list asscri~ling terms (labels) with costs in the following manner:

Step 0. Initialize an association list T,,,. to the empty set 0.
Step 1.
o If T is empty, then return Tg,,0c- Tassoc i8 the list associating terms (labels) with their
costs.

e Otherwise, continue to Step 2..
Step 2. Remove the first term ¢; from T and calculate the cost ¢; of t;. Remove the first label P;

o If CRITERION = Fewest Gates, then the cost ¢; of t; is 1.
o If CRITERION = Fewest Gate Inputs, then the cost ¢; of ¢; is calculated as follows:

— if t; consists of a single literal, then ¢; = 1; or
—~ if t; contains [ literals, I > 1, then ¢; = I + 1.

o f CRITERION = Fewest Gaies/Fewest Gate Inputs, then the cost ¢; of ¢; is calculated
as follows:

— if ¢; consists of a single literal, then ¢; = k; or
— if t; contains ! literals, { > 1, then¢; = k + .

Note: We assume that k is a large, pre-defined constant.

Form a list (P; ¢;) and - -nd it to Ta,.0c. Return to Step 1.
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Example 6.7: Given the set PI of prime implicants of interval IC3,

PI = {d'Vedef' a'cde'f,a'bed'ef,a’'bc'df',a’bc’ef’,a’'b'c'd'e’' f',ac'ef
abcde’ f', abc'de, abdef, ab'c'df, ab'cd'e’, ab'cd’ f', bc'de f'},

and a set P = {P,, P;,..., P14} of labels associated with elements of PI, we use Procedure 6.4 to

associate costs with each prime implicant.

Using the fewest-gates criterion, Procedure 6.4 returns the following list:

( (P1 1) (P2 1) (P3 1) (P4 1) (P5 1) (P6 1) (P7T 1)

(P8 1) (P9 1) (P10 1) (P11 1) (P12 1) (P13 1) (P14 1) ).

When the fewest-gate-inputs criterion is used, the following list is returned:

( (P16) (P26) (P3 7) (P4 6) (P65 8) (P6 7) (PT B)

(P8 7) (P9 68) (P10 6) (P11 6) (P12 6) (P13 6) (P14 6) ).

Given that k = 100, the list

( (P1 .05) (P2 105) (P3 106) (P4 105) (P5 105) (P6 106) (P7 104)

(p8 106) (P9 105) (P10 105) (P11 105) (P12 105) (P13 105) (P14 105) )

is returned when the third cost criterion is used.

The assignment of costs to prime implicants of a function is particularly important for judging
the benefit of one prime implicant over another. In the next section, reduction rules are presented
which allow us in many situations to select prime implicants to place in a minimal SOP formula
as well as to discard from consideration. In many cases, these decisions are based on the cost of a

given prime implicant.
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Reduction Rules

The use of prime implicants as a base and the assignment of costs to prime implicants are done
to facilitate the use of reduction rules. Reduction rules allow us to identify prime implicants to place
in a minimal formula F as well as prime implicants to discard from consideration. Furthermore,
these rules provide a8 mechanism for reducing the number of terms and literals in each of the
inclusion formulas. Thus, reduction rules are very important in reducing the complexity of the

problem of developing a minimal formula.

One of the key ideas on which reduction rules are based is the concept of domination as
illustrated in prime implicant tables. We first present an overview of prime implicant charts and
related terminology. We then introduce reduction rules, originally presented in (Gaine 64) and
(Chang 65), which are applicable when Base #1 is used. Finally, we propose a revised set of rules

which is applied when Bases #2 and #3 are used.

Prime-Implicant Tables. A prime-implicant table is a table which conveys the coverage
of minterms by prime implicants of a function (Quine 52). The minterms of the function g form
the columns, the useful prime implicants of A make up the rows. The prime-implicant table for the

function

f(a,b,¢,d,e) = d'e + cde’ + a’cd + a'ce + ab'd + ab’e + b'cd + b'ce (6.79)

of Example 5.3, for example, is given by Table 6.9. Typically, the prime implicants are ordered
such that the PIs with the least cost appear in the highest rows and the PIs with the highest cost
appear in the lowest rows. The minterms appear in order of their decimal notation. The rows
of Table 6.9 correspond respectively to the prime implicants on the right-hand side of (6.79), the

Blake canonical form for f.
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7 9 13 14 15 17 18 19 21 22 23 25 29 30
Py X X X X X X
P, X X X
Ps X X X
Py X X X
Py X X X X
Ps x X X x
Py X X X
Py X X X

If a single x appears in a column, the minterm associated with the column is covered by a
single prime implicant. The prime implicant in the corresponding row is thus an essential prime
implicant. In Table 6.9, for example, minterm maq is covered only by the prime implicant corre-
sponding to P;. Thus, the PI corresponding to P, is an essential prime implicant. PIs corresponding
to P; and Ps are also essential prime implicants. Essential prime implicants are placed in a partial

sum, PS, which contains Pls selected for inclusion in a minimal formula.

A reduced table is formed by deleting all columns covered by the essential prime implicants
as well as the rows corresponding to the essential Pls. A reduced table derived from Table 6.9
is Table 6.10. Prime implicants whose corresponding rows in a reduced table contain no x’s are
inessential. Thus, the prime implicant corresponding to Pg is an inessential P1. Such rows are also

deleted from the table (we left Ps in Table 6.10 for illustration purposes). Prime implicants which

Table 6.9. Prime-Implicant Table for Example 5.3

remain after the first table-reduction are conditionally-eliminable prime implicants.

My My
Py | x X
P4 X X
Ps
P7 X
Ps X

Table 6.10. Reduced PI Table for Example 5.3
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In a reduced PI table, a row P, is said to dominate a row P, if P,, has x’s in every column
that P, does and the cost ¢, of the corresponding prime implicant is less than or equal to the cost
¢n. Row P, is said to be dominated; row P, is said to be dominating. This is a property called
row dominance. In Table 6.10, rows P3; and P4 dominate all other rows (including each other).
All dominated rows are removed from the PI table. The table is then examined to determine if
a remaining row is the only row which contains an x for some column. If for some column a
remaining row is the only row containing an x, the prime implicant corresponding to the row must
be selected for inclusion in the current partial sum. Such a prime implicant is called a secondary
essential prime implicant. For example, if we denote P in Table 6.10 as the dominating row, then
rows Py, P, and P, are deleted. Once row Py is deleted, P; becomes a secondary essential PI.
Columns covered by the new secondary essential PI, as well as the corresponding row, are then

removed from the table to form a new reduced table.

Example 6.8: The prime-implicant table for the interval [g, h], defined by

g = bed+abled (6.80)
h = ac+bd+bc+cd, (6.81)

from Example 5.9 is given by Table 6.11. Row P, dominates row Ps; hence, row P; is deleted.
Prime implicant ac corresponding to row P, then become a secondary essential PI because it is then
the only PI which covers myo. We then delete the columns covered by P;. The result is Table 6.12.

In the revised table, rows P; and P; dominate each other. We arbitrarily choose one for
inclusion in a minimal formula. If we choose the PI corresponding to P, i.e., bd, then a minimal
formula is ac + bd.

my MmMig Mys
P X X
Pz x X
P3 X
P4 X x

Table 6.11. PI Table for Examp.c 6.8

After all potential reduction is performed using row dominance, it is sometimes possible to

further reduce a PI table using a property called column dominance. In a reduced PI table, a
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Pz X
P( x

Table 6.12. Revised Table for Example 6.8

column m; is said to dominate a column m; if m; has x’s in every row that m; does. Column m;
is said to be dominated; column m; is said to be dominating. Column m7 dominates column m;s

in Table 6.10. Dominating columns may be deleted to further reduce a PI table.

The order in which rows and columns are deleted using row and column dominance may
change the prime implicants that appear in the resulting formula. However, the cost of the final

formula will not change. (Murog 79:171)

After all potential reduction of a PI table is carried out, it may occur that the table may
not be further reduced. Such a table is called cyclic. All columns contain at least two x’s in a
cyclic table (although not all tables with this property are cyclic). Table 6.13 depicta a cyclic prime
implicant table. Petrick formulated a method for determining the remaining PlIs to include in a

minimal formula (Petri 59):

1. For each column j, form an alterm depicting the prime implicants which cover the associated
minterm m;.

2. Form the conjunction of the alterms and compute the product while deleting absorbed terms
in the process.

3. Each term in the resulting formula P denotes a set of prime implicants which completes
an irredundant formula. (Moreover, each term of the formula is itself a prime implicant of
the function represented by P.) Choose the least-cost set of prime implicants to complete a
minimal formula.

The conjunction of alterms for Table 6.13 is the formula

(P1 + Pq) . (P1 + Pz) . (Pz + Pa) . (Pz + Pq). (6.82)
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m; ™My m. MMy
P, 1 X X

P, X X
Py X X
P4 X X

Table 6.13. A Cyclic Prime Implicant Table

Formula (6.82) is often referred to as a Petrick function. Computing the conjunction and simplifying

we develop the formula

PyP3 + P, Py. (6.83)

Assuming the each prime implicant costs the same, either the set of Pls corresponding to P; and
P3 or the set corresponding to P; and Py may be chosen to complete the formation of a minimal

formula.

Now that we have presented prime implicant tables and the concepts of row and column
dominance, we present reduction rules applicable to the inclusion formulas used in this work. We
will relate the reduction rules to the aforementioned concept of row dominance. The first set of

rules is applied when Base #1 is used.

Reduction Rules for Base #1. Gaines (Gaine 64) introduced a set of reduction rules
which he applied to implication relations denoting the coverage of a Blake canonical form base by
the prime implicants of a function. The implication relations used by Gaines are theoretically the

same as the inclusion formulas we use in this work. For example, if we form the inclusion formula

P{ + P,P; + P,P; (6.84)

to denote the coverage of prime implicant P, by the prime implicants of a function, then Gaines

would form the set of implication relations denoting the coverage of P;:
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B,
Py

P, + P (6.85)

<
< P+ P,

It is obvious that P, also covers itself. Gaines described techniques for forming implication relations

from both prime implicant tables as well as a Blake canonical form.

Gaines’s rules are now restated in a fashion that applies to our inclusion formulas. The set
IF = {IF,,IF,,...,IF,} of inclusion formulas denotes coverage of terms of the base. We assume
at the outset that labels denoting essential prime implicants of the original function do not appear
in inclusion formulas. Additionally, a partial sum PS is initialized prior to executing reduction

rules by placing the essential prime implicants into PS. Each rule consists of three elements:

1. a condition which may occur in an inclusion formula IF;;
2. the significance of the condition; and

3. actions to be taken due to the occurrence of the condition.
Theorems justifying these rules are found in (Gaine 64).

Rule I. If the term 1 appears in the inclusion formula I'F; associated with prime implicant P;,

then P; is covered by prime implicants in PS.

1. Remove I'F; from IF.

2. Delete every term in which the variable P; appears in the remaining inclusion formulas
IF, [ X} k # J .

Rule II. If the term P is the only term in inclusion formula I'F;, then P; is a secondary essential

prime implicant.

1. Remove IF; from IF.
2. Add P; to the partial sum PS.
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3. Remove the literal P; from terms in the remaining inclusion formulas IFy, k # j. (If P;
is the only literal, then the removing PJ-’ leaves the term 1.)

4. Delete newly-absorbed terms, if any, in all formulas I F;.

Rule IIL. If the literal P/ appears as a single term in the inclusion formula IF; associated with
prime implicant P;, and the cost c; associated with P, is less than or equal to the cost ¢;

associated with P;, then P; dominates F;.

1. Remove I F; from I'F.

2. Delete every term in which the variable P; appears in the remaining inclusion formulas
IFll k # J

In all cases, Rules I and II must be applied until they can no longer be applied, prior to using
Rule III. After Rule III is used one time, Rules I and II must be applied exhaustively before again
using Rule III. Rules I and III combined are equivalent to removing a dominated row from a prime

implicant table. (Gaine 64:179)

Since Gaines used the Blake canonical form as a base, he structured the rules so that inessen-
tial and essential prime implicants are immediately identified. After all inessential and essential
prime implicants are dealt with, row domination is invoked by Rule III to eliminate a conditionally-
eliminable prime implicant. Typically, the first rule that will be invoked for our inclusion formulas
is Rule III, since we use a CEPI base and form inclusion formulas denoting coverage of terms of the
base by CEPIs. However, on occasion a conditionally-eliminable prime implicant of the function A
in an interval [g, h] may be covered by the combination of the essential prime implicants and the

don’t-care function h — g. Rule I would identify such a prime implicant.

After all three rules have been applied exhaustively, a subset of IF remains. Formulas con-
tained in IF after rule applications generally contain fewer terms and remaining terms consist
of fewer literals than formulas which exist in IF prior to rule applications. Gaines presented a

heuristic rule to facilitate the choice of a set of prime implicants from the remaining inclusion
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formulas. However, this rule did not guarantee the minimality of the resulting formula. We will
present a search process for determining the remaining prime implicants to include in a minimal

SOP formula. Additionally, the reduction rules are applied throughout the search process.

Cutler (Cutle 80, Cutle 87) essentially implemented Gaines’s rules in his work. Additionally,
Cutler added the consideration of cost of a prime implicant in Rule III as well as the use of a
search process to select prime implicants from the final inclusion formulas. Gaines treated all

prime implicants as having equal cost.

Prior to presenting a procedure which implements Gaines’s rules, we discuss a separate rule
attributable to Chang and Mott (Chang 65) which identifies conditionally-eliminable prime impli-
cants which will never appear in an irredundant disjunctive form. In Chang and Mott’s terminology,
an essential prime implicant is a PI which appears in every IDF. An absolutely-dispensible prime
implicant is a PI which appears in no IDF. All of the prime implicants that we classify as inessential
are absolutely dispensible. Moreover, certain conditionally-eliminable Pls are absolutely dispensi-
ble; such Pls are identified by Chang and Mott’s rule. Chang and Mott called prime implicants

which appear in at least one IDF conditionally-eliminable prime implicants.?

Chang and Mott’s rule is used to identify conditionally-eliminable prime implicants (by our
definition) which are absolutely dispensible. If a prime implicant is identified as absolutely dis-
pensible, then the inclusion formulas are modified accordingly to discard the prime implicant from

consideration. Chang and Mott’s rule is stated as follows:

Chang and Mott’s Rule. Given a term P;---F; other than P/ in the inclusion formula IF;,
P; is absolutely dispensible if and only if the literal PJ’ does not appear in the inclusion formulas
IF,,...,IF; corresponding to the prime implicants denoted by the labels in the term. If P; is

absolutely dispensible, then take the following actions:

3We use the same terminology in a somewhat broader sense; some Pls that we call conditionally-eliminable prime
implicants are denoted absolutely dispensible by Chang and Mott.
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1. Remove IF; from IF.

2. Delete every term in which the variable P; appears in the remaining inclusion formulas I F},
k# 3.

By analysing this rule we observe that for a prime implicant P; not to be absolutely dispensible

there must be a “circular” relationship such that P; works to cover all prime implicants that in

turn cover it. However, there are a number of drawbacks to using this rule:

e Applying the rule takes significant processing time because the circularity of the relationship
must be analyzed for virtually every term of every inclusion formula.

o Inclusion formulas must exist for every prime implicant, i.e., we must use Base #1 at the
minimum to be able to check for circularity.

e In the course of applying Gaines’s rules, most if not all of the prime implicants which are
absolutely dispensible are identified.

We have not endeavored to prove that the exhaustive application of Gaines’s rules leads to the
deletion of all absolutely dispensible prime implicants that are identified using Chang and Mott’s

rule.

The flowchart shown in Figure 6.1 depicts the manner in which Gaines’s rules are applied.
Integrated into the flow is Chang and Mott’s rule. However, this rule may be bypassed and can be

activated after Gaines’s rules have been exhaustively applied.

Procedures 6.5-6.10 implement Rules I-1II and Chang and Mott’s Rule. Procedure 6.5 is a
helping procedure which deletes all terms which contain the literal P, in each formula in a set IF
of formulas. It is used by procedures which implement Rules I, III, and Chang and Mott’s Rule.
Procedure 6.6 is a helping procedure which removes literals from terms which contain the literal
P} in each formula in a set IF of formulas. Procedures 6.7-6.9 implement Rules I-III, respectively.

Procedure 6.10 implements Chang and Mott’s Rule.
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Figure 6.1. Flowchart of Reduction-Rule Application
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Procedure 6.5 (Deletion of Terms): Given a set ¥ = {IFy,IF;,...,IF,} of inclusion formu-
| las, and a label P, denoting a prime implicant, all terms containing the literal P] are removed from
|

formulas in TF in the following manner:

Step 0. Initialise an accumulator I F,.. to the empty set 0.
Step 1.

o IfIF = 0, then IF,.. is the revised set of inclusion formulas. Return IF,..

e Otherwise, continue to Step 2.
Step 2.

1. Remove the first formula from IF and call it Foq.

2. Initialize an accumulator F,,, to the empty set 0.
Step 3.

o If F,q4 is empty, then F,., is a revised inclusion formula. Append Fy.., to IF,.., and
return to Step 1.

o Otherwise, continue to Step 4.
Step 4. Remove the first term ¢ from F,q and determine whether P] is contained in the term.

e If P; is contained in ¢, then do nothing.

e Otherwise, place ¢t in F, .-

Return to Step 3.

Procedure 6.6 (Removal of Literals): Given a set IF = {IF\,IF,,...,1F,} of inclusion
formulas, and a label P, denoting a prime implicant, the literal P, is removed from all terms

containing the literal P; in IF in the following manner:
Step 0. Initialise an accumulator IF,.. to the empty set 0.
Step 1.

o IfIF = @, then IF,.. is the revised set of inclusion formulas. Return I F,...

e Otherwise, continue to Step 2.
Step 2.

1. Remove the first formula from IF and call it Foiq.

2. Initialise an accumulator F, ., to the empty set 9.
Step 3.

o If F,4 is empty, then F,,, is a revised inclusion formula. Form ABS(Fp.w) and append
it to I F4... Return to Step 2.

o Otherwise, continue to Step 4.
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Step 4. Remove the first term ¢ from F, ;4 and determine whether P} is contained in the term.

e If P, is contained in ¢, then remove P; from t.

e Otherwise, do nothing.

Place t in F,,. and return to Step 3.

Procedure 6.7 (Rule I): Given a set IF = {IF,IF;,...,1F,} of inclusion formulas, Rule I is
implemented as follows:

Step 0.

1. Initialise an accumulator Py, cqrq to the empty set 0.

2. Initialise an accumulator I F.pecked to the empty 5.t 0.
Step 1.

o If IF = 0, then IF h.cked is the revised set of inclusion formulas. Return I F pecxeq and
Pdiuard~

e Otherwise, remove the first inclusion formula from IF and denote it as IF;.
Step 2.

e If IF; = 1, then the prime implicant denoted by P; is completely covered by prime
implicants in the current partial sum. Place P; in Pgi,corq and go to Step 3.
s Otherwise, append IF; to IF p.ckeq and return to Step 1.
Step 3. Using Procedure 6.5, delete terms in each formula in I Fcp,creq Which contain the variable
P;. Replace IF pecked With the set of formulas returned by Procedure 6.5.

Step 4. Using Procedure 6.5, delete terms in each formula in IF which contain the variable P;.

1. Replace IF with the set of formulas returned by Procedure 6.5.
2. Return to Step 1.

Procedure 6.8 (Rule II): Given a set IF = {IF,,IF,,...,IF,} of inclusion formulas, Rule II
is implemented as follows:

Step 0.

1. Initialise an accumulator PS to the empty set 0.

2. Initialise an accumulator I F pecked to the empty set 9.

Step 1.
° uF =@, then [F.p.ched is the revised set of inclusion formulas. Return I Fep.cxeqd and
PSs.
e Otherwise, remove the first inclusion formula from I'F and denote it IF;.




Step 2.

o If IF; = P}, i.e., IF; cousists of the single term P/, then the prime implicant denoted
by P; is a secondary essential prime implicant. Place P; in PS and continue to Step 3.

e Otherwise, append IF; to IF.p.cked and return to Step 1.

Step 3. Using Procedure 6.6, remove the literal P from terms which contains it in each formula
in TF neched- Replace IFcpecked With the set of formulas returned by Procedure 6.6.

Step 4. Using Procedure 6.6, remove the literal P from terms which contains it in each formula
inIF.

1. Replace IF with the set of formulas returned by Procedure 6.6.
2. Return to Step 1.

Procedure 6.9 (Rule III - Version #1): Given a set IF = {IF,IF;,...,1F,} of inclusion
formulas and a cost list C: ((Py ¢;) (P; ¢3) -+ (Py cm)), RuleIll is implemented as follows:

Step 0.

1. Initialize an accumulator I Fcpecied to the empty set 0.

2. Initialize an accumulator Pgi,cqrq to the empty set 0.
Step 1.

o If IF = 0, then no dominated variables were found. Return 7F.s.cteqd and Piiscard-

e Otherwise, continue to Step 2.
Step 2.

1. Remove the first inclusion formula from I'F and denote it as IF;.

2. Initialize an accumulator I F,.. to the empty set 0.
Step 3.

o If IF; is empty, we have checked all of the terms in IF;. Place IFy. in IFcheckea and
return to Step 1.

e Otherwise, continue to Step 4.

Step 4. Remove the first term t from I'F; and determine if ¢ consists of a single literal P/ in which

l#3.
o If t is a single literal P/, then continue to Step 5.

e Otherwise, place t in I F,.. and return to Step 3.
Step 5. Using the association list C, determine if ¢; < ¢;.

o If ¢; < ¢j, then place P; in Pyi,cara and continue to Step 6.

e Otherwise, place t in I F,.. and return to Step 3.
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Step 6. Using Procedure 6.5, delete terms in each formula in I Fpechea Which contain the variable
P;. Replace IFcpq 444 With the set of formulas returned by Procedure 6.5.

Step 7. Using Procedure 6.5, delete terms in each formula in IF which contain the variable Pj.
Replace IF with the set of formulas returned by Procedure 6.5.

Step 8.

1. Append IF pched to IF. IF is the revised set of inclusion formulas,
2. Return IF and Pyiscard-

Procedure 6.10 (Chang & Mott’s Rule): Given a set IF = {IF,,IF;,...,IF,} of inclusion
formulas, Chang & Mott’s Rule is implemented as follows:

Step 0.

1. Initialize an accumulator I F.pckeq to the empty set 0.

2. Initialize an accumulator PC;,; to the empty set 0.

3. Initializse an accumulator I'F,.. by copying into it the contents of IF.
4.

Initialize an accumulator Pyi,card to the empty set 9.
Step 1.

e If IF,.. = @, then PCj,; contains a set of lists—one for each prime implicant P;—in
which each denotes the prime implicants that can be used to cover P;. Go to Step 5.

e Otherwise, continue to Step 2.
Step 2.

1. Remove the first inclusion formula from IF,.. and denote it as I'F;.

2. Initialige a list PC} to the empty set 0.
Step 3.

e If IF; is empty, we have checked all of the terms in IF;. Append PC; to PCi,: and
return to Step 1.

e Otherwise, continue to Step 4.
Step 4. Remove the first term ¢ from IF;:

e If t is a single literal P;, then do nothing.
e Otherwise, if any of the literals in ¢ are not members of PCj, then add them to PCj.

Return to Step 3.
Step 5.

o If IF = @, then IF.pecheq is the revised set of inclusion formulas. Return I Fchecked and
Pdiccord'

e Otherwise, continue to Step 6.
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Step 6.

1. Remove the first inclusion formula from I'F and denote it as I'F;.
2. Initialize I F,,.. to the empty set 0.

Step 7.

o If IF; is empty, we have checked all of the terms in I'Fj. Place IF,. in IFchecked and
return to Step 5.

e Otherwise, continue to Step 8.
Step 8. Remove the first term ¢ from I'F;.

o If ¢t is the single literal P,’ , then place ¢ in IF,.. and return to Step 7.

e Otherwise, initialize an accumulator T,.. by copying into it the contents of t. Continue
to Step 9.

Step 9.

o If T, is empty, then P; is absolutely dispensible. Place P; in Py;,cara and go to Step 11.

e Otherwise, continue to Step 10.
Step 10. Remove the first literal P/ from T, and determine if P; appears in PC) in PCiiy.

o If P; appears in PC;, we must check the next term of IF; to determine whether P; is
absolutely dispensible. Place ¢t in I F,.. and return to Step 7.

e If P; does not appear in PCj, then return to Step 9.

Step 11. Using Procedure 6.5, delete terms in each formula in I F.p.ckeq Which contain the variable
P;. Replace IF peckea With the set of formulas returned by Procedure 6.5.

Step 12. Using Procedure 6.5, delete terms in each formula in IF which contain the variable F;.

1. Replace IF with the set of formulas returned by Procedure 6.5.
2. Return to Step 5.

Procedure 6.11 combines the rules to implement the process depicted in Figure 6.1 for
Base #1. Chang and Mott’s Rule is included as Step 3, but may skipped. Example 6.9 demonstrates

the application of the reduction rules on a set of inclusion formulas.

Procedure 6.11 (Reduction Rules - Set #1): Given a set IF = {IF\,IF;,...,IF,,} of
inclusion formulas and a cost list C : ((P; ¢;) (P; ¢3) -+« (Pm ¢m)), the reduction rules are
implemented as follows:

Step 0.

1. Initialise an accumulator Py;,cqrg to the emptyset 0.

2. Initialise an accumulator PS to the emptyset 0.
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Step 1. Given IF, use Procedure 6.7 to apply Rule I. Procedure 6.7 returns a set Piiyeara of
variables and a set IF, y:..q of inclusion formulas.
o If Piyeara is empty, then no variables were found to be discarded. Skip to Step 3.
e Otherwise, append ﬁd,-,“,d to Py,card and replace IF with IF,.yi,.4- Continue to
Step 2.

Step 2. Given IF, use Procedure 6.8 to apply Rule II. Procedure 6.8 returns a set PS of variables
and a set IF,y;,4q of inclusion formulas.

e IfPSis empty, then no variables were found to be placed in the partial sum. Continue
to Step 3.
o Otherwise, append PS to PS and replace IF with IF,yi;ed- Return to Step 1.
Step 3. Given IF, use Procedure 6.10 to apply Chang & Mott’s Rule. Procedure 6.10 returns a
set Pgyi,cara Of variables and a set JF, y;,eq Of inclusion formulas.
o If ﬁd.-,“,d is empty, then no variables were found to be discarded. Continue to Step 4.

e Otherwise, append Piscard t0 Paiseard and replace IF with IF,,yiseq. Return to Step 2.

Note: This step is optional; if not used continue to Step 4.
Step 4. Given IF and the cost list C, use Procedure 6.9 to apply Rule III. Procedure 6.9 returns
a variable Py, cqrq and a set IF, i .4 of inclusion formulas.
o If ﬁa.c.,d is empty, then no variables were found to be discarded. Continue to Step 5.
o Otherwise, place Piiveard in Paiscarg and replace IF with IF,cyiseq. Return to Step 2.

Step 5. No further reduction can take place. Return the inclusion formulas I'F, the partial sum
PSS, and the set Py;,cqrq of variables to discard.

Example 8.9: Using Base #1 and Procedure 6.2, the following inclusion formulas I F are developed
for the interval ICS:

IF, = P+ PP}

IFs = P,+P}

IFy, = P,+P,+P,+P,

IFs = P,+P,+P,+ P,P;+P,P,
IFs = P+ P.+P,+P,P,+ P,P},

IF, = P-;+Pé

IFy = P+ P,P;+ PyP;+ PPy
IF\y, = Pj,+ PiP}, + P{P;; + P3P, + PgP;,
IFi3 = P{;+ P;+ Py

IF15 = Plls + P1’7

IFi7 = Pl;+ PPis+ PigPpg
IFig = Pig+ P+ Pjq
IF; = P+ P

IF;;, = Pl +P,.
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Additionally, the inclusion formula associated with the prime implicant corresponding Pj¢ is the
term 1. We use Procedure 6.11 to reduce the set of inclusion formulas. We assume that the cost
criterion is fewest gates; thus, the cost of each PI is equal to 1.

Step 0. Initialise Py,.q0d = 0 and PS = 9.

Step 1. Since IFj¢ is the term 1, we delete P;g by Rule I. Pyg is then added to Py;,cqra-
Step 2. No PIs are found to place in the partial sum using Rule II.

Step 3. Using Chang & Mott’s Rule, no Pls are found to discard.

Step 4. The first inclusion formula in which a dominated PI is found is the formula IF5. Hence,
IF; is deleted as well as any terms in other formulas which contain P3. Pa;,cara = { P16, P3}.
The revised set I'F is:

IF, = P

IF, = P{+P,+PFPg+Pg

IFs = Pj+ P4+ Py+ P,P;+ P{P|,
IFs = Pg+ Py+Py+ PiPr+ PP},
IF; = P;+ P

IFs = Py+ P,P;+ PiP;+ PgPy
IFyy = Pj+ PP+ PePyy + PrPyy + PPy
IFy;3 = P{:"' P1I7+P{s

IFy = P+ P,

IFi7 = Pi;+ Pi3Pis+ PiPyg

IF;s = Plg+ P{,+ Py

IF30 = Pyp+ P

IFs; = lel + Pl'l'

Step 2. Since IF; = P}, P, is added to partial sum PS. IF; is then removed from the set IF. In
addition, IFy0 is then represented by the term 1.

Step 1. Since IF;q is the term 1, we delete Py by Rule I. Py cara = {Pi6, Ps, Pao}-
Steps 2,1,3. No actions taken.

Step 4. Ps dominates Py in IFy. Hence, IF, is deleted as well as any terms in other formulas
which contain P{. Psi,cara = { P16, P3, P30, Pa}. The revised set IF is:

IFs = P{+ Pi+ P

IFs = Pi+ P+ P

IF; = P.+P)

IFs = P.,+P.P,+ PP}

IFy = Py, + PPy + PePy + PiPy + PyPyy
IFi3 = P+ P+ Py

IFys = P+ P,

IFi7 = P+ PPis+ PsPyy
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IF,y =
IF; =

Steps 2,1,3. No actions taken.

Pjg+ Py3 + Pi,
P, + Py,

Step 4. Ps dominates Ps in IFs. Hence, IFy is deleted as well as any terms in other formulas
which contain P§. Piiscard = {Pir6, Ps, Pi0, P4, Ps}. The revised set IF is:

IFg =
IF, =
IFg
1Fy,
I1Fy,
IFy, =
IF, =
IFyg
IFy,

Steps 2,1,3. No actions taken.

P+ P

P;+ Py

Pg+ P3Py

P|, + PgP;y + PP, + PyP;,
P+ Pl;+ Ppg

Py + Piy

Py; + Py Pis + PigPjg

Pis + Pj; + Py

P, + P{,.

Step 4. Py dominates Pg in IFg. IFg is deleted as well as any terms in other formulas which
contain P§. Piscard = {Pie, P3, P30, Py, Ps, Ps}. The revised set IF is:

I1F,

IF,
I1F,
1F,
IF
IFyq
IFg
I1Fy,

= P;+ P,

Py

P|, + P;P;, + PgP;,
P{;+ Pi; + Pig
Pl + Py,

Py; + Py3Pis + Py Pig
Pig+ Pi; + Ppy

= P2’1+P{1‘

Step 2. Since IFg = Pg, Py is added to the partial sum by Rule II. IFg is removed from the set
IF. PS = {P;, Ps}. Additionally, after applying this rule, IF; = 1 and IFy, = P{, + Pj},.

Step 1. Since I F7 = 1, we delete P; by Rule I. Py, cord = {Pm, Ps, Py, Py, Ps, P, P7}

Steps 2,1,3. No actions taken.

Step 4. P;, dominates Pyy in IFy;. IF;; is deleted as well as terms containing P;;. The revised

set IF is:

I1F;,
IF;s
IFy,
I1Fs
IFy,

= Pj;+ P, + P
Piy + Py,

Py, + P Pyjg + Py Py
Pig + Pj; + Pyy

= P,

I
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Step 2. Since IF;; = P;,, P;, is added to the partial sum by Rule II. IF;; is removed from the
set IF. PS = {P,, Py, P11}.

Steps 1,3. No actions taken.

Step 4. P,7 dominates P)3 in IF);. IF;; is deleted as well as terms containing P;3. The revised

set IF is:
IFyy = P{5+P;7
IFy7 = Pj;+ PisPjy
IFis = P+ Py

Steps 2,1,3. No actions taken.
Step 4. Py7 dominates Py5 in IF;5. IFy5 is deleted as well as terms containing Pys5. The revised
set IF is:
IF;; = P,
IF Pjg + Py,

i

Step 2. Since IF 7 = Pj;, Pi7 is added to the partial sum by Rule II. IF;7 is removed from the
set IF. PS = {P;, Py, P, P17}. Additionally, after applying this rule, IFyg = 1.

Step 1. Since IFjg = 1, we delete P15 by Rule I. Then Pgj,carq i8 the set
{Ps¢, P3, Pao, Py, Ps, Ps, Pr, P11, P13, Pis, P1g}.

Steps 2-4. No actions taken.

Step 5. Since IF = @, the reduction rules have determined a minimal set of terms to place in a
minimal SOP formula. PS = {P;, P, P, P17} is returned with Py,cara-
Example 6.9 demonstrates a function for which the reduction rules are able to identify a
complete set of conditionally-eliminable prime implicants to place in a minimal SOP formula. The

essential prime implicants form the remaining terms to place in the formula.

Given available memory space, we would like to use Base #1 and the corresponding reduction
rules because this combination yields a set of prime implicants which may be placed in the partial
sum which parallels the set of prime implicants that is derived from a prime implicant table up to the
point at which the table becomes cyclic. Similarly, the set of inclusion formulas which result after
the application of the reduction rules corresponds to the information contained in a cyclic prime
implicant table. Hence, a maximal number of prime implicants is both identified for membership in

a minimal sum and discarded from consideration through the use of reduction rules. Moreover, the
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resulting inclusion formulas are reduced significantly. For examples in which a reduced PI table is
not cyclic, such as interval ICS, Base #1 and the corresponding reduction rules will identify a set of
prime implicants to place in a minimal sum. If inclusion formulas exist after exhaustive application

of these rules, then search is required to identify the remaining prime implicants.

Reduction Rules for Bases #2 and #3. In many situations, either the computational
resources are limited or the functions with which we are dealing are very complex. Bases #2 or #3
may be used in these cases. However, no one has proposed reduction rules which can be applied if
a subset of the conditionally-eliminable Pls is used as a base. A new set of rules is now presented
which is a variant of the foregoing rules. Although these rules do not guarantee the reduction which
occurs using Gaines’s rules, they do significantly reduce a set of inclusion formulas while identifying

some Pls to keep or discard.

There are several differences between the proposed revised rules and the aforementioned set.
A revised Rule I1] is described which allows us to delete certain prime implicants from consideration
because of dominance. Additionally, Chang & Mott’s Rule is not used in the revised set. We must
have inclusion formulas corresponding to all prime implicants whose labels appear in the set IF to
be able to test for circularity among the prime implicants. Since we develop only a subset of these
formulas when Bases #2 and #3 are used, we cannot apply Chang & Mott’s Rule. Rules [ is the
same in both the revised set of rules and the former sct, whereas Rule II differs slightly. We first

discuas the revised Rule III.

In Gaines’s Rule III, if the literal P/ appears as a single term in the inclusion formula I'F;
associated with the prime implicant denoted by P;, and tLe cost ¢; associated with P is less than
or equal to the cost c; associated with P;, then P; dominates P;. This property holds true for
any set of inclusion formulas. The use of the property, however, constitutes the difference between
Gaines’s Rule III and our revised Rule III. In the same vein as Chang and Mott, Gaines assumes

that inclusion formulas corresponding to all prime implicants whose labels appear in the set IF
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are formed. Therefore, when a dominated prime implicant P; is found, the inclusion formula
IF; is simply deleted, as are terms in which P/ appears in all other inclusion formulas. Since
the dominating prime implicant denoted by P, has an associated inclusion formula IF;, we defer

judgement on F;.

Using a subset of the conditionally-eliminable prime implicants, we cannot in general take
the same actions as in the former Rule III. We now examine the different possibilities that may
occur and suggest methods for handling the varying situations. It is assumed in every case that
the prime implicant denoted by P; dominates the PI denoted by P; in the inclusion formula IF;.
For every inclusion formula I Fj, we attempt to apply the following cases in order. Specifically, we

would rather use Case #1 than Case #3 if possible.

Case #1: The dominating prime implicant P, has an associated inclusion formula I F;. We take

the following actions:

1. Remove I'F; from IF.

2. Delete every term in which the variable P; appears in the remaining inclusion formulas

IFh k # J

Note: This case is the same as Gaines’s Rule III.

Case #2: The inclusion formula I'F; is of the form

P{+ P, (6.86)

and the dominating prime implicant P; does not have an associated inclusion formula I F;. In
this situation, P; is a secondary essential prime implicant. One of the two prime implicants
P; or P; must be used to form a minimal formula F. Since P; dominates P;, choosing P

guarantees the minimality of F. We take the following actions with respect to P;:
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1. Remove IF; from IF.

2. Delete every term in which the variable P; appears in the remaining inclusion formulas
IF,, k # 3.

We then take the following actions with respect to Pj:

1. Add P to the partial sum PS.
2. Delete the literal P/ in the remaining inclusion formulas IF;, k # .

3. Delete newly-absorbed terms, if any, in all formulas I F,.

Case #3: The inclusion formula I'F; is of the form

P! + P/ +IF;, (6.87)

the dominating prime implicant denoted by P; does not have an associated inclusion formula
IF;, and ﬁ',- is a formula consisting of one of more terms each of which meets one of the

following conditions:

o it contains more than one literal;

e it contains a single literal P/, and the prime implicant denoted by P,, does not dominate
Fj; or

¢ it contains a single literal P,,, the prime implicant denoted by P, dominates P;, and
P,, does not have an associated inclusion formula IF,,.
Terms which contain more than one literal have no bearing on the domination of P;. If the
Pl denoted by P, does not dominate the one denoted by P;, then it is of no concern to us. In
the third condition, if P,, has an associated inclusion formula I F,,, then we would use Case
#1 to process the domination of P; by Pn. If IF,, does not exist, then P; serves the same

purpose as P, in identifying the domination of P;.

Because the dominating prime implicant denoted by P; does not have an associated inclusion

formula IF;, and other possibilities exist for covering P;, the only action we may take is to
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rule out the possibility that P; appears in 2 minimal formula F. Hence, we take the following

actions with respect to P;:

1. Delete the term P in IF;.

2. Delete every term in which the variable P; appears in the remaining inclusion formulas
IF,, k#3.
There is one caveat to Case #3. Once we have identified that the prime implicant denoted
by P; is dominated in its associated inclusion formula I'F;, we do not check IF; again for
this condition. In other words, Case #3 is applied only once to each IF;. A simple way to
determine if we may apply this rule is to determine if P} is a term in IF;. If it is a term, then

way may apply the rule; otherwise, we may not.

Rule II differs only slightly from Gaines’s Rule II. Gaines’s Rule II is applied when a term P}

is the only term in IF;. We generalize the rule to be applied when any P/ is the only term in I'F;.

When ! = j, this rule is the same as Gaines’s Rule II.

Revised Rule IIL. If the term P/ is the only term in the inclusion formula I'F; (I may or may not

be equal to j), then the prime implicant denoted by P; is a secondary essential prime implicant.

ook W e

Remove IF; from IF.

Remove IF; (if it exists) from IF.

Add P, to the partial sum PS.

Delete the literal P/ in the remaining inclusion formulas IFy, k # j.

Delete newly-absorbed terms, if any, in all formulas I'F;,.

Procedures 6.12 and 6.13 implement the revised Rules II and III, respectively. Procedure 6.14

implements the revised set of rules.
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Procedure 6.12 (Revised Rule II): Givenaset IF = {IF,IF;,...,IF,} of inclusion formulas,
Rule II is implemented as follows:

Step 0.

1. Initialise an accumulator PS5 to the empty set 0.

2. Initialise an accumulator I Fp,ckeq to the empty set 0.

Step 1.
° ’1 F = 0, then IF.peched is the revised set of inclusion formulas. Return IF,peckeq 2and
PS.
e Otherwise, remove the first inclusion formula from I'F and denote it IF;.
Step 2.

o If IF; = P/, i.e., IFj consists of the single term P/, then the prime implicant P, is a
secondary essential prime implicant.

1. If I # j and P, has an associated inclusion formula I F; in either IF peckea or IF,
ther remove it.

2. Place P, in PS and continue to Step 3.
e Otherwise, append IF; to IF p,ckea 8nd return to Step 1.

Step 3. Using Procedure 6.6, remove the literal P/ from terms which contains it in each formula
in IF.neched- Replace IF 5,ched With the set of formulas returned by Procedure 6.6.

Step 4. Using Procedure 6.6, remove the literal P/ from terms which contains it in each formula
in IF.

1. Replace IF with the set of formulas returned by Procedure 6.6.
2. Return to Step 1.

Procedure 6.13 (Revised Rule III): Givenaset IF = {IF,,IF;,...,IF,} of inclusion formulas
and a cost list C: ((P; ¢;) (P3 ¢3) -+ (Pn cm)), Rule III is implemented as follows:

Step O.

1. Initialise an accumulator IF.pcred to the empty set @.
2. Initialise an accumulator Py;,cqarg to the empty set 0.

3. Initialise an accumulator PS to the empty set 0.
Step 1.

e If IF = @, then no dominated variables were found. Return IF.p,cked, Pdiscard, and PS.

e Otherwise, continue to St.p 2.
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Step 2.

1. Remove the first inclusion formula from I'F and denote it as I'F;.
2. Initialise an accumulator P,ini. by placing into it all single-literal terms P{ in IF;.
3. Initialise an accumulator P,,,: by placing into it terms in IF; which consist of two or
more literals (the terms not placed in P,ingic).
Step 3.

® If P,ingie does not contain the term F;-’, then place I'Fj in IF peckea and return to Step 1.

e Otherwise, continue to Step 4.
Step 4.
o If a member P; of P.ingic, | # 7, has an associated inclusion formula IF; and ¢ < ¢j,

then place P; in Pgyiscqrq and continue to Step 5.

® If Pyingie consists of only two elements, P; and P, ¢ < ¢j, and Pr.,: = 0, then place F;
in Pg,card, place P; in PS, and continue to Step 8.

e If one of the conditions

~ Prest # 9, Piingie consists of only two elements, P; and P, and ¢; < ¢;, or
— Piingie consists of more than two elements and a P; exists such that l # jand ¢; < ¢;

holds, then take the following actions:

1. Remove P; from IF;.
2. Place IF; in IFcpecked-
3. Place P; in Pyiscarq and continue to Step 5.
o Otherwise, no prime implicant dominates P;. Place IF; in IFcpecked and return to
Step 1.
Step 5. Using Procedure 6.5, delete terms in each formula in I F.p,cked Which contain the variable
P;. Replace IF p,cxea With the set of formulas returned by Procedure 6.5.

Step 6. Using Procedure 6.5, delete terms in each formula in IF which contain the variable P;.
Replace IF with the set of formulas returned by Procedure 6.5.

Step 7.

1. Append IF peched to IF. IF is the revised set of inclusion formulas.
2. Return IF, Pgi,card, and PS.
Step 8. Using Procedure 6.6, remove the literal P/ from terms which contains it in each formula
in IFepneched- Replace TF 5, c0eqa With the set of formulas returned by Procedure 6.6.
Step 9. Using Procedure 6.6, remove the literal P/ from terms which contains it in each formula
in IF.
1. Replace IF with the set of formulas returned by Procedure 6.6.
2. Return to Step 5.
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Procedure 6.14 (Reduction Rules - Set #2): Given a set IF = {IF,IF;,...,IF,} of
inclusion formulas and a coset list C : ((P; c1) (P2 ¢3) -+ (Pm ¢m)), and a set Py, cqrg Which
contains the set of priine implicants which have been discarded from consideration, the reduction
rules are: implemented as follows:

Step 0. Initialize an accumulator PS to the emptyset @.
Step 1. Given IF, use Procedure 6.7 to apply Rule I. Procedure 6.7 returns a set Piiscara of
variables and a set IF, y;,.q4 of inclusion formulas.
o If pﬁ,u,g is empty, then no variables were found to be discarded. Skip to Step 3.
o Otherwise, append ﬁd.-,c.,d to Piiscard and replace IF with IF,.yi,ed- Continue to
Step 2.

Step 2. Given IF, use Procedure 6.12 to apply Rule II. Procedure 6.12 returns a set PS of variables
and a set IF, .4 of inclusion formulas.

e IfPSis empty, then no variables were found to be placed in the partial sum. Continue
to Step 3.
e Otherwise, append PS to PS and replace IF with IF,.yi;eqd. Return to Step 1.
Step 3. Given I f and the cost list C, use Procedure 6.13 to apply Rule III. Procedure 6.13 returns
a variable Py, carqd and a set IF, yi,eq of inclusion formulas.
o If ﬁa,c.,d is empty, then no variables were found to be discarded. Continue to Step 4.
e Otherwise, place ﬁa.“,d in Piiscarq and replace I'F with IF, yi;ed- Return to Step 2.

Step 4. No further reduction can take place. Return the inclusion formulas I'F, the partial sum
PS, and the set Py, qrq of variables to discard.

Example 6.10: Using Base #2 and Procedure 6.2, the set I'F of inclusion formulas is developed
for the function B5:

IFy = Pi+ P

IFs = Pg+ P3Py

IFs = Py+ PyPy+ PgPj,
IFis = Pijg+ P3P+ Pi4Pis
IFi¢ = Pjg+ P+ P3+Pj,
IFy; = P+ Py

IFyg = Plg+P;

We use Procedure 6.12 to reduce I F. We assume that the cost criterion is fewest gates; hence,
the cost of each PI is equal to 1. Pg,carq is initialized to the empty set 0.

Step 0. Initialise PS = 0.

Steps 1-2. No actions are taken.
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Step 3. The first inclusion formula in which a dominated PI is found is the formula I F,. Case #2
of Rule III applies in this situation. PI P, is a secondary essential prime implicant. Since P;
and P] appear only in IFy, we delete IFy. Then Py;cqra = {Pa} and PS = {P,}.

Steps 2,1. No actions are taken.

Step 3. The next inclusion formula in which a dominated PI is found is the formula IF;s. Case
#3 of Rule III applies in this situation. Since Pjq appears only in IF¢, we delete the term
Plg in IFyq. Then Pg,cqra = {Ps. P16} and PS = {P,}. At this point, the revised set IF is:

IFg = PG’ + Palpal
IF, Py + P;Pg + PyPy,

IFis = Pjg+ P3P+ Py Pig
IFie = P+ P+ P

IF17 = Pl’7+P;1

IFs = Ply+ P}

Steps 2,1. No actions are taken.

Step 3. The next inclusion formula in which a dominated PI is found is the formula IF;7. Case
#2 of Rule III applies in this situation. PI P, is a secondary essential prime implicant. Since
P}, appears only in IF;y, we delete IFy;. Additionally, the literal P{, is deleted in terms in
which it appears in all other inclusion formulas and absorption is performed. The revised set
IF then is:

IFs = P+ PP,

IFy = Pj+ P;Pg+ PgPy,
IFyy = Pjg+ P3P + PPy
IFi6 = 1
IFy = Plg+P;

Then Py,card = {Ps, Pis, P17} and PS = {Py, P }.
Step 2. No actions are taken.
Step 1. Since IF;¢ is the term 1, we delete Pig by Rule I. Pyg is already in Pyi,card
Step 2. No actions are taken.

Step 3. The next inclusion formula in which a dominated PI is found is the formula IFj9. Case
#2 of Rule III applies in this situation. PI P; is a secondary essential prime implicart. Since
P|y and P; appear only in IFyg, we delete IFig. Then Piiscara = { P4, Prs, Pi7, Pyg} and
PS = {P;, Py, P;}. The revised set IF is:

IFs = P+ PP}
IFy = P+ PiPi+ PPl
IFiy = Pjg+ PP+ PPl

Step 2. No actions are taken.
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Steps 1,3. No actions are taken.
Step 4. At this point, no further reduction can occur. We thus return IF = {IFs, IFy, IF;s},

PS = {P,, P1,, Py} and Paiscara = {Ps, P16, P17, P1s}-

After applying the rules, three inclusion formulas remain from the original seven. Moreover,
three prime implicants were identified for placement in F and four were discarded from considera-
tion. Prime implicants Pg, Py, and P;5 may be chosen by inspection from the remaining inclusion
formulas to complete the formation of F. These prime implicants would be chosen by a follow-up

search process.

Using Base #1 and Gaines’s rules, six prime implicants are identified for placement in F and
IF = @ at the completion of rule reduction. In contrast, the revised reduction rules do not identify
all of the prime implicants to place in a minimal formula and do not completely reduce the inclusion
formulas. The greatest possible reduction requires more information than what is available when
Baser #2 and #3 are used. This is the cost associated with the benefit of generating a smaller base

and the subsequent smaller subset of the inclusion formulas.

In cases in which the reduction rules do not totally reduce the set of inclusion formulas, the
next step in the process of forming a minimal formula F is to execute a search process to determine
the remain prime implicants to place in F. We discuss the search process in Chapter 9. We now
introduce three algorithms which integrate the steps up to the point at which search is required in

the process of developing a minimal F.
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Minimisation Algorithms

We have discussed the first six steps of the methodology for forming a minimal sum-of-
products formula F with respect to the given cost criterion to represent a function f belonging to

the interval [g, h]. These steps are:

1. derive a 1-normal form specification ¢(X, z) = 1 if not already formed;

2. construct a general solution of $(X,z) = 1 for z, in the form of an interval g(X) < z < h(X),
i.e., z € [9(X), A(X));

3. develop the set of all prime implicants of h;
4. develop a base for [g, hj;

5. develop inclusion formulas representing coverage of the terms of the base by prime implicants
of h;

6. reduce the inclusion formulas using reduction rules—identifying prime implicants of k to
include in F as well as to discard from consideration.

If a minimal formula is not formed after these steps, then a search process must be used to determine
the remaining prime implicants to include in F. We now present three different algorithms for

performing these steps. After introducing the algorithms, we will compare and contrast them in

an ensuing section.

Algorithm Using Base #1. The first algorithm for forming a minimal SOP F uses the
set of all useful, conditionally-eliminable prime implicants of a function as a base. A synopsis of

this algorithm is:

1. derive a 1-normal form specification ¢(X,z) = 1 if not already formed;

g

construct a general solution of ¢(X, 2z} = 1 for z, in the form of an interval g(X) < z < h(X),
i.e., z € [g(X), A(X)];

develop the set of all prime implicants of A;

form a base for [g, h] consisting of the set of useful CEPIs;

develep an inclusion formula for every term of the base using Procedure 6.2;

use Reduction Rule Set #1 to reduce the set of inclusion formulas; and

N kR W

use a search process to determine the remaining terms.
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Algorithm 6.1 implements the first six steps of the aforementioned process. The search process is

introduced in Chapter 9.

Algorithm 6.1 (Minimisation Algorithm #1): Given a 1-normal form specification ¢(X, z) =
1 and a cost criterion CRITERION, a minimal formula F which represents a function f belonging
to the interval [g(X), A(X)] developed from ¢(X, z) = 1 is generated in the following manner:

Step 0. Initialise a partial sum PS to the empty set 0.
Step 1.

1. Form g(X) = él(xv 0) : ¢(X, 1)'
2. Form h(X) = ¢'(X,0) + ¢(X, 1).
Step 2.
1. Form a simplified formula to represent g(X) using Procedure 2.15 (Simplification). Call
the simplified formula G.
2. Develop the Blake canonical form for function A(X) using Procedure 2.20 (Blake canon-

ical form).

Step 3. Using Procedure 5.2 (Essential Prime Implicants), G, and BCF(h(X)), determine the
essential prime implicants of h(X).

1. Denote the set of essential prime implicants by H,,,(X) and the function formed by the
disjunction of the essential prime implicants by h,,,(X).

2. Denote the set of terms in G used to identify essential prime implicants in Proce-
dure 5.2—terms covered by the essential prime implicants—by G oyered-

Step 4.
1. Form a set H of prime implicants consisting of all prime implicants of h(X) less the
essential prime implicants.

2. Use Procedure 5.3 (Covered Terms), H, and A,,,(X) to determine the terms in H covered
by hess(X). These terms constitute the set of inessential prime implicants of A(X); call
this set of terms Hinespen-

Step 5. Form the set H., of congitionally-elinﬁnable prime implicants by removing the prime
implicants in Hipn.q,en from H

Step 6.

1. Remove from G the terms in G oyered; denote the resulting formula by G — Geovered-

2. Use Procedure 5.3 (Covered Terms), G — Gcovered, 8nd A, (X) to determine the terms
in G — Geovered covered by h,,,(X). Call the resulting terms G,,,.

3. Remove from G — Gcoyered the terms in G,,,. Denote the resulting formula 5; it repre-
sents the function §(X).




Step 7.

1. Using Procedure 5.1 (Useful Prime Implicants), determine the prime implicants in H,,

that are useful with respect to G. Call the set of useful prime implicants Hyg,e. Hpagae
is the base.

2. Place in Hy,44,, the terms in H,., which are not in H,,,,.
Step 8. Form a set LABS = {Pj,..., P} of labels which will be used to denote the prime impli-
cants in Hy,,q.

Step 9. Using Procedure 6.2 (Formation of an Inclusion Formula), Hys,., LABS, H,,,, and §,
generate an inclusion formula IF; for each prime implicant in Hj,,,- Denote the set of
inclusion formulas by I'F.

Step 10. Using Procedure 6.4 (Assignment of Cost to Terms), Hyq,,, LABS, and CRITERION,
develop an association list affiliating a term with a cost. Each cost is paired with the label
in LABS with denotes a corresponding PI in Hjq,,. Call the resulting list LAB/COSTS.

Step 11. Using Procedure 6.11 (Reduction Rules - Set #1), the set IF of inclusion formulas, and
the cost list LAB/COSTS, apply rule reduction to the set IF. Procedure 6.11 returns a
revised set IF,,, of inclusion formulas and a set PS,,,, of variables identified for placement
in F.

1. Replace IF with IF,,,.

2. Append PS, . to PS.
Step 12.

e If IF = ¢, then a minimal formula F has been formed.

1. Replace the labels in PS with their associated prime implicants from Hy,,..
2. Append the contents of H,,,(X) to PS. The resulting set of terms constitutes F.
3. Return F. ‘

e Otherwise, a search process must be used to complete F.

1. Return the current inclusion formulas IF, PS, Hyq,., and H,,,(X). (PS is a set of
labels; Hy,,. and H,,,(X) are sets of prime implicants.)

2. Also return LAB/COSTS and LABS for use in the search process.

Algorithm 6.1 is different from other algorithms found in the literature in the following ways:

e the minimisation process begins with a 1-normal form specification ¢(X, z) = 1;
o the partitioning of the prime implicants allows concentration of effort on the useful CEPlIs;
o the base consists of useful, conditionally-eliminable Pls; and

o formation of inclusion formulas is simplified through the use of the EPI- and DC-constraints.
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Algorithm Using Base #2. We now present an algorithm for forming a minimal SOP F
which uses the set of all useful, conditionally-eliminable prime implicants which are contained in

an irredundant disjunctive form, i.e. Base #2. A synopsis of this algorithm is:

1. derive a 1-normal form specification ¢(X, z) = 1 if not already formed;

i

construct a genera!l solution of ¢(X, z) = 1 for z, in the form of an interval g(X) < z < h(X),
ie., z € [g(X), h(X)];

. develop the set of all prime implicants of h;

form an IDF for (g, h);

form a base for [g, h] consisting of the set of useful CEPIs in the IDF;

develop an inclusion formula for every term of the base using Procedure 6.2;

use Reduction Rule Set #2 to reduce the set of inclusion formulas; and
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use a search process to determine the remaining terms.

Algorithm 6.2 implements the first seven steps of the foregoing process. The search process is

introduced in Chapter 9.

Algorithm 6.2 (Minimization Algorithm #2): Given a 1-normal form specification ¢(X, z) =
1 and a cost criterion CRITERION, a minimal formula F which represents a function f belonging
to the interval [g(X), A(X)] developed from ¢(X,z) = 1 is generated in the following manner:

Step 0. Initialise a partial sum PS to the empty set 0.
Step 1.

1. Form ¢g(X) = ¢/(X,0) - ¢(X, 1).
2. Form h(X) = ¢'(X,0) + ¢(X, 1).

1. Form a simplified formula to represent g(X) using Procedure 2.15 (Simplification). Call
the simplified formula G.

2. Develop the Blake canonical form for function A(X) using Procedure 2.20 (Blake canon-
ical form).

Step 3. Using Procedure 5.2 (Essential Prime Implicants), G, and BCF(h(X)), determine the
essential prime implicants of h(X).

1. Denote the set of essential prime implicants by H,,,(X) and the function formed by the
disjunction of the essential prime implicants by h.,,(X).

2. Denote the set of terms in G used to identify essential prime implicants in Proce-
dure 5.2—terms covered by the essential prime implicants—by G oyered-
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Step 4.

1. Form a set H of prime implicants consisting of all prime implicants of h{X) less the
essential prime implicants.

2. Use Procedure 5.3 (Covered Terms), b4 , and A, (X) to determine the terms in H covered
by Aess(X). These terms constitute the set of inessential prime implicants of h(X); call
thil set Of terms Hi,u,..n.

Step 5. Form the set H,, of conditionally-eliminable prime implicants by removing the prime
implicants in Hipneppen from H.

Step 6.

1. Remove from G the terms in G.pyered; denote the resulting formula by G — Goyered-

2. Use Procedure 5.3 (Covered Terms), G — Geoyered, 80d hy,,(X) to determine the terms
in G — Geovered covered by h,,,(X). Call the resulting terms G..,.

3. Remove from G — Gcoyered the terms in G,,. Denote the resulting formula 5; it repre-
sents the function §(X).

1. Using Procedure 5.1 (Useful Prime Implicants), determine the prime implicants in H,
that are useful with respect to G. Call the set of useful prime implicants Hy,.sui.

2. Place in Hy, 144, the terms in H,, which are not in Hy,efui

1. Using Procedure 2.34 (Irredundant Formula), Hu,efut, Hess(X), and § form an IDF for
the function.

2. Remove the set H,,,(X) of essential Pls from the IDF and call the remaining PIs Hiqse-
Hyq,. is the base.

Step 9. Form a set LABS = {Pj,..., P/} of labels which will be used to denote the prime impli-
~ants in Hw.!uz.

Step 10. Using Procedure 6.2 (Formation of an Inclusion Formula), Hu,efui, LABS, H,,,, and
3, generate an inclusion formula I'F; for each prime implicant in Hyase- Denote the set of
nclusion formulas by IF.

Step t1. Using Procedure 6.4 (Assignment of Cost to Terms), Hy,eyui, LABS, and CRITERION,

Cevelop an association list affiliating a term with a cost. Each cost is paired with the label
a2 LABS with denotes a corresponding PI in Hy,epui. Call the resulting list LAB/COSTS.

Step .2. Using Procedure 6.14 (Ilcduction Rules - Set #2), the set IF of inclusion formulas, and
the cost list LAB/COSTS, apply rule reduction to the set IF. Procedure 6.14 returns a
revised set IF,,, of inclusion formulas and a set PS,,,, of variables identified for placement
in F.

1. Replace IF with IF,,,.

2. Append PS,,, to PS.
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Step 13.

e If IF = 0, then a minimal formula F has been formed.

1. Replace the labels in PS with their associated prime implicants from Hy,epui.
2. Append the contents of H,,,(X) to PS. The resulting set of terms constitutes F.
3. Return F.

e Otherwise, a search process must be used to complete F.

1. Return the current inclusion formulas IF, PS, Hy,.fui, and H,,,(X). (PS is a set
of labels; Hy,¢ui, and H,,,(X) are sets of prime implicants.)

2. Also return LAB/COSTS and LABS for use in the search process.

Algorithm 6.2 is unique in the following ways:

e the minimisation process begins with a 1-normal form specification ¢(X,z) = 1;
o the partitioning of the prime implicants allows concentratio. of effort on “ne useful CEPls;

o the base consists of useful, conditionally-eliminable prime implicants of an irredundant dis-
junctive form;

o formation of inclusion formulas is simplified through the use of the EPI- and DC-constraints;
and

o rule reduction is facilitated through the use of a revised set of reduction rules.

Algorithm Using Base #3. An algorithm is now presented for forming a minimal SOP
F which uses a set of useful, conditionally-eliminable prime implicants which covers the function §

as a base. We summarise the algorithm as follows:

1. derive a 1-normal form specification ¢(X,z) = 1 if not already formed;

2. construct a general solution of ¢(X,z) = 1 for z, in the form of an interval g(X) < z < h(X),
i, 2 € [g(X), H(X)]

3. develop the set of all prime implicants of A;

4. using Procedure 6.1, form a base for [g, h] consisting of the set of useful CEPIs which com-
pletely cover the function §;

5. develop an inclusion formula for every term of the base using Procedure 6.3;
6. use Reduction Rule Set #2 to reduce the set of inclusion formulas; and

7. use a search process to determine the remaining terms.
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The first six steps of the foregoing process are implemented by Algorithm 6.3. The search process

is introduced in Chapter 9.

Algorithm 6.3 (Minimisation Algorithm #3): Given a 1-normal form specification ¢(X,z) =
1 and a cost criterion CRITERION, a minimal formula F which represents a function f belonging
to the interval [g(X), A(X)] developed from ¢(X,z) = 1 is generated in the following manner:

Step 0. Initialise a partial sum PS to the empty set 0.
Step 1.

1. Form g(X) = ¢'(X,0) - ¢(X, 1).
2. Form h(X) = ¢'(X,0) + ¢(X, 1).
Step 2.
1. Form a simplified formula to represent g(X) using Procedure 2.15 (Simplification). Call
the simplified formula G.
2. Develop the Blake canonical form for function A{X) using Procedure 2.20 (Blake canon-
ical form).

Step 3. Using Procedure 5.2 (Essential Prime Implicants), G, and BCF(h(X)), determine the
essential prime implicants of h(X).

1. Denote the set of essential prime implicants by H,,,(X) and the function formed by the
disjunction of the essential prime implicants by h,,,(X).
2. Denote the set of terms in G used to identify essential prime implicants in Proce-
dure 5.2—terms covered by the essential prime implicants—by G oyered-
Step 4.
1. Form a set H of prime implicants consisting of all prime implicants of h(X) less the
essential prime implicants.

2. Use Procedure 5.3 (Covered Terms), #, and h,,,(X) to determine the terms in H covered
by heso(X). These terms constitute the set of i~essential prime implicants of A(X); call
this set of terms Hincsgen-

Step 5. Form the set H., of conditionally-eliminable prime implicants by removing the prime
implicants in H;p,,4en from H.

Step 6.

1. Remove from G the terms in Geoyereq; call the resulting formula G — Geoyered:

2. Using Procedure 2.10 (Subtraction), subtract the function h.,,(X) from the function
represented by G — G.overed-

3. Call the resulting formula G and the function which it represents §(X).
Step 7.

1. Using Procedure 5.1 (Useful Prime Implicants), determine the prime implicants in H,,
are useful with respect to G. Call the set of useful prime implicants Hy,eful.
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2. Place in Hy,qleqs the terms in He, which are not in Hy,efui-
Step 8. Using Procedure 6.1 (CEPIs Completely Covering §), Husesui, and §, form a base Hyq,.
for the function.

Step 9. Form a set LABS = {Pj,..., P} of labels which will be used to denote the prime impli-
cants in Hy,eful

Step 10. Using Procedure 6.3 (Formation of an Inclusion Formula), Hy,csui, LABS, and §, gen-
erate an inclusion formula I F; for each prime implicant in Hya,¢. Denote the set of inclusion
formulas by IF,

Step 11. Using Procedure 6.4 (Assignment of Cost to Terms), Hy,eyui, LABS, and CRITERION,
develop an association list affiliating a term with a cost. Each cost is paired with the label
in LABS with denotes a corresponding Pl in Hy,.sy:. Call the resulting list LAB/COSTS.

Step 12. Using Procedure 6.14 (Reduction Rules - Set #2), the set IF of inclusion formulas, and
the cost list LAB/COSTS, apply rule reduction to the set IF. Procedure 6.14 returns a
revised set I F,,, of inclusion formulas and a set PS,,, of variables identified for placement
in F.

1. Replace IF with IF,,,.

2. Append PS,,., to PS.
Step 13.

o If IF = @, then a minimal formula F has been formed.

1. Replace the labels in PS with their associated prime implicants from Hy,eful-
2. Append the contents of H,,,(X) to PS. The resulting set of terms constitutes F.
3. Return F.

e Otherwise, a search process must be used to complete F.

1. Return the current inclusion formulas IF, PS, Hy,gui, and H,,,(X). (PS is a set
of labels; Hy,sui, and H,,,(X) are sets of prime implicants.)

2. Also return LAB/COSTS and LABS for use in the search process.

The following aspects of Algorithm 6.3 are novel:

o the minimisation process begins with a 1-normal form specification ¢(X,z) = 1;
e the partitioning of the prime implicants allows concentration of effort on the useful CEPlIs;
o the base consists of a subset of the useful CEPIs derived using the lower-bound function §;

formation of inclusion formulas is simplified through the use of the G-constraint; and

e rule reduction is facilitated through the use of a revised set of reduction rules.

345




Comparison of the Algorithms. The utility of each of the foregoing algorithms is de-
pendent on the available computational resources as well as on the complexity of the functions
for which we are attempting to form a minimal formula F. When sufficient memory is available,
Algorithm 6.1 is the best technique to use since the resulting inclusion formulas give us the most
information about prime implicants to place in F as well as those to discard from consideration.
Hence, the least amount of work must be performed by the ensuing search process when Base #1
is used. However, if we are constrained with respect to resources, then either Algorithm 6.2 or 6.3

should be used.

Algorithm 6.1 has the largest base and consequently produces the largest set of inclusion
formulas. With the largest set of formulas, we are able to identify the largest set of prime implicants
for F. Moreover, the inclusion formulas are reduced to the greatest extent. Thus, if search is
required, it will not involve as much effort. However, this method uses a considerable amount of
memory because of the number of prime implicants and corresponding inclusion formulas. With
many inclusion formulas, the process of applying reduction rules is memory intensive. This :an
be a problem when each prime implicant of a function is about as good as the next, e.g., as in

symmetric functions.

When less memory is available, we must resort to using a smaller base. Fewer inclusion
formulas are generated when a smaller base i~ used. Hence, the demands on memory resources are
not as severe as when we use Base #1. However, the cost of developing fewer inclusion formulas
is that we cannot in general reduce the set of inclusion formulas as much as when a larger base is
used. As a result, effort is shifted to the search process. Additionally, Base #2 is formed from an

IDF. The generation of an IDF requires a considerable computational effort.

In Appendix C, we discuss the computational results of applying Algorithms 6.1 and 6.2 to

several sets of examples.
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Summary

In this chapter, we have presented methods for taking an initial specification and developing
a single minimal SOP formula F up to the point at which the use of search is necessary. The search

process is discussed in Chapter 9. We have introduced a number of new ideas in this chapter:

e A set of algorithms for three different prime implicant bases was presented. We thus have
available an algorithm appropriate for available computing resources as well as the complexity
and sise of function which corresponds to the circuit specification.

e We begin each algorithm with a 1-normal form specification ¢(X,z) = 1 for which we con-
struct a general solution for z in the form of an interval z € [g(X), A(X)]. This is done to
emphasise that developing a design corresponds to solving an equation. (This technique is of
additional significance in the minimization of multiple-output circuits.)

e A methodology for partitioning of the prime implicants was presented which allows concen-
tration of effort on the useful, conditionally-eliminable prime implicants.

e An equation-based approach to the generation of inclusion formulas which incorporates the
use of constraints was formulated. This approach provides a theoretically-sound foundation
for the reasoning process utilised to generate inclusion formulas, something that has been
lacking in previous work. The use of constraints makes the process of generating inclusion
formulas more efficient.

e A modified set of reduction rules was developed for situations in which only a subset of the
set of conditionally-eliminable prime implicants is included in the base. These rules facilitate
a moderate reduction in the inclusion formulas prior to the use of search.
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VII. Minimization of Multiple-Output Functions

In Chapter 6 we presented techniques for developing a minimal sum-of-products formula F
to represent a function f belonging to the interval [g, h]. The formula F corresponds to a minimal
single-output design which meets a 1-normal form specification ¢(X,z) = 1. In the general case,

however, we endeavor to form a multiple-output circuit specified by a 1-normal form

¢(X,2)=1, (7.1)

for which X = (z1,23,...,2,) and Z = (21, 23,...,2m). Assuming that the 1-normal form specifi-

cation (7.1) is tabular, we develop a system of the form

an(X) < z1 £ h(X)
93(X) < 2z £ hi(X)

: (7.2)
gm(X) < 2z, < hvn(X),

which is equivalent to (7.1). By applying a similar methodology as in Chapter 6, we then derive a

design by forming a system

z1 = fi(X)
z3 = fa(X)

: (7.3)
Zm = fm(x)y

such that a design corresponds to the vector F of formulas which represents the functions f(X).

Each function f;(X) is a member of the interval [g;(X), h; (X)].

In this chapter, we extend the methods discussed in Chapter 6 to facilitate development of

designs for multiple-output combinational circuits. We assume that all specifications ¢(X, Z) = 1
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considered in this chapter are tabular. Additionally, all lesigns produced using techniques presented
in this chapter correspond to non-recurrent designs, i.c., designs in which each output is a function
only of the input nodes. Non-recurrent designs are those which are produced using conventional
minimisation systems. For algorithmic efficiency, we restrict the cost criteria used to judge multiple-

output circuits to the fewest-gates criterion.

A vector F of formulas is said to be minimal if the formulas contained in F are collectively
minimal with respect to a given cost criterion. For example, if the cost criterion is the fewest gates,
then F is said to be minimal only if the number of distinct terms in the formulas contained in F

is minimal. Moreover, ¥ is said to be irredundant if each formula Fj in F is irredundant.

We follow a similar approach in developing a minimal, irredundant vector F of SOP formulas
to represent the functions f(X) as applied in the formation of a minimal SOP formula F. The

steps in this process are:

. derive a 1-normal form specification ¢(X, Z) = 1, if not already formed;

. form a general solution of ¢(X, Z) = 1 for Z to develop a set (7.2) of intervals;

. form the set of all multiple-output prime implicants of the upper-bound functions h(X);
. develop a base for [g(X), h(X)];

. develop inclusion formulas representing coverage .[ the terms of the base by the multiple-
output prime implicants;
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6. reduce the inclusion formulas using reduction rules—identifying multiple-output prime impli-
cants to include in formulas in F as well as to discard from consideration; and

7. use a search process t{o determine the remaining multiple-output prime implicants to include
in formulas in F.

A number of the steps in this process vary somewhat from the steps used in the single-output case.
With the exception of the last step—search—we will discuss each step in turn in the course of
this chapter. Differences between the foregoing steps and step: in the single-output case will be

highlighted in the course of the presentation. As in Chapter 6, we present algorithms which can be

used to form a minimal design.
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Initial Specification

A specification for a digital circuit may be stated by a single Boolean equation in 1-normal

form, i.e.,

#(X,2) = 1. (7.4)

If we are given a specification in some other medium, e.g., a truth table, we may use the methods
described in Chapter 4 tc form an equation of the form (7.4). Given the equation #X,Z) =1, we

develop a solution of the form (7.2) in which each output z; is defi~ed by an interval [g,(X), h; (X)].

Let us define the function ¢;(X, z;) = EDIS(4(X, Z), Z;), in which Z; is the set Z of variables
less the variable z;. Viewing 43,- (X,z;) as a function of the single variable z;, we form a gencral
solution based on the extended-range concept developed in Theorem 4.2. Using the extended range,

we produce the general solution

a(X) <z h(X)
g:(X) <z < h(X)
(7.5)
gm(X) <zm < hm(X,
of (X, Z) = 1 for Z, in which
g;(X) = 8.(X,0)- §;(X, 1) (7.6)
and
hi(X) = $5(X,0) + &;(X, 1). (7.7)
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We must us¢ an extended range to form system (7.5) in case there exists a don't care condition

such as an input combination in B} which does not occur (see Example 4.9).

Hence, system (7.5) may be used to develop a design corresponding to the vector F of formulas

representing the functions f{X) in the system

2 = fl(X)
zz = fi(X)

(7.8)
Zm =  fm(X).

In the remainder of the chapter we present an approach for developing a vector F which is minimal
with reapect to a given cost criterion. We discuss the formation of multiple-output prime implicants

for the upper-bound functions k(X) in (7.5) in the ensuing section.

Multiple-Output Prime Implicants (MOPIs)

A minimal vector F of SOP formulas corresponds to a minimal two-level design. In the single-
output case, a minimal formula F consists of an irredundant set of prime implicants of A(X) which
covers g(X). However, in multiple-output circuits the prime implicants of each function A;(X) do
not generally suffice to compose a minimal formula F; to cover the corresponding function g;(X).
A special form of prime implicant, called multiple-output prime implicants (MOPIs), must be used

to construct a minimal F. We demonstrate the reason in Example 7.1.

Example 7.1: Suppose we are given a l-normal form specification ¢(X, Z) = 1, in which

! LW !
#(X, Z) = 2\z52125 + zyz52125 + 2\ Taza2123 + 21252123 + 7123232125 + Z122T32y23. (T.9)
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We develop a system that is equivalent to ¢(X,Z) = 1, such as (7.5), forming a range (g;, hj] of

possible functions for each output z;:

zi+2z5 <z1< z)+7z (7.10)
31212 + 2323 < z3 < 1:12[2 + 2323 + 2123. (7.11)

The right-hand side of (7.10) is BCF(h;); the right-hand side of (7.11) is BCF(h;). Using the
prime implicants of h; to form f,(X) and the prime implicants of h; to form f3(X), the best system

Z = f(X) we can form with respect to the number of distinct terms in F .s

zy = zy+z) (7.12)

]
125 + za23.

22

The number of distinct terms in F is four in this case. However, we may replace the term z} in F;
with the term z,z5—-which is not a prime implicant of h;—and still represent the function f;(X).

We thus form the system

2 = z'1+zlz', (713)

!
T1Z; + Za2z3

22

in which the number of distinct terms in F is three. The vector F in system (7.13) has fewer
distinct terms than the F in (7.12) developed using the prime implicants of the upper-bound
functions h. The term z,z}, which is shared between F, and F; in (7.13), is a special term called

a multiple-output prime implicant.

The use of multiple-output prime implicants is required to form a minimal F to represent
f(X). The specific utility of MOPIs, as demonstrated in Example 7.1, is to facilitate the sharing

of terms among the formulas F; in F, thus making F cheaper. It is well-known that a minimal
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design for a multiple-output function consists of multiple-output prime implicants. We now define

the set of MOPIs for a set [g, h] of intervals:

A multiple-output prime implicant (MOPI) for a set [g, h] of intervals is a product of
literals which is either:

1. A prime implicant of one of the functions Ak, j =1,2,...,m; or

2. A prime implicant of one of the product functions
hi-hj-- by,

in which

e 1,j5,k=1,2,...,m, and

cifjt £k

(Givon 70:179-180)

Thus, a multiple-output prime implicant can be a prime implicant of any of the m functions in
h, a prime implicant of the product of two of the functions A; - h;, up to and including a prime

implicant of the product of all m functions h; - h; - - - hpn.

Although the set of all multiple-output prime implicants is defined as the prime implicants
of the functions h as well as the prime implicants of all possible product functions formed from
the functions in h, we do not have to form the product functions to develop the set of all MOPIs.
We can use procedures which generate the Blake canonical form of a function to develop the set
of all MOPIs, providing that we use a specialized formula $y(X, Z) derived from the 1-normal
form specification ¢(X,Z) = 1. Before presenting how $4(X, Z) is formed, however, we discuss

the assignment of costs to MOPIs.

Assignment of Costs to MOPIs. Similar to the cost criteria presented for developing
a minimal single-output design, there exist cost criteria that may be used to develop a multiple-
output digital design. Typical cost criteria include fewest gates, fewest gate inputs, and variations

thereof.
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The most common cost criterion is the fewest gates in a two-level circuit. This criterion is
generally used when a two-level circuit is to be implemented with a Programmable Logic Array
(PLA), the most common method of implementing a two-level circuit. Since the size of a PLA
varies in proportion to the number of gates, our main concern is to minimize the number of distinct

terms in the corresponding vector F of SOP formulas.

Other cost criteria generally involve the number of gate inputs in some fashion. One cost
criterion is the fewest gate inputs for the AND gates in the circuit. Using this criterion, the cost of
the circuit is measured by the total number of literals contained in distinct terms in F. A variation
of this criterion is the fewest gate inputs with the fewest interconnections. Using this criterion, the
cost of F is determined by adding the total gate inputs to a sum calculated by adding for each
distinct term the number of formulas in F in which the term appears; hence, the total number of
gate inputs and interconnections is minimized. It is possible that different designs will result for a

given specification depending on the cost criterion used to measure minimality of a circuit.

For the remainder of this chapter, we presume that the fewest-gates cost criterion will be
used. We take this approach for a number of reasons. First, the most common implementation for
two-level circuits is a PLA, in which we are not as concerned with the number of gate inputs as
we are with the number of gates. Moreover, heuristic techniques exist which reduce the number of
gate inputs after a design with a minimal number of gates is developed. Additionally, most modern
algorithms for two-level design, such as MINI (Hong 74), ESPRESSO (Brayt 84), and ESPRESSO-
EXACT (Rudel 89), consider only the number of gates. Finally, techniques whick are used to form
a design with the fewest gates are simpler than those which are used to develop a design with the
fewest gate inputs. We thus restrict the available cost criteria in order to reduce the complexity of
the resulting algorithms. The techniques presented in the following sections can be easily extended

to accommodate additional cost criteria.
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Since we are assumning that the fewest-gates cost criterion is used, each multiple-output prime
implicant is assigned a cost of 1. The cost of using a MOPI is 1, whether it is contained in a single
formula F; or a number of formulas in F. Thus, if a MOPI must be contained in one formula Fj,
then its use is free in other formulas. An application of this idea is that if a MOPI p, is essential
for the function f, and is not for f;—but may be used to form F;—then we will automatically use
it in F3 since it does not cost anything extra to do so with respect to our chosen cost criterion.
In some cases, this will cause a formula F; contained in a minimal F to contain redundant terms.
Many of these redundant terms are absorbed by other terms in Fj; hence, a way to quickly reduce
the number of redundant terms after F is formed is to replace each formula F; with an equivalent

absorptive formula at the end of the minimization process.

When using the fewest-gates cost criterion, each MOPI p is treated as a single entity. However,
when employing cost criteria other than the fewest gates, we sometimes must create copies of p
which must be handied distinctly. One copy must be considered for every possible combinations of
formulas in which p may appear. In fact, if p can appear in n formulas in F, then 2" — 1 copies
of p may have to be created (Barte 61:28). This requirement adds to algorithmic complexity and
increases memory usage. Hence, the handling of MOPIs is much simpler if using the fewest gates
cost criterion. We now discuss the formation of the formula $5(X, Z) used to form the set of all

MOPIs.

Formation of $4(X, Z). In Chapter 4 we discussed the correspondence between a 1-normal
form specification and a truth table. Forming MCF(¢(X, Z)) with respect to the X-arguments, a

dizcriminant corresponds to an entry in a truth table in the following manner:

e If a discriminant is a Z-term which contains the literal z}, then [g;(4), h;(A)] = [0,0]* for
the input combination A € B}.

! The interval {0, 0] is normally denoted as 0; {1 '] is denoted as 1; and [0,1] is denoted as X.
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o If a discriminant is a Z-term which contains the literal z;, then [g;(A), h;(A)] = [1,1] for the
input combination 4 € BJ.

e Ifadiscriminant is a Z-term which does not contain the variable z;, then [g;(A4), h;(A4)] = [0, 1]
for the input combination 4 € B}.

o If a discriminant is 1, then [g;(A4), h;(A4)] = [0, 1] for the input combination A € B} for each
[9;(X), b (X)].
¢ If a discriminant is 0, then the input combination A € B does not appear in the truth table.

This correspondence may be generalized for the case in which ¢(X, Z) is not represented by its

minterm canonical form.

The formula which represents ¢(X, Z) is denoted by $(X, Z). Let us call the portion of a
term t(X, Z) in $(X, Z) which consists of X-variables the X -part, denoted by u(X). Let us call the
portion of ¢(X, Z) containing Z-variables the Z-part, denoted by v(Z). If ¢(X, Z) contains no Z-
variables, then v(Z) = 1. It follows that ¢(X, Z) = u(X).v(Z). Furthermore, we denote a minterm
with respect to X-arguments of ¢(X,Z) by the notation m(X). A substitution A € B} which
makes the statement m(A) = 1 valid is a solution of m(X) = 1. Then, for a given term ¢(X, Z)
of ®(X, Z), if v(Z) contains the literal z;, then [g;(A), h;j(A)] = (0, 0] for all input combinations

A € BY such that 4 is a solution of all equations m(X) = 1 for which m(X) < u(X). We make

similar correspondences for the remaining cases.

Bartee (Barte 61) showed that a truth table may be used to develop a formula ®—in minterm
canonical form with respect to the X-variables—in which the equivalent Blake canonical form
depicts the set of all MOPIs which can be developed from the functions A. A truth table depicts
the value [g;(A4), h;(A)] for a given input combination 4 € B}. If an A € B} exists such that
m(A) = 1 is valid and [g;(A), h;(A)] = [0, 0], then the discriminant v(Z) associated with m(X) in
& contains the literal z,. However, if [g;(A), h;(A)] is equal to (1, 1] or [0, 1], then the discriminant
v(Z) associated wi*" m(X) contains neither z, nor z;. Additionally, if there exists a don’t care
condition corresponding to a missing row in a truth table, i.e., situations in which [g;(A), h;(A)] is

undefined for a substitution A € B}, then a minterm m(X) is created for such a row in which the

associated discriminant v(Z) is equal to 1.
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Using Bartee’s methodology, we develop a formula ®4(X, Z) using ®(X, Z) for which the
equivalent Blake canonical form depicts the set of all MOPIs. ®y(X,Z2) is formed in a two-step

process:

1. For each term ¢t in (X, Z), create a term { to place in ®y(X, Z) such that £ contains the
literals that ¢ contains with the exception of uncomplemented Z-variables.

2. Terms are created to cover the minterms m(X) corresponding to missing rows in a truth table,
i.e., the don’t care condition in which [g;(X), h;j(X)] is undefined for an input combination

A € B},
The manner in which terms are created in Step 1 is obvious; we now discuss how terms are created

in the second step.

In Chapter 4 we defined an equation ¢pc(X) = 0 which represents a constraint on ¢(X, Z) =
1 due to input combinations which do not occur. This constraint denotes the conditions in which
#(X,Z) = 1 has no solution Z = f(X). Another way of viewing this problem is to examine the
conditions in which a solution Z = f(X) exists for ¢(X,Z) = 1, i.e, the conditions in which

#(X, f(X)) = 1 is an identity. Such a solution exists if and only if the condition

EDIS(¢(X,2),2) =1 (7.14)

is satisfied. Consequently, the equation EDIS(¢(X,Z),Z) = 1 expresses the conditions for which
[9;(X), hj(X)] is defined. We can derive the conditions in which [g;(X), h;(X)] is not defined by

forming (EDIS(¢(X, Z),2)) = 0; whence,

¢DC(X) = (EDIS(¢(Xv Z):Z))l (715)

Substitutions A € BJ such that A is a solution of equations m(X) = 1, for which m(X) is a

minterm included in terms of the formula representing ¢pc(X), are the substitutions for which
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[95(X), hj(X)] is undefined. Hence, the terms in the formula representing ¢pc(X), if any exist,

are used to complete the formation of &4 (X, Z).

Certain terms in (X, Z) may be discarded from consideration while forming @ (X, Z); these
terms may be identified in the process of forming terms to place in ¢5(X,Z). A term t(X,Z) in
®(X, Z) which contains a Z-part v(Z) of the form z{2}..-2,,, i.e., all Z-variables appear and
each is in complemented form, is of no use in forming the MOPIs. In this situation, substitutions
A € B} such that A is a solution of equations m(X) = 1, for which m(X) is a minterm included in
corresponding X-part u(X), are substitutions such that [g;(A), h;(A)] = [0,0] for j = 1,2,...,m.
Since we are only concerned with substitutions A for which h;(4) = 1, all terms ¢(X, Z) in (X, Z)
in which v(Z) = z1z}-.-z], are not placed in the formula ®4(X,Z). Placing such terms in
®y(X, Z) will not affect the formation of the set of MOPIs; however, leaving them out is desirable

for efficiency purposes.

The formula ®4(X, Z) is used to generate the set of all MOPIs which may be used to form
the vector F of formulas. After forming $y(X, Z), a procedure such as Procedure 2.20 is used to
develop the equivalent Biake canonical form. Terms in BCF(¢y(X, Z)) which contain a Z-part
of the form z]z}.-.z,,, i.e., terms in which all Z-variables appear and each such variable is in
complemented form, may be deleted from BCF (¢ (X, Z)). Alternatively, we may place the term
2125---2, in ®y(X, Z) prior to forming BCF($n(X,Z)) so that terms containing the Z-part

2y25 - - -z, are inhibited from appearing in BCF(®y(X, Z)), i.e., such terms are absorbed by the

1 ! 1
term 2,25 -2,,.

We now present Procedure 7.1 which develops the formula ®4(X, Z) from (X, Z). Exam-

ple 7.2 demonstrates the application of Procedure 7.1.

Procedure 7.1 (Formation of &4 (X, Z)): Given a formula $(X, Z), andaset Z = {z1,...,2m}
of Z.variables, the formula 5 (X, Z) is formed in the following manner:

Step 0. Initialise $4 to the empty set 0.
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Step 1.

o If (X, Z) is empty, then go to Step 3.
e Otherwise, continue to Step 2.
Step 2. Remove the first term t(X, Z) from $(X, Z) and take one of the following actions:

e Ift(X, Z) contains a Z-part of the form z}2}..-2/,, i.e., all Z-variables appear and each
is in complemented form, then ¢(X, Z) will not be placed in ®4.

o Otherwise, remove any uncomplemented Z-variables from the Z-part of ¢(X,Z) and
place the resulting term in $4.

Return to Step 1.

Step 3. Form ¢pc = (EDIS(¢(X,Z),Z)) and place the terms in the formula representing
¢pc(X) in QH.

Step 4. Add the term z{2;--.2] to ®y(X, 2Z).

Step 8. $x(X, Z) has been formed. Return &4 (X, 2).

Example 7.2: Given a 1-normal form specification ¢(X, Z) = 1, for which

®(X,Z) - d'Vcdd'z123+a'bed'zy + a'bedzyzy + a'bc'd'z; + a'be'dz 2] (7.16)
+ a'bed’'z425 + a’bedzyz; + ab'c’'d'zy 2y + ab'c'dzyzy + abled'zy (7.17)
+ ab'cdzy + abc'd'z) 2] + abc'dzy 23 + abed'z) + abedz; z;,

X =(a,b,¢,d), and Z = (21, 2;), we develop a formula &4 (X, Z). The 1-normal form specification
corresponds to the truth table given by Table 7.1. Table 7.2 defines the functions A.

[gl(x): hi (X)) [g;(X), h,(X)]

—_0 = O = O OO0~ K~ 0 O

—_t e = O OO O -0 0 OO
et OO = OO~ O C = = Oln

— et et st et s e =~ OO OO OO OR

MO MO OO OO O
HFO OO MOOOHHOC O M-

Table 7.1. Truth Table Corresponding to ¢(X, Z) (Example 7.2)
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a b c d hl(X) hz(X)
0 0 0 O 1 1
0 0 0 1 1 1
6 0 1 0 0 1
0 0 1 1 0 0
01 0 O 1 0
01 0 1 0 0
0 1.1 0 1 1
0 1 1 1 0 0
1 0 0 O 0 0
1 0 0 1 0 0
1 0 1 0 1 1
1 0 1 1 1 0
1 1 0 0 0 0
1 1 0 1 1 1
1 1 1 0 1 0
1 1 1 1 1 1

Table 7.2. Truth Table Which Defines h(X) (Example 7.2)

Step 0. &4 = 0.

Steps 1-2. We iterate through Steps 2 and 3 to form the terms in &y corresponding to terms in
$(X,Z). We present the different actions that are taken in these steps.

e Terms a'b cdz)z}, a’'bc'dz 23, a’'bedz| 2}, ab'dd'2 23, ab'c’dz}z}, and abc’d’z} 25 in ¥(X, Z)
(7.17) contain a Z-part of the form z{z;. These terms are not placed in $4.

e Uncomplemented Z-literals are removed from the terms a’b’'c’d’zy 23, a’bed’ 21 23, ab'cd’ 2,
abc’dzy z;, and abedzyz; to form the terms

a't'c'd',a'bed',ab'cd’, abc'd, abed,

which are placed in $4.

e The remaining terms—a'¥cd’z{, a'bc'd’z}, ab’edz}, and abed’z;—do not contain any
uncomplemented Z-variables. These terms are simply placed in ®4.

Step 3. The function ¢pc is formed in which ¢pc = (EDIS(¢(X, Z), Z)) . In this case,

$pc(X) = a'b'cd.

The term a'b'c'd is added to &4.
Step 4. The term z{z} is added to ®4.
Step 5. Tte formula $y returned by the procedure is:

a't'c'd +a'Vc'd + a'b'ed'zy + a'bc'd'z) + a'bed’ (7.18)
+ ab'ed’ + ab’cdz} + abc'd + abed’z; + abed + z;25.
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With the exception of term 2{z3, terms in the formula correspond to rows in Table 7.2 in
which at least one of the two statements hy # 0 or hy # 0 is true.

Generation of MOPIs. After developing the formula &y (X, Z) using Procedure 7.1, a
procedure such as Procedure 2.20 is used to develop the equivalent Blake canonical form. After
forming BCF(¢x (X, Z)), the term zj2; -2, is deleted from BCF(¢u(X,Z)). We denote the

formula which results after this step as M,,;.

Each term ¢(X, Z) in M, contains a single multiple-output prime implicant. The X-part
u(X) of t(X, Z) is the actual multiple-output prime implicant that may be used to constitute
formulasin F. The formulas F; that may be constructed using a given MOPI are determined from
the Z-part v(Z) of t(X, Z). Specifically, if a literal z; does not appear in v(Z), then u(X) is a
MOPI that may be used to form Fj. For example, if z{z3z32} is a term of My, then the MOPI
z}2223 may be used to derive the formula Fy, but not the formula F;. Thus, each term t(X, Z) of
M, contains a MOPI, u(X), as well as an identifier, v(Z), which indicates the formulas F; that

the MOPI may be used to form.

Example 7.3 demonstrates the use of the formula ¢4(X, Z) developed in Example 7.2 to

generate a formula M,;.

Example 7.3: Given the formula &5(X, Z) developed in Example 7.2, we apply Procedure 2.20
to form M,;. We first restate &4 (X, 2):

a't'c'd +a'b'c'd + a'bed'z) + a'bc’'d'z) + a'bed’ (7.19)
+ ab'ed’ + ab'edz; + abc'd + abed’z) + abed + 23 25.

Using Procedure 2.20, we form BCF(®y(X, Z)). The formula which results is:

a'c’'d'zy + d'ed'zy + a’bed’ +a'bd'z) + 6V ' +a'b'd 2] (7.20)
+ acz; + abd + ab'ed’ + b'ed’z] + bed'z; + 2123




The term z;z; is removed from (7.20) to form M,;. Using M,y we determine the MOPIs which
may be used to form F;. Such MOPIs are contained in terms in M,; which do not contain the
complemented literal 21. We thus derive the set

{a'c'd’,a’bed’, a’bd’, a’b'c’, ac, abd, ab’cd’, bed'}
of MOPIs associated with [g1, hy]. Similarly, we derive the set
{a’cd’,a’bed’,a’b'c’, a’b'd’, abd, ab’cd’, b'cd’}
of MOPIs which may be used to form F3. We can verify these sets by forming BCF(h,), BCF(ha)

and BCF(h; - h;) using the functions h as defined by Table 7.2. We find that these formulas are
defined as follows:

BCF(hy) = ad'c'd +a'bd' + a'b'c’ + ac + abd + bed’
BCF(h3) = da'¥'d' +a'cd +a'b'c' +abd + b'cd’
BCF(hy-h3) = a'bt'c’+a'bed + ab'cd’ + abd.
Terms in BCF(h,) and BCF(h, - h3) combine to form the set of MOPIs which may form Fj.
Moreover, terms in BCF(h;) and BCF(h, - h;) combine to form the set of MOPIs which may form
F;. The resulting sets of te ms correspond with the sets developed from BCF(¢y4(X, Z)).
Useful MOPIs. After forming the set of all MOPIs, we then identify the MOPIs associated

with each interval (g;, h;] that are useless with respect to g; for forming a formula F;. A MOPI p

is useless with respect to an interval [g;, h;] if and only if the condition

P<hj—g (7.21)

is an identity. Using this definition, we test a MOPI p for uselessness by determining the validity

of the condition

p-g9; =0. (7.22)

Procedure 7.2 determines the useless, CE MOPIs with respect tc each [g;, h;]. Once a MOPI
p is determined tc be useless with respect to (g, h;], the literal z] is inserted in the Z-part of the

associated term in M,;. The association of the literal z; with a MOPI denotes that the MOPI
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should not be used to develop the formula F; to represent a function f; in the interval [g;, h;]. If

at the conclusion of Procedure 7.2 any terms exist in M,y which contain the Z-part of the form
zyzy---2), i.e., all Z-variables appear and each is in complemented form, then such terms are

deleted from M, since they are inessential for all intervals in [g, hj.

Procedure 7.2 (Useless MOPIs): Given the set {g1,93,...,9m} of functions, the set M,y
which represents the set of all multiple-output prime implicants, and the set Z = {z1,23,...,2m}
of Z-variables, the useless prime implicants of M, are identified in the following manner:

Step 0. Initialise the set z by copying into it the contents of Z.
Step 1. Remove the first literal z; from Z.

Step 2. Form M7 which is the set of all terms in M,y which contain neither z; nor z;.

Step 3. Using Procedure 5.1 (Useless Prime Implicants), g;, and M7, determine the set of MOPIs
in M7(X) which are useless with respect to interval [g;, h;]. For each useless MOPI that is
identified, insert the literal z; in the Z-part of the associated term in M,y.

Step 4.

o IfZis empty, then we have completed the identification of useless MOPIs. Continue to
Step 5.

e Otherwise, return to Step 2.
Step 5.

1. Any terms in My which contain the Z-part of the form 21z} ---2/, i.e., all Z-variables
appear and each is in complemented form, are useless and inessential for all intervals in
(g, h]. Delete all such terms from M.

2. Return M.

Partitioning of MOPIs. After identifying the useless prime implicants, we follow a method-
ology similar to that used in the single-output case and partition the MOPIs formed from h into
essential, inessential, and conditionally-eliminable categories with respect to functions in g. How-
ever, this task is considerably more complicated in the multiple-output case due to the fact that a
given MOPI may be used to form a number of different formulas F; in F. Hence, the bookkeeping

required in this process is more involved than in the single-output case.

Given the set M,;, the set M’ contains the set of MOPIs in M,y which may be used to
constitute the formula Fj, i.e., the terms in M,y which do not contain a complemented literal z;-.

Let M7(X) denote the terms in M7 in which the Z-parts have been omitted. The partitioning of
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the elements of M7(X) with respect to g;(X) is performed in turn for each j = 1,2,...,m. A key

aspect of this procedure is that once a MOPI p is identified as essential for a function, it will be
treated thereafter as an essential MOPI with respect to each [gj, h;] such that p may appear in Fj.
Let us denote MJ,,(X) the MOPIs considered as essential for an interval [g;, h;]. Then, since we
use g;(X) in the process of identifying essential MOPIs (see Procedure 5.2), we may use MJ,,(X)
to form a revised function §;(X) = g;(X) — mj,,(X) which is used in place of g;(X) in identifying

the remaining MOPIs in M7 (X) to place in M{,,(X).

Procedure 7.3 is used to identify essential MOPIs. As a notational device, as essential MOPIs
are identified, the Z-part in the associated terms in M,y are filled with uncomplemented literals
z; for which no literal 2} appears, j = 1,2,...,m. Thus, after identifying the essential MOPIs for
all functions, terms in M,y will contain a Z-part which denotes whether a MOPI is not associated
with a function (denoted by a z;-), is essential for a function (denoted by a z;), or associated with

a function but not essential (denoted by the absence of z; and z/).

Procedure 7.3 (Essential MOPIs): Given the set {g1,93,...,9m} of functions, the set My
which represents the set of all multiple-output prime implicants, and the set Z = {z,,23,...,2m}
of Z-variables, the essential MOPIs in M,;; are identified in the following manner:

Step 0. Initialise the set Z by copying into it the contents of Z.
Step 1.
e If Z is empty, then we have completed the identification of essential MOPIs. Return
M,y and the set {§1,d2,...,0m}-

e Otherwise, continue to Step 2.

Step 2. Remove the first literal z; from zZ.

Step 3. Form M7 which is the set of all terms in M, which contain neither z;- nor z;.

Step 4. Form MJ,, which is the set of all terms in M, which contain the literal z;.

Step 5. Remove the Z-parts from terms in M7 and MJ,, to form M’(X) and MJ,,(X), respec-
tively.

Step 6. Form the function §;(X) = ¢;(X) — mJ,,(X).
Step 7. Using Procedure 5.2 (Essential Prime Implicants), the formula G;(X), and M’(X), de-
termine the set cf essential MOPIs in M7(X) with respect to §;(X).

1. Remove the terms in G;(X) used to identify the new essential MOFIs from G;(X); these
terms are returned by Procedure 5.2,
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2. For each new essential MOPI, fill the Z-part of the associated term in M,y with uncom-
plemented literals z; for each k = 1,2,...,m for which no literal 2, appears.

Return to Step 1.

After identifying essential MOPIs, inessential MOPIs are determined. Procedure 7.4 is a
follow-up procedure to Procedure 7.3 used to identify inessential MOPIs for each interval [g;, h;].
In Procedure 7.4, if a8 MOPI is identified as inessential for [g;, h;], then the tag z} is inserted in
the Z-part of the term associated with the MOPI in M. The association of the literal z,’- with a
MOPI denotes that the MOPI should not be used to develop the formula F; to represent a function
f; in the interval [g;, h;]. Similar to Procedure 7.2, if any terms exist in M,;; at the conclusion of
Procedure 7.4 which contain a Z-part of the form z{z}.--2/, i.e., all Z-variables appear and each
is in complemented form, then such terms are deleted from M, since they are either useless or

inessential for all intervals in [g, h].

A second action is taken in Procedure 7.4. After determining the inessential MOPIs for
an interval [g;, h;], a revised lower-bound function §;(X) is derived to use in base formation and

development of inclusion formulas.

Procedure 7.4 (Inessential MOPIs and Formation of §): Given the set {§1,3,...,dm} of
functions, the set M,y which represents the set of all multiple-output prime implicants, and the set
Z = {21,23,...,2m} of Z-variables, the inessential MOPIs of M, are identified in the following
manner:

Step 0. Initialise the set Z by copying into it the contents of Z.
Step 1. Remove the first literal z; from z.

Step 2. Form M’ which is the set of all terms in M, which contain neither z;- nor z;.

Step 3. Form MJ,, which is the set of all terms in My which contain the literal z;.
Step 4. Remove the Z-parts from terms in M’ and MJ,, to form M’(X) and M}, ,(X), respec-
tively.

Step 5. Using Procedure 5.3 (Covered Terms), M},,(X), and M’ (X), determine the set of inessen-
tial MOPIs associated with function f;(X). For each new inessential MOPI, insert the literal
z} in the Z-part of the associated term in M.

Step 8. Form the function §;(X) = §;(X) — mi,,(X).
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Step 7.

e IfZ is empty, then we have completed the identification of inessential MOPIs and for-
mation of §. Continue to Step 8.

¢ Otherwise, return to Step 2.
Step 8.

1. Any terms in M,y which contain the Z-part of the form z{25---z],, i.e., all Z-variables
appear and each is in complemented form, are inessential for all intervals in [g, k]. Delete
such terms from M,y.

2. Return M, and the set {§1,§3,...,9m}.

At the completion of Procedure 7.4, the set of MOPIs is partitioned into essential, useless
and/or inessential, and conditionally-eliminable MOPIs with respect to each interval [g;, h;]. Ad-
ditionally, a revised set §(X) of lower-bound functions is formed. Example 7.4 demonstrates the

partitioning of MOPIs using the 1-normal form specification of Example 7.2.

Example 7.« Jsing the l1-normal form specification given in Example 7.2, we develop the func-

tions g(X):

a1 a't/c'd' + abd + ab'cd’ + a’bed’ (7.23)
gz = a'b'c’d + abd+ a'bed'.

The formula M,;; developed in Example 7.3 is

a'c’d'zy + a'cd'z) + a’bed’ + a’'bd'z) + a'b'c’ +a'b'd'z] (7.24)

+ aczj + abd + ab’cd’ + b'ed'z] + bed'25.
Using Procedure 7.2, the functions g and M, are used to determine the useless MOPIs. The
MOPIs ab/cd’ and b'cd’ which are associated with [g3, h3) are found to be useless. When the literal
23 is added to the term Vcd'z] in (7.24), the term then contains the literals z]2;. Hence, b'cd’z]z;

is deleted from M,yy. Thus, M,y as returned by Procedure 7.2 is the formula
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a'c'd'zy +a'cd'zy + a’bed’ + a'bd'2; + a'b'¢! (7.25)
+ a'b'd'2] + acz; + abdz,z; + ab'cd'z) + bed'2.
Using Procedure 7.3, the functions g(X) and M, are used to determine the essential MOPIs.
The only essential MOPI found among the set of MOPIs is abd. Since abd may be use to form both
F, and F,, it is essential for both [g;, k1] and [g3, h3). At the conclusion of Procedure 7.3, My is

define by the formula

a'c'd'zj + a'cd'zy + a'bed’ + a'bd'z + a'b'c’ + a'b'd'z) (7.26)
+ aczy + abdz1z3 + ab'ed’ + b'ed'z) + bed'z;.

The functions §(X) are also formed in Procedure 7.3. In this example, we develop the functions

§1 = a&'¥cd +abed +a'bed (7.27)

ga = da'bt'cdd +a'bed.
No MOPIs are identified as inessential using Procedure 7.4. Additionally, the functions § arz
equal to §. Hence, Moy after the partitioning of the MOPIs is the formula (7.26); g is defined by

(7.27).

After the completion of Procedure 7.4, the set of MOPIs is partitioned into essential, inessen-
tial and/or useless, and conditionally-eliminable categories for each interval [g;, h;]. At this point,

we can form a base for [g, h].
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Formation of Bases

After partitioning the MOPIs for each interval (g, h;] in [g, k], the next step in our method-
ology for developing a minimal vector F of formulas to represent f(X) is to form a base for (g, ]
We present two bases for the intervals in [_g_,h]. The first base is the set of MOPIs which are
conditionally-eliminable with respect to at least one interval in [g, h]. The second base is formed

in a fashion similar to Base #3 for the single-output case.

Base #1 - All Conditionally-Eliminable MOPIs. The first base we propose is the set
of MOPIs which are conditionally-eliminable with respect to at least one interval in [g, h]. This
base is similar to Base #1 for single-output functions. MOPIs which form this base are easily
identified using M,;;. After identifying essential, inessential and/or useless MOPIs, terms in M,
corresponding to MOPIs which are conditionally eliminable contain a Z-part in which at least one

Z-variable z;, j = 1,2,...,m, does not appear in either complemented or uncomplemented form.

As in Base #1 of the single-output case, this base is used when an implementation of an
algorithm which utilises the base is hosted on a computer which has sufficient memory capacity
given the specification for which a minimal F is being developed. This base has the most terms;
hence, the number of inclusion formulas representing coverage of each term of the base by subsets
of the MOPIs will be larger than when employing the second base we will discuss. Thus, a large
memory capacity is required to form inclusion formulas and then apply reduction rules. It ic the
most desirable base, however, because the formation of a minimal F which requires .re use of

search is less likely to be needed using this base.

Base #2 - CE MOPIs Covering §. The second base is a set of ¢ inditionally-eliminable

MOPIs which covers terms in the formulas G which represent the functions §- This base corresponds

to Base #3 in the single-output case and is similarly formed. Hov ever, a given MOPI p can only




cover terms in a formula G; such that p is conditionally-eliminable for [g;, h;]. Procedure 7.5

returns this base as a result.

Procedure 7.5 (Base #2 - CE MOPIs Covering §): Given M., and § g, the set My,,, which
consists of MOPIs which are sufficient to cover the terms in the formulas representing § is developed
in the following manner:

Step O.

1. Initialise an accumulator BASE to the empty set .

2. Initialise an accumulator G.,, .4 to the empty set 0. G :_m,,, «a Will serve as an association
list in which each element is a list containing a term in G along with the prime implicants
which cover the term. & 4 18 completely formed in Steps 1 through 3.

==covers

3. Initialise an accumulator M oyers = 9. M.oyer, Will serve as an associationlist in which
each element is list containing 8 MOPI which covers at least one term in G along with
the terms that it covers. M ,y.rs 18 completely formed in Steps 4 through 6.

Step 1.

1. Remove the first formula G; from G.

2. Form the set M7 of terms of M., which are conditionally-eliminable with respect to
{95, h;]. These terms are members of M., in which neither z; nor z; appears.

Step 2. For each term t in Gj:

1. Form a list Tq,,,c by placing ¢ into it.

2. Determine the members of M7 which contain a MOPI p in the X-part such that t < p,
i.e., the MOPI covers p.

3. For MOPIs p which cover ¢, place the term associated with p from M; in Ty..0c.

Place Tauoc in chend'

Step 3.

o If _G_ is empty, then we have determined for each term in G the set of MOPIs that covers
it. Continue to Step 4.

e Otherwise, return to Step 1.

Step 4. Remove the first element of Qc,",,, and denote it Tq,40c-

Step 5. Let us denote ¢ the term in T,,,0 from G. For each term t(X,2) in Ty440c, take one of
the following actions:

o If t(X, Z) does not have a corresponding element M,,,,. in the association list M.oyers,
then create one by forming a list containing ¢(X, Z) and the term ¢ from the list T,,,,c.

o Otherwise, append the term t to the list M,,,,. corresponding to ¢(X,Z) in Mcovers-
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Step 6.

o If G.,y.req i empty, then M, .., has been formed. Continue to Step 7.

e Otherwise, return to Step 4.

Step 7. Sort M oyers such that the MOPI which covers the most terms is first, the one which
covers the second most terms is second, and so on.

Step 8. Remove the first element M,,,,. from M o.,, and add the term (X, Z) in M, 0 to
BASE.

Step 9. Determine the terms t that the MOPI p that comprises the X-part of (X, Z) in Mg,,0c
covers (stored in Mg,,,.). For each term ¢ in My,,0.:

1. Remove the corresponding list Ta,s0c from G oy rea-

2. For each term t(X, Z) in Ty,, ., remove the terms ¢ from their corresponding lists Mo, ,oc
in MCWI" .

Step 10. Remove lists M,,,,. from M ¢, Which no longer contain any terms ¢.

Step 11.

o If M.ouers is empty, then we have formed the base. Return BASE.

e Otherwise, re-sort Mc,yr, such that the MOPI which covers the most remaining terms
is first, the one which covers the second most terms is second, and so on. Perform this
sort in a manner such that a MOPI p which covers fewer terms than previously precedes
the MOPIs which previously covered the same number of terms that p now covers, e.g.,
if p used to cover three terms, but now covers only one, then place it before MOPIs that
used to cover one term. Return to Step 8.

If we are not able to use Base #1 due to memory constraints, the base formed by Procedure 7.5
may provide a useful alternative. It is relatively simple to form. Additionally, the terms of the base

are very likely to be included in the final vector F of formulas. This information is very useful in

the search process, if search is required.

Formation of a Multiple-Output Inclusion Formulas

After developing a base for [g, h], the next step in the process of developing a minimal vector
F of formulas is to develop a set IF of inclusion formulas which denote coverage of terms of the
base. Forming IF for multiple-output functions is similar to the process used for single-output
functions. When developing a minimal formula F to represent a singie-output function, a single

inclusion formula is formed for each prime implicant in the base. After the formation of an inclusion
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formula for each term in the base, reduction rules are applied to identify prime implicants to place
in F as well as PIs to discard from consideration. In the process, the set IF of inclusion formulas is
reduced with respect to the number of contained terms and literals. In the case of multiple-output
functions, however, the formation of an inclusion formula for a term in the base is more complicated
than for single-output functions. We would like to form a single formula I F; for each MOPI p; of the
base in order to facilitate the use of the same reduction rules as used in the single-output case.? To
accomplish this task, we must first develop a set of inclusion formulas—one for each interval [g;, h;]
that the term pr may be associated with—and then form the product of the resulting formulas.
Only in this manner can we determine the subsets of MOPIs that can be used in place of p; to

constitute the different formulas in F. This approach was originally used by Cutler (Cutle 80).

Let IF] denote the inclusion formula for the term p; of the base with respect to [g;, ;).
Then, the single inclusion formula I'F; for p; is formed by the product of the formulas I F,’ formed

for each [g;, h;} in which p; may be used to form Fj, i.e.,

I = [ 1F. (7.28)

{ilp can form Fj}
If p can only be used to form a single formula Fj, then the inclusion formula I'F; is equal to I F,j .
We call an inclusion formula formed as shown in (7.28) a multiple-output inclusion formula. Only
those MOPIs which are useful and conditionally eliminable with respect to the interval [g;, ;] are
used in the process of forming an inclusion formula I F,j for p;. Additionally, all MOPIs in M, are

associated with distinct labels P, prior to forming any inclusion formulas.

We now state Procedure 7.6 (Formation of a Multiple-Output Inclusion Formula) which uses
Procedure 6.3 (Formation of an Inclusion Formula) to form I F,j . After each formula I F,j is devel-

oped using Procedure 6.3, the formula I'F; is generated by:

3Since we use the subscripts s and j to denote inputs and outputs, respectively, in the multiple-output case, we
will use throughout this chapter the subscript | to denote a terms of the base and the subscript k to denote MOPIs
used to cover terms of the base.
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1. forming []IF/; and
2. generating IF; = ABS([]IF}).

Procedure 7.6 (Formation of a Multiple-Output Inclusion Formula): Given a MOPI
P, the set My, a set LABS = {P,,P;,...,P[} of labels associated with each member of M.,
and the set § of lower-bound functions, an inclusion formula I'F; denoting the coverage of p; by
conditionally-eliminable MOPIs of each of the intervals [g;, h;] for which p; may be use to form F;
is formed as follows:

Step 0.

1.

2,
3.

Initialise a set Z which consists of the variables z; such that p; is useful and conditionally-
eliminable with respect to [g;, h;] (determinable by the absence of variables z; in the
Z-part of the term associated with p; in M,y).

Initialize an accumulator IF,.. to the empty set 0.

Initialize IF; to the term 1.

Step 1. Remove the first variable z; from Z and take the following actions:

1.

Develop a set M7 which represents all of the MOPIs which are conditionally eliminable

for interval [g;, h;]. This set consists of all terms in M, which contain neither z; nor
zi.
3

. Develop a set LABS’ which consists of all of the labels in LABS associated with the

terms in M7.

3. Remove the Z-part from terms in M7 to form M’(X).
4. Using Procedure 6.3 (Formation of an Inclusion Formula), the MOPI p;, the set M7(X),

Step 4.

the set LABS’, and the lower-bound function dj, develop the inclusion formula I'F; .

Add IF} to IF,...

Zis empty, then each formula I F,j has been formed. Continue to Step 3.

Otherwise, return to Step 1.

. Remove the first formula from I'F,.. and multiply it by IF;.
. Form ABS(IF;).

o If IF,.. =9, then IF, has been formed. Return IF;.

e Otherwise, return to Step 3.
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Reduction Rules for Multiple-Output Functions

After an inclusion formula I'F; is formed for each term of the base, we may reduce the set JF
of inclusion formulas using reduction rules. Because of the manner in which the inclusion formulas
are formed, the same reduction rules as used in the single-output case may te used in developing

a multiple-output design.

When using Base #1, all conditionally-eliminable MOPIs, Procedure 6.11 (Reduction Rules -
Set #1), is used to reduce IF. The set of rules is used because Base #1 in this instance corresponds
to Base #1 of the single-output case. Similarly, Base #2, CE MOPIs Covering §, corresponds to
Base #3 of the single-output case. Hence, Procedure 6.14 (Reduction Rules - Set #2) is used to

reduce the set IF of inclusion formulas when Base #2 is used.

Reducing the set I'F of inclusion formulas is the final step of the process of forming a minimal
vector F of formulas prior to having to use a search process to determine the remaining MOPIs
to include in F. For many functions a minimal F is formed after the use of reduction rules,
particularly if Base #1 is used. The search process is discussed in Chapter 9. We now state two
algorithms which integrate the steps introduced up to the point at which search is required to

develop a minimal F to represent functions f in a set [g, h] of intervals.

Minimisation Algorithms for Multiple-Output Functions

In this chapter we have presented the first six steps of a methodology for forming a minimal
vector F of SOP formulas to represent functions f in the intervals [_g_, h]. We summarize the steps

in the process:

1. derive a 1-normal form specification ¢(X, Z) = 1, if not already formed;

2. form a general solution of ¢(X, Z) =1 for Z to develop a set of intervals such as (7.2);
3. form the set of all multiple-output prime implicanis of the upper-bound functions k;

4. develop a base for [g, h);

373




7.

. develop inclusion formulas representing coverage of the terms of the base by the multiple-

output prime implicants;

. reduce the inclusion formulas using reduction rules—identifying prime implicants to include

in formulas in F as well as to discard from consideration; and

use search to determine the remaining prime implicants to include in formulas in F.

If a minimal F is not formed after the first six steps, then a search process must be used to determine

the remaining MOPIs which compose the formulas F; in F. We now present two algorithms for

performing these steps. We will compare the algorithms in an ensuing section.

Algorithm Using Base #1. The first algorithm for forming a minimal F uses the set of

all useful, conditionally-eliminable MOPIs as a base. A synopsis of this algorithm is:

SﬂthH

. derive a 1-normal form specification ¢(X, Z) = 1, if not already formed,;
. form a general solution of ¢(X,Z) = 1 for Z to develop a set of intervals such as (7.2);
. form the set of all multiple-output prime implicants of the upper-bound functions h;

. develop a base for [g, h] consisting of all useful, conditionally-eliminable MOPIs;

use Procedure 7.6 develop multiple-output inclusion formulas representing coverage of the
terms of the base by the MCPlIs;

use Reduction Rule Set #1 to reduce the inclusion formulas—identifying MOPIs to include
in formulas in F as well as to discard from consideration; and

use a search process to determine the remaining prime implicants to include in formulas in

F.

Algorithm 7.1 implements the first six steps of the aforementioned process. The search process is

introduced in Chapter 9.

Algorithm 7.1 (Minimization Algorithm #1): Given a 1-normal form specification ¢(X, Z) =
1, a minimal vector F of formulas which represent functions f(X) belonging to the intervals
[g(X), A(X)] developed from ¢(X, Z) = 1 is generated in the following manner:

Step 0.

1. Initialise a partial sum PS to the empty set @.

2. Initialise a variable Py, .arq to the empty set 0.
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Step 1. Forj=1,2,...,m:

1. Form the set Z; which is the set of variables in Z less the variable z;.
2. Form ¢;(X,z;) = EDIS(¢(X, 2), Z;).
3. Form gj(X) = a;(xa 0)- aj(xl 1).
4. Develop a simplified formula to represent g;(X) using Procedure 2.15 (Simplification).
Call the simplified formula G;.
Step 2. Using Procedure 7.1 (Formation of 5 (X, Z)), develop a formula ®4(X, Z) which will be
used to form the set of all multiple-output prime implicants.
Step 3.

1. Develop BCF(®4(X, Z)) using Procedure 2.20 (Blake canonical form).
2. Delete the term 212 ---2), in BCF(®y(X, 2)).
3. The formula which results after substeps 1 and 2 is M_j;.
Step 4. Using Procedure 7.2 (Useless MOPIs), the set g of functions, and May, determine the

useless MOPIs with respect to each interval [g;, hj].—The set M, is revised by Procedure 7.2
to denote the useless MOPIs.

Step 5. Using Procedure 7.3 (Essential MOPIs), the set {g1,93,...,9m}, and My, determine the
set of essential MOPIs with respect t each interval [g;, h;].
1. The set M,y is revised by Procedure 7.3 to denote the essential MOPIs.
2. Replace the set {g1,93,...,9m} of functions with the set § = {§1,332,...,3m} returned
by Procedure 7.3.

Step 6. Using Procedure 7.4 (Incssential MOPIs and Formation of §), the set § of functions, and
Mgy, determine the set of inessential MOPIs with respect to each interval [g;, h;].
1. The set M,y is revised by Procedure 7.4 to denote the inessential MOPIs.
2. Replace the set § of functions with the set § = {1, 43, ..., §m} returned by Procedure 7.4.
Step 7. Develop a set M,,,, which consists of terms in M, which have a Z.part in which at least

one Z-variable z; does not appear in either complemented or uncomplemented form. My,,.
corresponds to MOPIs which are conditionally eliminable with respect to at least one interval

[gjv h]]
Step 8. Form a set LABS = {P;,..., P_} of labels which will be used to denote the MOPIs in
Mbcu-

Step 9. Initialise IF = 0. Then, for each term in Mjq,.:

1. Remove the Z-part from the term to form p;.

2. Using Procedure 7.6 (Formation of a Multiple-Output Inclusion Formula), the MOPI p;,
the set Miq,,, the set LABS associated with terms in Myq,¢, and the set § of functions,
develop an inclusion formula I F; denoting the coverage of p; by conditionally-eliminable
MOPIs of each of the intervals {g;, h;] for which p; may be use to form F;.

3. Add IF; to IF.

The set I'F contains the inclusion formulas I F; developed for each term in My,,,.
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Step 10. Using Procedure 6.4 (Assignment of Cost to Terms), Mjq,s, LABS, and CRITERION =
fewest gates, develop an association list affiliating a term with a cost. Each cost is paired
with the label in LABS which denotes a corresponding PI in Mj,,. Call the resulting list
LAB/COSTS.

Step 11. Using Procedure 6.11 (Reduction Rules - Set #1), the set IF of inclusion formulas, and
the cost list LAB/COSTS, apply rule reduction to the set IF. Procedure 6.11 returns a
revised set IF,,, of inclusion formulas, a set PSy., of variables identified for use in F, and
a set Py,.q0q of variables to discard.

1. Replace IF with IF,,,.
2. Replace PS to PSpeu.

3. Replace Py, carqd With -ﬁd",m,d.
Step 12. For each variable in PS:

1. Determine the associated term in Mpyg,e-
2. For the term equal to My,,, in My, fill the Z-part of the associated term in M, with
uncomplemented literals z; for each k = 1,2,...,m for which no literal 2, appears.

Step 13. For each variable in Py;,cara:

1. Determine the associated term in Myg,e-

2. For the term equal to M,,,, in My, fill the Z-part of the associated term in My with
complemented literals z; for each k = 1,2,...,m for which no literal z; appears.

3. If the term in M,y then contains a Z-part of the form 225 .-.2},, i.e,, all Z-variables
appear and each is in complemented form, delete the term from M.

Step 14.

o If IF = @, then a vector F of formulas has been developed. Continue to Step 15.
o Otherwise, a search process must be used to complete F. Skip to Step 16.
Step 15. For j =1,2,...,m, form F;:

1. Examine each term (X, Z) in M,y to determine if the literal z; appears in the term.

e If z; appears in (X, Z}, then place the X-part u(X) in F;.
e Otherwise, do not place u(X) in Fj.
2. After each term in M, has been examined, form ABS(F;).

After each formula ABS(F;) has been formed, the development of F is complete. Return F.
Step 186.

1. Return the current inclusion formulas I F, Myq,,, and Mgy;.
2. Also return LAB/COSTS and LABS for use in the search process.
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Algorithm 7.1 is different from other algorithms found in the literature in the following ways:

¢ the minimisation process begins with a 1-normal form specification ¢(X, Z) = 1;

o the partitioning of the MOPIs allows concentration of effort on the useful, conditionally-
eliminable MOPIs;

o the base consists of useful, conditionally-eliminable MOPIs; and

¢ the formation of each inclusion formula I F,'" is simplified through the use of the G-constraint.

Algorithm Using Base #2. We now present an algorithm for forming a minimal F which
uses a set of useful, conditionally-eliminable MOPIs which cover the functions g- We summarize

the algorithm as follows:

. derive a 1-normal form specification ¢(X, Z) = 1, if not already formed;
. form a general solution of ¢(X, Z) = 1 for Z to develop a set of intervals such as (7.2);

. form the set of all multiple-cutput prime implicants of the upper-bound functions k;

W N e

. use Procedure 7.5 to develop a base for [g, h] consisting of useful, conditionally-eliminable
MOPIs which cover the functions §;

5. use Procedure 7.6 develop multiple-output inclusion formulas representing coverage of the
terms of the base by the MOPIs;

6. use Reduction Rule Set #2 to reduce the inclusion formulas—identifying MOPIs to include
in formulas in F as well as to discard from consideration; and

7. use a search process to determine the remaining MOPIs to include in formulas in F.

The first six steps of the foregoing process are implemented by Algorithm 7.2. The search process

is introduced in Chapter 9.

Algorithm 7.2 (Minimization Algorithm #2): Given a 1-normal form specification ¢(X, Z) =
1, a minimal vector F of formulas which represent functions f(X) belonging to the intervals
[9(X), (X)) developed from ¢(X, Z) = 1 is generated in the following manner:

Step 0.

1. Initialize a partial sum PS to the empty set 8.

2. Initialige a variable Py, q-4 to the empty set 0.
Step1l. Forj=1,2,...,m:

1. Form the set Z; which is the set of variables in Z less the variable z;.
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2. Form (X, z;) = EDIS(¢(X, Z), Z;).
3. Form g;(X) = $(X,0)- $;(X, 1).
4. Develop a simplified formula to represent g;(X) using Procedure 2.15 (Simplification).
Call the simplified formula G;.
Step 2. Using Procedure 7.1 (Formation of ®(X, Z)), develop a formula $4(X, Z) which will be
used to form the set of all multiple-output prime implicants.
Step 3.

1. Develop BCF(®u(X, Z)) using Procedure 2.20 (Blake canonical form).
2. Delete the term 2{z}---2/, in BCF(®y(X, 2)).
3. The formula which results after substeps 1 and 2 is M,y;.
Step 4. Using Procedure 7.2 (Useless MOPIs), the set g of functions, and Mgy, determine the

useless MOPIs with respect to each interval [g;, hj]._The set Mgy is revised by Procedure 7.2
to denote the useless MOPIs.

Step 5. Using Procedure 7.3 (Essential MOPIs), the set {g1,93,...,9m}, and Mgy, determine the
set of essential MOPIs with respect to each interval [g;, h;).
1. The set M,y is revised by Procedure 7.3 to denote the essential MOPISs.
2. Replace the set {g1,93,...,9m} of functions with the set § = {§1,§3,...,dm} returned
by Procedure 7.3.

Step 6. Using Procedure 7.4 (Inessential MOPIs and Formation of §), the set § of functions, and
My, determine the set of inessential MOPIs with respect to each interval [g;, h;].

1. The set M,y is revised by Procedure 7.4 to denote the inessential MOPIs.
2. Replace the set § of functions with the set § = {§1,83,. .., dm} returned by Procedure 7.4.

Step 7.

1. Develop a set M., which consists of terms in M,y which have a Z-part in which at least
one Z-variable z; does not appear in either complemented or uncomplemented form.
M., corresponds to MOPIs which are conditionally eliminable with respect to at least
one interval [g;, h;].

2. Using Procedure 7.5 (Base #2 - CE MOPIs Covering §), M., and §, develop a set
Myq,e which consists of MOPIs which are sufficient to cover the terms in the formulas
representing §.

Step 8. Form a set LABS = {P{,..., P,} of labels which will be used to denote the MOPIs in
MOPI,.
Step 9. Initialise IF = 0. Then, for each term in Mjg,.:

1. Remove the Z-part from the term to form p;.

2. Using Procedure 7.6 (Formation of a Multiple-Output Inclusion Formula), the MOPI p,
the set M.,, the set LABS associated with terms in M., and the set § of functions,
develop an inclusion formula I F; denoting the coverage of p; by conditionally-eliminable
MOPIs of each of the intervals [g;, h;] for which p; may be use to form F;.
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The set IF contains the inclusion formulas I F; developed for each term in Mjase.-

Step 10. Using Procedure 6.4 (Assignment of Cost to Terms), Myass, LABS, and CRITERION =
fewest gates, develop an association list affiliating a term with a cost. Each cost is paired
with the label in LABS which denotes a corresponding PI in M. Call the resulting list
LAB/COSTS.

Step 11. Using Procedure 6.14 (Reduction Rules - Set #2), the set I'F of inclusion formulas, and
the cost list LAB/COSTS, apply rule reduction to the set JF. Procedure 6.14 returns a
revileq_ set IF,,, of inclusion formulas, a set PSp,w of variables identified for use in F, and
a set Pg,.arq of variables to discard.

1. Replace IF with IF,,.
2. Replace PS to PSp.u-

3. Replace Piiscord With Paiscara.
Step 12. For each variable in PS:

1. Determine the associated term in M.,.

2. For the term equal to M, in M.y, fill the Z-part of the associated term in Mau with
uncomplemented literals z; for each k = 1,2,...,m for which no literal z; appears.

Step 13. For each variable in Pyi,card:

1. Determine the associated term in M,,.

2. For the term equal to M, in Mgy, fill the Z-part of the associated term in My with
complemented literals z} for each k = 1,2,...,m for which no literal z, appears.

3. If the term in M,y then contains a Z-part of the form z{z;-- -2, i.e., all Z-variables
appear and each is in complemented form, delete the term from My;;.

Step 14.
e If IF = 0, then a vector F of formulas has been developed. Continue to Step 15.
e Otherwise, a search process must be used to complete F. Skip to Step 16.

Step 15. For j =1,2,...,m, form F;:

1. Examine each term ¢(X, Z) in M,y to determine if the literal z; appears in the term.

o If z; appears in ¢(X, Z), then place the X-part u(X ) in F;.
e Otherwise, do not place u(X) in F;.
2. After each term in M,y has been examined, form ABS(F;).

After each formula ABS(F;) has been formed, the development of F is complete. Return F.
Step 186.

1. Return the current inclusion formulas IF, M., and M,.
2. Also return LAB/COSTS and LABS for use in the search process.
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The following aspects of Algorithm 7.2 are novel:

e the minimisation process begins with a 1-normal form specification ¢(X, Z) = 1;

o the partitioning of the MOPIs allows concentration of effort on the useful, conditionally-
eliminable MOPIs;

o ihe base consists of a subset of the useful, conditionally-eliminable MOPIs derived using the
lower-bound functions §;

o the formation of each inclusion formula I F] is simplified through the use of the G-constraint;
and

e rule reduction is facilitated through the use of a revised set of reduction rules.

Comparison of the Algorithms. The utility the foregoing algorithms is dependent on
the available computational resources as well as the complexity of the functions for which we are
attempting to form a minimal F. When memory is available, Algorithm 7.1 is the best technique
to use since the resulting inclusion formulas give us the most information about MOPIs to place in
formulas F; in F as well as to discard from consideration. Hence, the least amount of work must
be performed by the ensuing search process when Base #1 is used. However, if we are constrained

with respect to resources, then Algorithm 7.2 is used.

Algorithm 7.1 has the largest base and subsequently the largest set of inclusion formulas.
With a larger set of formulas, we are able to identify the largest set of MOPIs for F. Moreover, the
inclusion formulas are reduced to the greatest possible extent. Thus, if search is required, it will
not involve as much effort. However, this method uses a considerable amount of memory because
of the number of MOPIs and corresponding inclusion formulas. With many inclusion formulas, the

process of applying reduction rules is memory intensive.

When less memory is available, we must resort to using a smaller base. Fewer inclusion
formulas are generated when a smaller base is used. Hence, the demands on memory resources are
not as severe as when we use Base #1. However, the cost of developing fewer inclusion formulas
is that we cannot in general reduce the set of inclusion formulas as much as when a larger base is

used. As a result, effort is shifted to the search process.
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Summary

In this chapter we have introduced a methodology for developing a vector F of formulas which

represents functions f belonging to a set [g, h] of intervals. The resulting formulas correspond to

a multiple-output design which meets a specification ¢(X,Z) = 1. Algorithms presented in this

chapter contain all steps required to form a minimal F up to the point at which the use of search

is required. The search process is discussed in Chapter 9.

The concepts presented in this chapter have been extensions of the techniques presented for

single-output functions in Chapter 6. We have highlighted the differences between the techniques

used in the single-output case and the methods described in this chapter.

We have extended a number of new ideas for the multiple-output case in this chapter:

Two algorithms, based on different multiple-output prime-implicant bases, were presented so
that we have available an algorithm appropriate for available computing resources as well as
the complexity and sise of the function which corresponds to the circuit specification.

We begin each algorithm with a 1-normal form specification ¢(X, Z) = 1 with which we form
a general solution for Z, thus yielding the intervals [g(X), A(X)]. This is done to emphasize
that deriving a design corresponds to solving & Boolean equation.

A methodology for partitioning of the MOPIs was presented which concentrates effort on the
useful, conditionally-eliminable MOPIs.

We have extended the equation-based approach to the generation of inclusion formulas in-
corporating the use of constraints for MOPIs. This approach provides a theoretically-sound
foundation for the reasoning process utilised to generate inclusion formulas, something that
has been lacking in previous work. The use of constraints makes the process of generating
inclusion formulas more efficient.

A modified set of reduction rules was used for situations where only a subset of the set of
conditionally-eliminable MOPIs is contained in the base. These rules facilitate a moderate
raduction in the inclusion formulas prior to the use of search.




VIII. An Introduction to Search

The last step in our process of forming a minimal vector F of formulas which corresponds
to a design is to perform a search process. The search process, as implemented in this research, is
presented in Chapter 9. In this chapter, we present background material on the concepts of search
for those who may be unfamiliar with such techniques. This chapter may be scanned by someone
familiar with informed search techniques. However, information presented in this chapter will be
used in our discussion of the application of search in developing minimal designs as presented in

Chapter 9.

Our presentation in this chapter is similar to discussions of search techniques as found in
texts on artificial intelligence. We introduce state-space and problem-reduction representations
used in search processes, which are two means of abstractly portraying a problem. Once a problem
is represented, a number of search strategies may be applied which use the representations for the
purpose of developing a solution to a problem. We present a number of different search strategies
which we may apply to our problem; specific attention is placed on those strategies used in this
work. To make a search strategy more efficient, heuristics are used to reduce the number of choices
that may have to be considered in the course of a search; the importance and uses of heuristics in
search are discussed. Sources for information found in this chapter are The Handbook of Artificial
Intelligence, Volume I (Barr 81), Artificial Intelligence (Rich 83), Heuristics: Intelligent Search

Strategies for Computer Problem Solving (Pearl 84), and Artificial Intelligence (Winst 84).

Minimisation Versus Satisficing

In this work we are concerned with developing minimal or least-cost designs to meet circuit
specifications. Hence, the task we are performing is called minimization, which is a process in which
we develop a solution which is at least as good as any other solution. If our goal was to find a solution

to the problem as quickly as possible without regard to the resulting quality of the solution the task
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would be called satisficing. In many cases, the cost of the process to develop a minimal solution is
prohibitive or attaining one is impossible; in those instances, we accept near-minimal solutions to
the problem. When we accept near-minimal solutions within some bound of a minimal solution, we
perform semi-minimizalion. Semi-minimization is divided into two categories: near-minimization
and approzimate-minimization. Near-minimization is the case in which the acceptance region with
respect to a minimal solution is within defined bounds, i.e., the resulting solution is guaranteed
to be within some bound of a minimal one. In approximate-minimization tasks, there is a high

probability that the resulting solution is near-minimal.

We use the terminology in the foregoing paragraph to frame our discussion of search processes
in the remainder of this chapter. The definitions are adapted from terminology used by Pearl, who

presented analogous terms in a discussion of optimization (Pear] 84:14-15).

Problem Representations

Two common methods for abstractly depicting a problem in search processes are state-space
and problem-reduction representations. Both methods are means of systematically representing a
problem to facilitate problem-solving. In the current section, we introduce these representations as

well as the use of graphs in state-space and problem-reduction representations.

State-Space Representations. When we solve a problem we would like to do so in a
methodical manner. To accomplish this, we need a clearly-defined starting point as well as distinct
goals or objectives. Once we have determined our starting and ending points, we then must develop
an orderly way to realize the goals, progressing from the starting point. In many problems we
use a technique called forward reasoning in which we move from an initial configuration of the
problem through intermediate ones until we ultimately reach a goal position. A configuration
which represents a condition of the problem at a stage in the solution process is called a state of

the problem. Additionally, we call the initial problem configuration the initial state and any goal
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condition & goal state. Rules which guide the transformation of one state of the problem to another
are called operators. Moreover, the set of all possible states derivable from the initial state using
the operators is called a state-space. A problem representation based on forward reasoning which
uses operators to transform one state to another on the path from the initial state to a goal state

is called a state-space representation of a problem.

After we devise the state-space representation for the problem, we apply techniques to attain
a goal state from the initial configuration of the problem. This often entails determining the
appropriate sequence of operator applications. Starting from the initial state, we say that we are
searching for a goal state. A specific set of rules for moving from the initial problem state to a goal
state is called a search strategy. In forming these rules, we may find that there are short-cuts that
allow us to get to a goal state quickly, although we may forsake the opportunity to get to the best
goal state. Such techniques are called heuristics. Search strategies and heuristics will be discussed

in later sections of this chapter.

The important aspects of a state-space representation of a problem are that

o cach state is a symbolic configuration of a fixed set of elements;
e operators are used to move from one state to another; and

e asearch strategy is used to choose a good sequence of operator applications in order to move
forward from the initial state to a goal state.

Although a state-space representation of a problem may often be appropriate, in many circum-

stances an alternative means of depicting a problem called a problem-reduction representation may

be more suitable.

Problem-Reduction Representations. In many situations a problem may be decompos-
able into a set of smaller subproblems such that the combined solutions of the subproblems consti-
tute a solution for the original problem. A problem representation in which problems are reduced

to a set of subproblems, each of which is then solved independently, is called a problem-reduction
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representation. Whereas operators in a state-space representation are used to transform one state
to another, operators in a problem-reduction representation typically decompose a problem into a
set of subproblems. Once all of the subproblems are solved, the subproblem solutions are combined
to form a global problem solution. Since work proceeds backward from subproblem solutions, i.e.,
goal states, to the initial state to form a global solution, problem-reduction approaches are said to

employ backward reasoning.

The concepts which distinguish a problem-reduction representation from a state-space repre-

sentation are that

o a set of operators is used to transform a large problem into a set of subproblems;

¢ after decomposing the problem into subproblems, all subproblems are independently solved;
and

e after each subproblem is solved, reasoning proceeds backward from the initial goal, i.c., the
combination of subproblem solutions, to the initial problem state.

Although state-space and problem-reduction representations are different approaches for solving a
problem, graphs are used in both methods as a vehicle for the representation. The use of graphs

in both of these representations in discussed in the next section.

Search Graphs. The typical method for portraying state-space and problem-reduction rep-
resentations is through the use of search graphs. A search graph is a representation of the entire
search space. In a search graph, the initial state is called the root node of the graph. Successors to
a given node n are called children of the node; n is called that parent of the children. Operators
are used to develop successor nodes from a given node; the arcs of the graph depict operator appli-
cations. A sequence of arcs that is traversed to go from one node to another is called a patk. The
average number of children that a node may have in a search graph is called the branching factor

of the graph.
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A search graph may be explicitly depicted; however, a search graph is more likely to be
implicitly used by a search strategy, i.c., it only exists in an abstract sense. On the other hand,
specific nodes are stored explicitly when generated by a search strategy. A node contains relevant
information such as an encoding of the portion of a problem that it represents as well as a means
for describing all points between it and the root node, i.e., how it was generated from the root
node. A node also contains information that allows us to form successor nodes for it. At a point

in the search process, the set of all nodes may be partitioned into four groups:

e nodes that have been ezpanded;

nodes that have been ezplored, but not expanded;

nodes that have been generated, but not explored; and

e nodes that have not been generated. (Pearl 84:34)

A node is said to be generated when it is produced and stored explicitly in the course of a search
process. A node is ezplored when at least one of its successor nodes has been generated. When all of
the children of a node n have been generated, then n is said to be ezpanded. In search strategies two
lists are typically maintained: one contains nodes that have been generated but not yet expanded
and the other nodes that have been expanded; these lists are called OPEN and CLOSED lists,

respectively.

In a state-space representation, each node in a search graph corresponds to a state in a state-
space. An arc in the search graph corresponds to the trapsformation of one state to another via an
operator application. A path in the search graph from the initial state to a goal state represents a
solution to the problem to be solved. The nodes which are generated in the course of a search depict
portions of the total state-space which have been explored. In general, only a small portion of the
entire state-space is examined. From a given node n, a solution may possibly be found via a path
through n and subsequently through one of its successor nodes; each successor node corresponds

to an alternative path that may be taken in the course of finding a solution. Paths through n to
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each of its successor nodes are said to be competing branches of the search; hence, arcs from n to
the successor nodes are called OR arcs. Additionally, successor nodes reached through OR arcs are
called OR nodes. A graph in which the children of every node n correspond to alternative solutions

is called an OR graph. State-space representations are normally depicted using OR graphs.

A graph used to portray a problem-reduction representation is similar in some respect to
graphs corresponding to state-space representations. Each node in a search graph corresponds to a
state in search space. For some nodes the children may lead to alternative solutions; the arcs leading
to the children are OR arcs. However, for other nodes in the graph, a subset of the node’s children
may correspond to a decomposition of the problem. Each of the subproblems must be solved to
develop a solution through the parent node. Arecs which lead to successor nodes corresponding to
subproblems are called AND arcs. Successor nodes corresponding to subproblems are called AND
nodes. A graph which includes both AND and OR arcs is called an AND-OR graph. Problem-
reduction representations are depicted using AND-OR graphs. Because of the different types of
arcs in AND-OR graphs, search strategies used to develop solutions from AND-OR graphs are more

complicated than those used to derive solutions from OR graphs.

In general, a search graph is used to depict a search space. However, any search graph has
a corresponding search tree. Searching through a search tree is simpler than searching through a
search graph. However, in some problems effort may be duplicated when using a search tree due
to the fact that in a search tree the same node may be generated several times in different paths
and hence will have to be processed repetitively. This problem may be handled by comparing a
newly-generated node to previously-generated nodes so that duplicate nodes are discarded. We will
represent the search space for the problem of developing a minimal digital design as a search tree;

hence, we restrict our discussion of search spaces in the remainder of this chapter to search trees.

Figure 8.1 depicts an AND-OR tree. Node A is the root node of the tree. Nodes B, C, and D

are children of node A. The children of node B—nodes E, F, and G—are OR nodes. Nodes E, I, and
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J are AND nodes. The set of AND arcs, i.c., those leading to the AND nodes corresponding to a
set of subproblems, are linked together by a line which connects the arcs. In some cases, a node
may have successor nodes which are OR nodes as well as AND nodes; node D is such a node. Node

K is an OR node; nodes L and M are AND nodes.

Root Node

Figure 8.1. An AND-OR Tree

Search strategies are used to develop a solution from a search graph. Information about the
problem domain is used by a search strategy to select a node to expand at a given point in the
search process. Each search sirategy uses the domain information in a specific manner to select
a node for expansion. In most search strategies a least-cost node is selected for expansion. An
evaluation function f(n) is used to evaluate the cost of a node n. The function f(n) comprises two
component functions: g(n) and h(n). The function g(n) is a measure of the exact cost of getting
from the root node to n. The function h(n)—which is called a heuristic function—is an estimate

of the cost of getting from n to a goal node. In general, f(n) is defined by the equation

£(n) = g(n) + h(n). (8.1)

388




If h*(n) is the actual cost of getting from n to a goal node, then f*(n) = g(n) + h*(n) is the actual
cost of a path from the root node to a goal node which passes through n. The manner in which
f(n), g(n), and h(n) are used differs depending on the search strategy that is employed. A search
strategy that employs a heuristic function is called heuristic or informed search. Search processcs

which do not use a heuristic function are called uninformed search.

The nature of the heuristic function h(n) is particularly important in search strategies. how-
ever, the development of a heuristic function is only one way that heuristic information is used
by search processes. In most cases we desire to form a minimal solution. In other cases, we will
accept a near-minimal solution if the search process can be performed more efficiently. Heuristic
information is often used to reduce the effort required in the course of a search—sometimes at the
expense of forming a near-minimal soluticn rather than a minimal one. The use of heuristics is one
of the most important issues in applying search to practical problems; hence, we address the use of

heuristics in search in greater detail.

Heuristics in Search

An Overview of Heuristics. Search processes are used to develop solutions for a myriad
of problems. In most cases, the tasks to which we apply search are nontrivial. In fact, many—if
not most—problems in which search is used are NP-complete. These problems are characterized
by what is often termed a “combinatorial explosion” inherent in attempting to find a solution.
Exhaustive blind search is totally impractical for NP-complete problems because the number of
states that must be examined is too immmense to explore in a lifetime. To handle such problems,
we often must devise mechanisms to reduce the effort that must be expended by a search process

by either

1. reducing the number of choices that must be made, or

2. differentiating among possible choices.
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Rules based on task-dependent information used to reduce search effort are called heuristics. Ac-

cording to Pearl, heuristics are

criteria, methods, or principles for deciding which among several alternative courses of
action promises to be most effective in order to achieve some goal, (Pear] 84:3)

i.e., a solution to a problem. Heuristics allow a search space to be trimmed to a size which is
computationally manageable. Hence, heuristics facilitate the ability to solve problems that would

otherwise be intractable.

Heuristics are used in two ways in search processes. First, heuristics are used to eliminate
paths in a search tree. In this case, heuristics are simplifying choices or rules of thumb which
are used to identify and discard from consideration nodes which most likely lead either to non-
minimal solutions or to no solution at all. Such nodes are said to be “pruned” from the search
tree. The second way in which heuristics are used is to generate estimates of the distance between
intermediate nodes and goal nodes, i.e., via a heuristic function h(n). Heuristic functions are
used to assign costs to nodes to determine to order of node expansion. In either case, the use of
heuristics may greatly increase the efficiency of the development of a solution. However, the cost
of this efficiency is that the “best” path may be overlooked, i.e., a non-minimal solution might be
developed. A non-minimal solution is often acceptable as long as we believe its cost to be within a

reasonable bound of the cost of a minimal solution.

There exist a number of qualities which distinguish good heuristics from poor ones. These
qualities include ease of calculation, whether a minimalsolution is insured, and whether a reasonable
search is performed. We would like the number of calculations involved in generating heuristic
information to be as small as possible; a heuristic should be a simple way of indicating which
course of action is preferable. Otherwise, we may spend more time calculating which alternative
to choose in a search than performing the search itself. If a minimal solution is guaranteed to be

found (if a solution exists) we often consider a heuristic to be good. However, in some cases we
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would rather use a heuristic that minimizes search effort rather than the solution cost. Thus, a
definitive statement that a given heuristic is better than another cannot be made apart from the
problem to which they will be applied. Ideally, we would like a heuristic to expedite the pruning
of a search, because we desire only to explore nodes along a minimal path from the start state to
a goal state. In some situations, however, the ability to attain a best-cost solution may come at
the expense of an exorbitant search effort. A heuristic that is good for one problem may be bad
for another. Thus, a balance must be struck between the need to minimize solution cost and to

minimise search effort. This balance must be examined on a case-by-case basis.

Heuristic Functions. The essential algorithmic difference among various search strategies
is the nature of the heuristic function h(n) that is used to guide the search. No heuristic function
is used in uninformed search processes; alternatively, we may view uninformed search processes as
having a heuristic function in which h(n) = 0. A given heuristic function k;(n) may have certain
properties which make its use more desirable than an alternative function h3(n). The properties

that distinguish one heuristic function from another are

¢ admissibility,
e consistency, and

e informedness.

We now discuss each of these properties.

Let h*(n) be the actual cost of getting from node n to a goal node. A heuristic function h(n)

is said to be admissible if the condition

h(n) <h*(n) Vn (8.2)

is true. Thus, an admissible heuristic function h(n) never overestimates the actual cost of the

distance between a node n and some goal node, i.e., h(n) is an optimistic estimate. Admissible
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heuristic functions are very important in search processes. In some search strategies, the A*
algorithm for example, the solution produced by the search process is guaranteed to be minimal if
an admissible heuristic function is used. An algorithm is said to be admissible if it is guaranteed

to return a least-cost solution if a solution exists.

Ideally, a heuristic function h(n) exactly estimates the actual cost h*(n). This is not normally
possible; however, we may be able to develop a heuristic function h3(n) which always yields a better
estimate of A*(n) than does a second function hy(n). A heuristic function h;(n) is said to be more

informed than h;(n) if both are admissible and

ha(n) > hy(n), for every nongoal node n. (8.3)

Lesa effort is required in the search process if the most informed heuristic function is used. An
algorithm which uses the more informed heuristic function hz(n) is said to be more informed than
an algorithm which uses the function hy(n). In the A* algorithm, using a more informed heuristic
function will generally result in fewer node expansions in the process of finding a minimal solution
than if a less informed heuristic function is used, i.e., a minimal solution will be developed with

minimal effort expended.

In any search strategy we would like to avoid reopening a node that was placed on the
CLOSED list. A heuristic function that ensures this is called a consistent heuristic function. Let
k(n,n’) be the cost of a cheapest path from node n to node n’. Then a heuristic function h(n) is

consistent if the condition

h(n) < k(n,n') + h(n')  Vn,n’ (8.4)

is satisfied. This condition is known as the iriangle inequality which must hold throughout the

search space. Every consistent heuristic function is also an admissible one. It has been shown that
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the A* algorithm is not minimal with respect to the number of node expansions if this condition

does not hold.

We will discuss the properties of heuristic functions in more detail in our discussion of the
A?* algorithm in the next section in which we survey the A* algorithm as well as a number of other

search strategies.

Search Strategies

In this section we survey different search strategies which may be used to develop a solution
from a search space. Descriptions of the search types are included in this chapter. Algorithms which
implement each of the search strategies are listed in Appendix D. However, prior to introducing
search strategies we introduce terminology used to differentiate them. After introducing search

classifications, we present a number of uninformed and informed search techniques.

Search Strategy Classifications. Search algorithms may be categorized as blind, unin-
formed or informed. In blind searches the order in which nodes of the search tree are examined
is determined by the search method and not by any property of the corresponding states, i.e.,
neither g(n) nor the heuristic function h(n) is used. The function g(n) is used to evaluate nodes in
uninformed search strategies. In informed search, properties of the corresponding states are used
to guide the search in order to limit the amount of searching that must be performed, i.e., heuristic
functions are used. An evaluation function f(n) = g(n) + h(n) is used to estimate the relative

benefit or cost of continuing a search from a given node.?

An algorithm is said to be complete if it terminates with a solution if one exists; it is admissible
if it is guaranteed to return an optimal solution if a solution exists. An algorithm A; is said to

dominate an algorithm A; if every node expanded by A; is also expanded by A;. A; strictly

1 The literature does not distinguish between uninformed search and blind search. However, we make a distinction
between the two since we use information about 8 node, i.c., g(n), to select a8 node for expansion in uninformed
search. In a blind searches, such as breadth-first search, the order of node expansions is based solely on the topology
of the search tree.
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dominates Az if A; dominates A; and A; does not dominate A;. Hence, an algorithm A; which
strictly dominates A3 is more efficient than A;. Furthermore, an algorithm is said to be optimal

over a class of algorithms if it dominates all members of that class. (Pearl 84:75)

In many search strategies, decisions are made such that nodes are discarded from further
consideration in the course of the search process. Strategies which make such decisions are said to
be irrevocable. If a strategy is not irrevocable, then it is said to be revocable. We will introduce

search strategies which are both revocable and irrevocable.

Blind Search Techniques.

Breadth-First Search. Breadik-first search is a brute-force approach in which the
nodes of the search tree are examined level-by-level. No node on a level is examined until every
node on the previous level has been examined. We can view breadth-first search as using an
evaluation function f(n) in which g(n) is the number of arcs between the root node and n and h(n)
is equal to sero. This type of search is managed by an OPEN list which is a queue. When a node is
expanded, its children are placed at the end of the queue to await their turn to be expanded. The
most important advantage of this type of search is that it will aiways find a shortest path from the

initial node to a goal node. However, a shortest path to a solution may not be a least-cost path.

Figure 8.2 illustrates a breadth-first search. The numbers in the nodes indicate the order
in which the nodes in the search tree are expanded. For complex problems, breadth-first search
requires too much memory since many nodes may be added to the OPEN list before the search
reaches a goal node, especially when the path to a goal node is long. Hence, breadth-first search is
only feasible for relatively simple problems. Procedure 8.1 (Breadth-First Search) in Appendix D

implements breadth-first search.
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Figure 8.2. Illustration of Breadth-First Search

Depth-First Search. Another type of search that is also a brute-force approach is
depth-first search. In depth-first search a search tree is explored in as deep a manner as possible
before backtracking. Once a node is reached in which the search may go no deeper, backtrack-
ing occurs to its parent node and another child is explored. Hence, depth-first search minimizes
backtracking as much as possible. It is a good method to use when backtracking involves complex
computations. An OPEN list in depth-first search is usually implemented with a stack. When a
node is expanded, its children are placed at the top of the stack. In complex situations, where the
number of pcesible nodes is large, a depth bound may be imposed to force backtracking. This forces

the search tree to be spread out rather than exploring a single path in the search.

Figure 8.3 illustrates a depth-first search. The numbers in the nodes indicate the order in
which the nodes in the search tree are expanded. Procedure 8.2 in Appendix D (Depth-First Search)
implements depth-first search. Depth-first search is good for finding a solution quickly, although it
inay not be minimal. However, if a number of deep paths in a tree must be traveled which initially
bypass a solution which appears at a higher level in the search tree, then depth-firat search would

be very inefficient. Depth-first search is often used to quickly find an initial solution.
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Figure 8.3. Illustration of Depth-First Search

Blind AND/OR Graph Search. Blind search strategies exist for solutions of prob-
lems represented by AND/OR graphs. AND/OR graphs are used in problem-reduction representa-
tions. Rather than finding a solution path through a single node, a solution path must be formed
through each of the AND nodes since all subproblems represented by the AND nodes must be
solved to form a solution through the corresponding parent node. The methods for the uninformed
search of AND/OR graphs are adaptations of the methods used in search trees. For example,
there are depth-first and breadth-first search algorithms for AND/OR graphs. The difference be-
tween searching the AND/OR graph and an OR graph is that instead of testing a single node for

termination, a set of nodes must be tested.

Uninformed Search Techniques.

Branch-and-Bound Search. An algorithm which generalizes the breadth-first search
procedure to ensure that a minimal solution is found is called dranch-and-bound search. We again
define an evaluation function f(n) as being equal to a function g(n). However, rather than g(n)
being equal to the number of arcs between the root node and n, we define it to be equal to the cost
of a path between the root node and n. Given a nonnegative cost associated with each arc, the

cost of a path between the root node and n is the sumn of the arc-costs along the path. Note that
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the measure of the cost between the start node and nodes in the search tree does not involve the

use of a heuristic function A(n); hence, branch-and-bound search is not a heuristic search.

A sorted list is used to form the OPEN list in branch-and-bound search. When a node is
expanded, each of its successor nodes is evaluated using g(n) to determine the cost of the path
between the root node and a successor node. The successor nodes are inserted into the OPEN list
in a manner that maintains that the ordering of the OPEN list, such that nodes appear in the
OPEN list in ascending order of cost. Nodes are expanded such that the least cost path from the
start state to the node to be expanded is taken, i.e., a partial path with the least cost is always

exiended.

Other names for branch-and-bound search are cheapesi-cost and uniform-cost search. Branch-
and-bound search is generally more efficient than breadth-first search. However, the use of this
search may again be impractical for complex problems. Procedure 8.3 (Branch-and-Bound Search)

in Appendix D implements branch-and-bound search.

Greedy Method. An algorithm which is an irrevocable variation of branch-and-bound
search is greedy search. In greedy search a function g(n) is used to determine the cost of a path
between the root node and n. Initially, the root node is expanded to generate all of its children.
Each child is then evaluated to determine the associated cost g(n). After each child is evaluated, all
but the node with the cheapest associated cost are discarded. The process then continues iteratively
until either a solution is found or no more children may be generated. Hence, greedy search is not
guaranteed to find a solution, and if a solution is found, it may not be minimal. Like depth-first
search, greedy search may be useful for quickly finding an initial problem solution. Procedure 8.4

(Greedy Method) in Appendix D implements greedy search.
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Informed Search Techniques.

Hill-Climbing. Hill-climbing is a variation of depth-first search which uses the local
knowledge of a given node n to form a heuristic function h(n) to estimate the distance between
n and a goal node. The function A(n) is used to select a node to expand based on what appears
to be the node which is the shortest distance from a solution. In hill-climbing, the root node is
expanded to generate all of its children. Each child is then evaluated to determine the node which
is estimated to be closest to a solution. After each child is evaluated, all but the node which is
estimated to be the closest to a solution are discarded. The process continues iteratively until either
a solution is found or no more children may be generated. Hence, hill-climbing is not guaranteed

to find a solution. Additionally, if a solution is found, it may not be minimal.

Similar to the greedy method, hill-climbing is an irrevocable strategy since much of the search
space is eliminated from consideration in the course of the search. One problem with hill-climbing
is that we may come to a local minimum—called the foothill problem—which either may appear as
the minimum solution when in fact it may be sub-minimal. A second problem is called the plateau
problem in which a “best” direction cannot be determined. Hence, we may be at a dead-end at
which there exists no solution. In addition, a third problem is called the ridge problem in which
we reach a state from which we cannot move in a single step. A revocable modification of the

hill-climbing approach allows backtracking.

The hill-climbing search strategy is implemented by Procedure 8.5 (Hill-Climbing) in Ap-
pendix D. Similar to the greedy method, an application of hill-climbing is to quickly develop an

initial solution to a problem.

Best-First Search. Best-first search is implemented in a fashion similar to branch-
and-bound search. However, the difference between the two strategies is that the function g(n)

is used to evaluate each node in branch-and-bound search, whereas h(n) is used to evaluate each
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node in best-first search. All nodes which are generated are placed in the OPEN list. The nodes
in the OPEN list are ordered so that the nodes appear in the OPEN list in ascending order of the
value of h(n). In a sense, best-first search is similar to hill-climbing in that the best apparent path
is always taken. The difference is that when we choose to expand a node and we evaluate all of
its children with A(n), we do not necessarily pick the best child as the next node to expand as in
hill-climbing. Rather, we then look at the entire search tree and examine all nodes that have been
evaluated and pick the global best. Hence, we often will jump around the search tree choosing the

next node to expand.

Best-first search will generally yield a good solution, but not necessarily a minimal one.
Variants of the best-first search exist that will guarantee a minimal solution. The power of the best-
first search is dependent on the heuristic function. Procedure 8.6 (Best-First Search) in Appendix D

implements best-first search.

Beam Search. A modification of breadth-first search in which the search progresses
level-by-level is called beamn search. However, instead of expanding all nodes at a level in the search
tree, only the “best” w nodes are expanded. The pre-defined constant w is called the width of the
search. After children are generated at each level in the tree, an evaluation function f(n) is used to
determine the best w nodes. The best w nodes are kept, and the remaining nodes are discarded for
further consideration. Thus, beam search is irrevocable. This process continues until a solution is
reached or until no children are produced. Given that b is the branching factor of the search tree,

the average number of nodes that must be generated at each level of the search tree is w - b.

The evaluation function f(n) may incorporate the use of the actual cost between the root
node and a node n, i.e., g(n), as well as an estimate A(n) of the distance between n and a goal
node. A variation of beam search is to maintain an OPEN list in which a single node is expanded
at each point in the search, its children are inserted into the sorted OPEN list, and all but the first

w nodes are deleted from the list prior to the next node expansion.
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Beam search may be used when memory resources available to the search process are limited.
Additionally, it generally produces a good solution rather quickly; beam search is often used when
performing approximate minimization. However, since pruning occurs throughout the search pro-
cess, a solution—minimal or non-minimal—may not be developed. Beam search is implemented by

Procedure 8.7 (Beam Search) in Appendix D.

A* Search. The A* search algorithm is perhaps the most widely used—as well as the
most extensively studied—search strategy used in the field of artificial intelligence. The A* search
algorithm uses an evaluation function f(n) to determine which node to expand. The evaluation
function f(n) in the A* algorithm comprises two components which yield an estimate of the shortest
path between the start node and a goal node. The first component, g(n), is a measure of the exact
cost of the path between the start node and node n. The second component is an estimate of the
distance between node n and a goal node; this component is the heuristic function h(n). The total

evaluation function f(n) for the A* algorithm is defined by the equation

f(n) = g(n) + h(n)  Vn. (8.5)

If the function A(n) is admissible, then the A* algorithm is guaranteed to return a minimal solution.

The A* algorithm is implemented in the same fashion as the best-first algorithm with the
exception that the evaluation function f(n) is used rather than h(n) alone. The A* algorithm
is actually a general algorithm. By modifying the evaluation function it degenerates into other
searches. For example, by setting g(n) equal to zero the A* search becomes best-first search. If
h(n) is set equal to sero, then A* degenerates to a branch-and-bound search. Procedure 8.8 (A*

Search) in Appendix D implements A* search.

The properties of the heuristic function h(n) that may be used in the A* search have been

extensively studied to determine the effect that a given function h(n) may have on the A* algorithm.
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The advantage of admissible heuristic functions A(n) is that they guarantee that a solution path
of minimal cost will be found if a solution path exists. The advantage of a consistent heuristic
function A(n) is that an A* search will proceed with a minimal number of node expansions. In
an ideal situation we would like to find a minimal cost path. However, in practicality we often
must relax our desire for a minimal cost solution and settle for some sub-minimal solution. If the
heuristic function h(n) is computationally expensive, the cost of performing an A* search that yields
a minimal solution may be prohibitive. It may be more important to find a sub-minimal solution
in a search of reasonable length. In some cases when an admissible h(n) is used, the combinatorics
of a problem will prohibit the search from terminating. An example in which an admissible h(n)
causes problems is when there are several roughly equal candidates to choose from at each stage of

the search. A disproportionate amount of time will be spent on determining a minimal path.

Sometimes we would rather that a heuristic function h(n) give a very accurate estimate of
h*(n) for a node n in most cases, even if the actual distance to a goal is occasionally overestimated.
In this case, we would have an inadmissible heuristic function and algorithm. Assuming that
a heuristic function hj(n) generally gives a good estimate of h*(n)—although it may at times
overestimate—it may be preferable to a function hy(n) which does not overestimate but does not
give as good an estimate of h*(n). Using h;(n) rather than hy(n) will generally result in fewer nodes
being expanded and thus generated. Two benefits are derived from this occurrence. First, because
fewer nodes are then stored on the OPEN list, the stack space used by the search process will be
greatly reduced. Hence, less memory is required. Additionally, because fewer nodes are process,
the speed of the search will be greatly increased. The benefit of decreasing memory usage and

increasing speed comes at the expense of the guarantee that a least-cost solution will be produced.

A useful theorem regarding inadmissible heuristic functions is called the Graceful Decay of
Admissibility (Rich 91:79). Let h*(n) be the actual cost of the shortest path between a node n and

a goal node. Then the Graceful Decay of Admissibility is stated as follows:
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If h(n) rarely overestimates h*(n) by more than §, then the A* algorithm will rarely
find a solution whose cost is more than & greater than the cost of the optimal solution.

Hence, if we use an h(n) which overestimates h*(n) by a known bound, then the A* algorithm is
useful in developing a solution which is within the bound. In this case, the A* algorithm would be

useful for near-minimisation.

Another consideration regarding the heuristic function is that it may be difficult to derive a
good admissible h(n). If the heuristic function is poor and admissible, e.g., approaches 0, it may
turn out that an A* search will degenerate into an uninformed, i.e., branch-and-bound, search.
This is a situation that we would like to avoid in many problems. Hence, rather than settle for a

bad admissible heuristic, it may be desirable to use an inadmissible heuristic function.

Dynamic Weighting. The use of an inadmissible heuristic function h(n) which is
within some bound of h*(n) has proven useful for many problems. In particular, a slight overesti-
mate of the actual h*(n) may be useful high in a search tree in order to discriminate early among
paths which appear to be equally good. The utility of this approach has been applied to develop a

search strategy called dynamic weighting.

In this strategy, the evaluation function f(n) is defined by the equation

f(n) =g(n) + h(n) + €-{1 — d(n)/N] - h(n), (8.6)

for which

g(n) and h(n) are defined as usual,

® ¢ is a pre-defined constant,

d(n) is the depth of node n, and

e N is the anticipated depth of the goal node.
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Early in the search tree, the heuristic function h(n) is thus weighted by a factor that is close to
(1 + ¢€); hence, the evaluation function f(n) is close to g(n) + (1 + €)h(n). As the search proceeds
to deeper levels in the tree, the evaluation function f(n) approaches g(n)+ h(n). Thus, depth-first
traversals of the search tree are encouraged early in the search tree; A*-type searches occur deep in
the tree. If the heuristic function h(n) is admissible, the dynamic-weighting algorithm is said to be
e-admissible, i.e., the solution found by dynamic weighting is guaranteed to be at most a factor of
(1+¢€) over a minimal solution. Thus, dynamic weighting is useful for near-minimization, i.e., when
we desire a solution guaranteed to be within some bound of a minimal solution. An implementation

of dynamic weighting is given by Procedure 8.9 (Dynamic Weighting) in Appendix D.

Static Weighting. Whereas the dynamic-weighting method decreases the weighting
of h(n) as the search proceeds to lower level in the search tree, it is useful in some problems to
weight A(n) by the same factor throughout the search. We call such an approach static weighting.
Let W be & constant which may be greater than or equal to zero. (In most cases W is fixed at a

value greater than one.) Then the evaluation function f(n) is defined by the equation?

f(n) = g(n) + W - h(n). (8.7

The static weighting strategy generally yields a solution which is close to a minimal solution.
However, since we cannot guarantee that a resulting solution is within a defined bound of a minimal
solution, static weighting is used for approximate-minimization. The static weighting method is

implemented by Procedure 8.10 (Static Weighting) in Appendix D.

AO* Search. The AO* algorithm is the analog to the A* algorithm for AND/OR
graphs. Because this algorithm must deal with AND/OR graphs rather than ordinary OR graphs

it is more complicated than the A* algorithm. An evaluation function f is also used in this

2In the literature, the cvaluation function is sometimes defined as f(n) = (1 — W)g(n) + Wh(n), in which W is
s number which may range from 0 to 1. The choice is strictly arbitrary.
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algorithm, but it is based only on the distance between a node n and a set of goal nodes—the cost
of going from the start node to a given node is not used. However, it is more complicated because
in the case of an AND branch, the cost of going from a node to a set of solutions must be estimated.
Differing from the A* algorithm, as successor nodes are explored in the graph, the values of the
heuristic function are propagated upward in the graph. During the upward propagation, the values
of the heuristic functions for ancestor nodes are recalculated. After all calculations are complete,
the best current path is selected for search. The AO* algorithm is guaranteed to derive a minimal

solution to a problem.

Comparison of Search Strategies. A number of metrics allow us to compare the relative

worth of different search strategies for a specific problem. The metrics that we will use are:

o the number of children generated;
e the number of nodes expanded;

e the number of nodes on the OPEN list when a solution is found; and

the proximity of the developed solution to a minimal solution.

The first three metrics give indications of the amount of work and memory space required to develop

a minimal problem solution. The last criterion measures the “goodness” of the developed solution.

In some situations, we may use one search to develop an initial solution which serves as
an upper bound for a minimal solution. Hence, after a node n is evaluated, n is discarded from
future consideration if the value of f(n) is greater than the upper bound. A metric which gives
an indication of the utility of the method used to develop the initial upper-bound as well as the
heuristic function h(n) used in the primary search is the number of nodes which are found to be

greater than or equal to the upper bound.

We will use these metrics to com, = search strategies used to develop minimal digital designs.
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Summary

In this chapter, we have presented background material on the concepts of search for those
who may be unfamiliar with such techniques. Topics discussed included problem representation

formats, the use of heuristics in search, and search strategies.
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IX. The Search Process in Minimization

In our process for forming a minimal vector F of formulas corresponding to a design, reduction
rules are used to reduce the set of inclusion formulas representing coverage of the terms of the base
by prime implicants.! In many cases, however, all of the prime implicants required to constitute
formulas in F will not be identified using the reduction rules; a set of inclusion formulas remains
after rule reduction which contains the information that is necessary to determine the remaining
prime implicants which compose formulas in F. A search process is used to determire these prime
implicants from the inclusion formulas. In this chapter, we discuss our application of search for

ascertaining the remaining prime implicants to constitute formulas in F.

We begin the chapter by introducing a number of basic issues which must be considered when
applying search to a problem. We use these issues as a framework for our discussion throughout
the chapter. Generally, these issues concern the representation of information in the search process,
the rules used to make decisions based on the given information, and the use of heuristics in the
search process. An overview of the use of state spaces in logical design is presented in light of these

issues. We introduce two state-space classifications for logical design.

Each aspect of the search process is addressed in this chapter. Specific topics include search
trees, node representations, heuristic functions, and search strategies. Additionally, we present
two problem-reduction techniques for decomposing the search problem; the use of these techniques
greatly reduces the complexity of the resulting search process. If the A* search strategy is applied,
the resulting vector F of formulas is guaranteed to be minimal. The results may only be near-

minimal—but often are minimal—when other search strategies which we present are used.

Because of the manner in which inclusion formulas are formed for both single and multiple-

output circuit specifications, the same search process may be used for the resulting inclusion for-

1In this chapter, we will use the term prime implicant to denote prime implicants as discussed in Chapter 6 as
well as multiple-output prime implicants (MOPIs) as used in Chapter 7.
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mulas. The search process returns a set of labels; each label is associated with a prime implicant.
The only difference between the single-output and multiple-output cases is how we develop each

formula F; in F using the labels associated with each prime implicant.

Near the end of the chapter, we present a general search algorithm which may be applied to
carry out the search process and construct F. This algorithm ties together the components of the

search process which are described throughout the chapter.

The Search Process in Logical Design

In her book Artificial Intelligence (Rich 83:56), Rich states five important issues which arise
in formulating search processes for a given problem. These issues provide a framework which we

will use to discuss the application of search to logical design. These issues are:

. the direction in which to conduct the search;
. the topology of the search process;
. how each node will be represented;

. selecting applicable rules; and

N b W N e

. using a heuristic function to guide the search.

The fourth issue concerns the search strategy that we may use to guide a search; the use of a
heuristic function h(n) is the fifth issue. In the remainder of this section, we discuss state spaces

in logical design with respect to these issues.

In many problems we reason forward from initial states to the goal states. In other problems,
it may be possible—and advantageous—to reason backward from the goal states to the initial states.
Finally, it is possible in some cases to reason simultaneously in both the forward and backward
directions. Since our problem is to generate a minimal representation of a circuit specification, we
do not know at the outset the resulting circuit design. Hence, we are forced to pursue a forward-

reasoning strategy in which we proceed from an initial state to a yet-to-be-determined goal state.
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This makes the circuit minimization problem a natural to be cast in a state-space representation.
Our first issue in the formulation of a search process is concerned with the direction of the search
process. In circuit minimisation we usually begin with some initial state and proceed to a goal

state.

Our second and third criteria for discussing search processes—the topology of the search
process and node representation—are issues that have to be examined when we formulate the state
space for a problem. Two alternatives with respect to search topology are whether to represent
the search problem as a search graph or as a search tree. In the general case, the search problem
is represented as a graph, because a tree is a specialization of a graph. In either topology, we start
with the initial state and generate intermediate states until we reach a suitable goal state. In order
to apply rules (issue four) which facilitate movement from one state to another, we need to keep
track of information which represents a given state and well as the utility of the state with respect
to the problem. This information is used to form the node representation in a search graph. The
content of the information is problem-dependent. However, there are two ways we can represent

an arbitrary state at the node which incorporates the state in the search graph:

o represent the state explicitly by making the appropriate modifications to the initial state
required to derive the current state, or

e represent the state implicitly by storing the changes that must be made to the initial state
to derive the current state. (Rich 83:64)

From the point of view of our first three issues, we may discuss the form of state spaces that
have been used in existing circuit design methods. State spaces used in logical design are typically

representations of circuits or subcircuits, for which we present two different classifications:

e circuit formation state spaces, and

e circuil transformation state spaces.
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Nearly all circuit design techniques fall into one of these two categories. We will describe each

category in turn.

A circuit formation state space is one in which the state space represents the formation
of a design. The root node contains no circuit; it contains information required to develop the
circuit. Each arc in the circuit formation state space denotes the addition of a subcircuit to the
circuit represented by the corresponding parent node. Thus, as the search process proceeds to
lower levels in a search tree, the nodes represent partially-completed circuits. Leaves in the search
tree correspond to completed circuits which meet the specification; however, only certain leaves
represent minimal circuits. A circuit formation state space is generally used by techniques used to

develop minimal circuit designs.

A circuit transformation state space represents the transformation of a design. The root node
contains a completed circuit which meets the specification, although it is not minimal. Each arc
in the state space denotes the modification of the circuit represented by the corresponding parent
node. Thus, each node in the search space represents a complete design. Nodes lower in the tree
contain circuits which have been modified in a manner which reduces their associated cost. Leaves
in the search tree contain “solutions”, i.e., circuits which cannot be modified in a manner which
makes them simpler using the available transformation rules. A circuit transformation state space
is generally used to develop near-minimal circuits. It is the approach used by local transformation

systems for minimising circuit designs such as (Darri 81), (deGeu 85), and (Enomo 85).

The circuit formation state space is the approach we will use for applying search to the
problem of developing a minimal vector F of formulas which correspond to a design. In both
circuit formation and circuit transformation state spaces, two common heuristics are used to guide

and limit the search effort:

o choosing circuits or subcircuits based on some measure of cost, and

o limiting the search to some “reasonable” set of circuits or subcircuits.
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We use both of these heuristics in the application of search to the problem of developing a minimal

F.

Knowledge Representation

Given the information available at the outset of the search process, forward reasoning is used
to reach a goal state from the start state. In this section we describe how information is represented
while building a search tree during the search process. Two different search tree topologies are
introduced. Additionally, the data stored in each node of the search tree is described. At the
conclusion of this section, we will have addressed the first three of the five issues for formulating

the search process for our problem.

Information at Outset of the Search Process. A search process is required if the ap-
plication of rule reduction does not yield the complete set of prime implicants which constitute
formulas in F. In this event, there remains a set IF of inclusion formulas at the completion of rule
reduction. The set IF contains the information which facilitates the selection of a prime impli-
cants to form a minimal F. Hence, IF is used by the search process to select the remaining prime

implicants.

In addition to the set IF of inclusion formulas, the association list LAB/COSTS must be
used by the search process. LAB/COSTS is a list consisting of a set of pairs in which a label
P; associated with a prime implicant p; forms a pair with the cost ¢; associated with p;. Cost
information is required by the search process to ensure that a least-cost set of prime implicants is

selected for containment in formulas in F.

In summary, the following information is available for use by the search process:

1. the set IF of inclusion formulas, and
2. the association list LAB/COSTS.
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The search process yields a minimal set of labels associated with prime implicants to be placed in
F. A follow-up step to the search process uses these labels to construct each F;j in F. The actual

prime implicants are not used in any way during the search process.

Topologies. Using the set IF of inclusion formulas, we form two topologies to represent the
state space. Both topologies depict the search space in the form of a search tree. The rationale for
using a search tree rather than a search graph for this problem is first discussed. Each topology is

then described.

Rationale for Using a Search Tree. A search problem is generally depicted by a
search graph rather than a search tree. A search graph is normally used to reduce computational
effort and memory usage caused by the occurrence of nodes with duplicate states which may occur
in a search tree. However, if a newly-generated node n is compared to existing nodes in the OPEN
and CLOSED lists to prevent duplication, this problem is overcome. If n is cheaper than a duplicate
node n’ in the OPEN list, then it replaces n' in the OPEN list. Otherwise, n is discarded. If n is
a duplicate of a node n' in the CLOSED list and is cheaper than n’, then n’ is removed from the

CLOSED list and n is placed in the OPEN list. Otherwise, n is discarded.

The CLOSED list contains only nodes which have been expanded. However, for some prob-
lems once a node is expanded it is rarely regenerated. (Using the A* algorithm, a node is never
regenerated once expanded if a consistent heuristic function A(n) is used.) We have observed based
on experimentation with the search process in this research that a node is rarely regenerated once
placed in the CLOSED list. Hence, a CLOSED list is not maintained. Once a node is expanded,
it is simply discarded from consideration. In the rare case that it is regenerated, we simply treat it
as if it never existed. This reduces computations as well as memory usage. First, newly-generated
nodes do not have to be compared to nodes on a CLOSED list. Second, the memory is not used to
maintain a CLOSED list. Hence, since we do not have to maintain a CLOSED list, a search tree

topology is facilitated by simply comparing newly-generated nodes to nodes in the OPEN list.
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Topology #1. In the first topology, the search space is depicted as a binary tree in
which each node in the tree has exactly two children. For each node n, a prime implicant p; is
selected? to use in the formation of node n's children. The arcs leading to n's children correspond

to

o the selection of p; for containment in F, and

o the removal of p; from further consideration, respectively.

The information contained in n is modified in view of these decisions to form n's children. Figure 9.1
depicts Topology #1. This topology is similar to that used in a technique called the branch-and-
bound method for selecting prime implicants from a cyclic prime implicant table (Murog 79:175). In
the branch-and-bound method, a prime implicant p; is first assumed to be contained in a minimal
formula; the prime implicant table is then reduced accordingly using domination rules. If the
reduced table is cyclic, the process is performed recursively. Then, after a solution is formed
based on the selection of p;, p; is assumed not be contained in a minimal formula. The PI table is
reduced, and the process is performed recursively until a solution is developed. After both solutions

are developed, the least-cost solution is kept and the other is discarded.

Forming the search tree in this manner, the branching factor for every node is two. If k is
the number of distinct labels in the set IF of inclusion formulas, then there are k associated prime
implicants. Thus, the maximum depth of the search tree is k. Since the branching factor is two,
the maximum number of goal nodes is 2*. Hence, there are 2* possible paths between the root
node and possible goal nodes. Additionally, the maximum number of states in the search space is
2441 _ 1. Qur goa! in the scarch process is to quickly find a minimal path to a goal node while

generating the fewest states possible of the states which exist in the search space.

IHow p; is selected will be discussed later.
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Depth = No. PlIs
b = 2

Figure 9.1. Topology #1 - Binary Search Tree

Topology #2. An inclusion formula IF; in IF is selected for use in forming the
children of a node in our second topology. Each term in a formula IF; denotes combinations of
prime implicants which cover a term ¢; in the base. The set of terms in IF; denotes the different
possible ways that prime implicants may be used to cover t;. Using the inclusion formula IFj,
we form children for a node n such that each arc leading to a child corresponds to the selection
of prime implicants denoted by a term in IF;. Suppose, for example, that the inclusion formula
P{ + P,P; + P,P; is selected for use in forming node n’s children. Then n would have three
children; the first child is formed based on the selection of the prime implicant associated with P;
for containment in F, the second child is formed based on the selection of the prime implicants

associated with P; and P; for containment in F, and so on. Figure 9.2 depicts a search tree based

on Topology #2.
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IF2

p5 + pé6

Depth = No. IFs
b = avg no. terms

per IF‘j

Figure 9.2. Topology #2 - Search Tree

Let mn be the number of inclusion formulas in IF. The maximum depth of the search tree
is m. Moreover, let b be the average number of terms in inclusion formulas in IF; then b is the
branching factor for the search tree. An approximation of the number of goal nodes is ™. The

number of states in the search space is approximated by

bl — 1

— (9.1)

For example, suppose the maximum depth and branching factor are m = 3 and b = 3, respectively.
Then, counting the root node as the first level, the number of nodes at each level of the tree is 1,
3, 9, and 27. The number of goal nodes is the number of nodes at the lowest level, i.e., 33 = 27.
Moreover, the number of states is calculated to be (33+! —1)/(3 — 1) = 40, which is in fact the sum

of the nodes at each level of the tree.
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This topology is useful if the average number of terms in the inclusion formulas is relatively
low. If the average number of terms is high, then the branching factor of the search tree will be
high. Hence, the search space will be large. Since the figures used to calculate the number of states
in the state space are easily obtained from the inclusion formulas, we can calculate the projected
number of states for each topology prior to the search process. Based on a heuristic that the smaller
projected search space will engender a reduction of effort in the search process, we then may use

the topology for which the projected search space is smaller.

Node Representation. Now that we have presented the forms of the search tree, we discuss
the nodes of the search tree. We describe the information that is stored in each node of the tree as
well as the processes of node generation and expansion. Two ways of representing state information

in a node are introduced.

Information Contained in a Node. The set IF of inclusion formulas is the infor-
mation given at the outset of the search process. The root node may be viewed as being associated
with the set IF of inclusion formulas, i.e., I'F is the initial state in the state space. Each node n
in the search tree either contains a modified set IF of inclusion formulas based on choices made to
get to n from the root node or contains information which facilitates the generation of IF from IF.
Thus, the modified set IF of inclusion formula is the state associated with a node n. A goal node
contains a state such that the set of inclusion formulas is the empty set, i.e., no further decisions

have to be made.

In addition to containing a state, a node n contains information about the path taken from
the root node to get to n. The path must be stored in a node in our problem, since a CLOSED
list is not maintained in the process. In our topologies, arcs leading to a node either denote the
selection of prime implicants for containment in F, or—in the case of Topology #1—denote the
removal of a prime implicant from further consideration. Hence, n contains a representation of the

arcs between the root node and n.
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Finally, when a node n is generated, the utility of n in the search space must be evaluaved so
that n is handled as appropriate for the search strategy being used. An evaluation function f(n)
is used to evaluate the utility of n. Depending on the search strategy, f(n) may comprise one or
both of the functions g(n) and h(n). The function g(n) evaluates the cost of the path between the
root node and n. The heuristic function h(n) uses IF to evaluate n’s proximity to a g al node.

The values of f(n) and g(n) are stored within n.

In summary, a given node n in the search tree contains the following information:

. a set TF of inclusion formulas,

. a representation of the path between the root node and n,
. the value of f(n), and

. the value of g(n).

o W N e

We now discuss how this information is used to generate children for n.

Generation of a Node. For a node n, arcs leading to a child n’ of n denote either
the selection of prime implicants for containment in F or the removal of a prime implicant from
further consideration. Let a(n,n’) denote the arc between n and n’. To form a node n’, information
contained in n is modified in view of the meaning of a(n, n'), i.e., whether a(n,n’) represents the
selection or deletion of prime implicants. We first discuss the generation of a node n’ when a(n, n')

denotes the selection of prime implicants for containment in F.

To create a new state associated with node n/, prime implicants denoted by a(n, n') are used
to modify the set IF of inclusion formulas associated with n, thus forming a revised set IF of
inclusion formulas. Once prime implicants are selected for containment in F, tLey are treated as
secondary essential prime implicants. In the reduction rules presented in Chapter 6, when a prime
implicant p; is secondary essential, the literal P/ associated with p; i8 removed from all terms in

the set IF of inclusion formulas. Trocedure 6.6 (Removal of Literals) may be used to carry out
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this process. After all literals associated with prime implicants denoted by a(n,n’) are removed
from terms of the inclusion formulas in n, reduction rules are applied to develop the set of inclusion

formulas associated with n'.

When applying reduction rules, the same set of rules as applied prior to the search process
must be applied throughout the search process. For example, if the original base used to form the
set of inclusion formulas was the set of all conditionally-eliminable prime implicants, then Reduc-
tion Rule Set #1 (Procedure 6.11) is used to reduce the resulting inclusion formulas. Reduction
Rule Set #1 is then used throughout the search process. Likewise, if Reduction Rule Set #2 (Pro-
cedure 6.14) was used prior to the search process, then Reduction Rule Set #2 is used throughout

the search process.

In addition to developing a set IF of inclusion formulas associated with n’, the path between
the root node and n’ is constructed. The path denotes prime implicants selected as well as removed
from consideration between the root node and n’. Since node n contains a path between the root
node and n, we simply append the prime implicants denoted by a(n, n’) to n’s path. The new path

is stored in n'.

After forming the state associated with n’, i.e., the set of inclusion formulas associated with
n’, and the path between the root node and n', an evaluation function f(n) is used to determine
the utility of n’. The composition of f(n) is dependent on the search strategy; the functions g(n)
and h(n) may be used to form f(n). If the function g(n) is used to form f(n), then the value of
g(n) is stored in each node n. The function g(n) is the cost of the prime implicants denoted by the
path between the root node and n. To form the value of g(n’), the cost of the prime implicants

denoted by a(n,n’) is added to value of g(n). (The value of g(n) is zero for the root node.)

For search strategies which require the use of a heuristic function h(n), the set IF of inclusion
formulas associated with n' is evaluated using the heuristic function. The heuristic functions used

in this work are discussed in a later section of this chapter. After applying the heuristic function
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to form the value of h(n’), the evaluation function f(n') is formed based on g(n') and h(n'). The

value of f(n') is stored in each node n’ for use by the search strategy.

Procedure 9.1 (Generation of a Node) is used to form a node n’ in which a(n, n’) denotes the

selection of prime implicants for containment in formulas in F.

Procedure 9.1 (Generation of a Node): Given a node n, an arc a(n,n’), an association list
LAB/COSTS, a heuristic function h(n), and an evaluation function f(n), a node n’ is constructed
in the following manner:

Step 1. Let IF be the set of inclusion formulas associated with node n.
1. Determine the set P of labels P; associated with prime implicants denoted by the arc
a(n,n’).

2. For each label P; in P, use Procedure 6.6 (Removal of Literals) to remove each literal
P! from terms in I'F.

3. Let ﬁ'g.m, be the resulting set of inclusion formulas.
Step 2.

1. Use either Reduction Rule Set #1 (Procedure 6.11) or Reduction Rule Set #2 (Proce-
dure 6.14) to reduce the set ﬁ‘,,m, of inclusion formulas. (The choice is dependent on
the set of rules used prior to the search process.)

2. The resulting set IF of inclusion formulas forms the state associated with n'.
Step 3.

1. Determine the path stored in node n.

2. Form a new path by appending the labels associated with prime implicants denoted by
a(n,n’) to n's path.

3. Store the new path in n’.
Step 4. For search strategies in which g(n) is used to form f(n):

1. Determine the value g(n) stored in node n.

2. Using the labels associated with prime implicants denoted by a(n, n’) and the association
list LAB/COSTS, calculate the sum of the costs of the prime implicants denoted by
a(n,n’).

3. Add the value determined in step 2 to g(n); it is the value g(n').

4. Store the value of g(n') in n'.

Step 5. For search strategies in which h(n) is used to form f(n), use [F and LAB/COSTS to
determine the value of h(n').
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Step 6.

1. Develop the value of f(n) as required for the given the search strategy.
2. Store the value of f(n') in n'.

Using Topology #1, an arc a(n,n’) may denote a prime implicant p; to be removed from
further consideration. In this case, generation of a node n' is handled differently than when an
arc denotes the selection of prime implicants. Based on the removal of a prime implicant from
consideration, the inclusion formulas I F associated with node n are modified to form a revised set
IF of inclusion formulas associated with n’. When a prime implicant is removed from consideration,
it is treated as an inessential prime implicant. In the reduction rules presented in Chapter 6, when
a prime implicant p; is inessential, terms containing the literal P; associated with p; are removed
from each formula in the set IF. Procedure 6.5 (Deletion of Terms) may be used to perform this
process. After all terms containing P/ are removed from formulas in I'F, reduction rules are applied

to develop the set IF associated with n’.

As in the previous case, the same reduction rules as used prior to the search process must be
used during the search process. However, in this instance, the removal of a prime implicant p; from
consideration may cause a second prime implicant to become secondary essential. The reduction

rules identify and return such prime implicants.

After developing a set of inclusion formulas associated with n’', the path between the root
node and n’ is constructed. The path denotes prime implicants selected as well as removed from
consideration between the root node and n'. In this case, we must have a mechanism for depicting
that a prime implicant p; is to be removed from consideration. Using this mechanism, we form the
path between the root node and n’ by appending the notation to n’s path that p; is to be removed
from consideration. Additionally, if any prime implicants become secondary essential due to the
deletion of p;, then these prime implicants are also added to the path. The new path is then stored

in n'.

419




After forming the set of inclusion formulas associated with n’, an evaluation function f(n) is
used to determine the utility of node n’. The form of f(n) is dependent on the search strategy. If
the function g(n) is to be used to derive f(n), then we must determine the value of g(n’). Since
a(n,n’') denotes the removal of a prime implicant from consideration, in most cases the value of
g(n') is equal to the value of g(n), i.e., a(n, n’) does not depict the addition of a prime implicant to
the path. However, if prime implicants become secondary essential due to the deletion of a prime
implicant denoted by a(n,n’), then the cost of these prime implicants must be added to g(n) to

form the value of g(n’').

For search strategies which require the use of a heuristic function A(n), the set IF of inclusion
formulas associated with n' is evaluated using the heuristic function. After applying the heuristic
function to form the value of h(n’), the evaluation function f(n') is formed based on g(n') and

h(n’). The value of f(n') is stored in each node n' for use by the search strategy.

Procedure 9.2 (Generation of a Node) is used to form a node n’ in which a(n, n’) denotes the

removal of a prime implicant from consideration for containment in formulas in F.

Procedure 9.2 (Generation of a Node): Given a node n, an arc a(n,n’), an association list
LAB/COSTS, a heuristic function h(n), and an evaluation function f(n), a node n’ is constructed
in the following manner:

Step 1. Let IF be the set of inclusion formulas associated with node n.

1. Determine the label P; associated with the prime implicant p; denoted by the arc a(n, n').

2. Use Procedure 6.5 (Deletion of Terms) to delete terms containing the literal P from
formulas in IF.

3. Let ﬁ'"m, be the resulting set of inclusion formulas.
Step 2.

1. Use either Reduction Rule Set #1 (Procedure 6.11) or Reduction Rule Set #2 (Proce-
dure 6.14) to reduce the set ﬁ'“m, of inclusion formulas. (The choice is dependent on
the set of rules used prior to the search process.)

2. The resulting set IF of inclusion formulas is the state associated with n'.

3. Let P be the set of prime implicants identified as secondary essential prime implicants
during rule reduction.
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Step 3.

1. Determine the path stored in node n.

2. Form a new path by appending to n’s path the denotation that the p;, as denoted by
a(n,n'), is to be removed from consideration.

3. If P # 0, then one or more prime implicants became secondary essential due to the
deletion of p;. Add these prime implicants to the path.

4. Store the new path in n’.

Step 4. For search strategies in which g(n) is used to form f(n), determine the value g(n) stored
in node n.

e If P = 0, then no prime implicants are secondary essential due to the deletion of p;. Set
g(n') equal to g(n).
o If P # 0, then one or more prime implicants are secondary essential due to the deletion
i
1. Using the labels associated with prime implicants in P and the association list
LAB/COSTS, calculate the sum of the costs of the prime implicants in P.

2. Add the resulting sum to g(n); it is the value of g(n').

Store the value of g(n') in n'.

Step 5. For search strategies in which h(n) is used to form f(n), use I¥ and LAB/COSTS to
determine the value of h(n').

Step 6.

1. Develop the value of f(n) as required for the given the search strategy.
2. Store the value of f(n') in n’.

Explicit Versus Implicit Representation. In our problem, each state in the state
space is a modified set IF of inclusion formulas such that IF reflects the decisions that have been
made between the root node and the node associated with TF. An explicit node representation is
formed by making modifications to the initial state required to derive the current state and storing
the new state in the node associated with the state. Hence, in an explicit node representation, the
node n’ associated with the modified set IF of inclusion formulas actually contains IF. On the
other hand, in an implicit node representation, only the changes that must be made to the initial
state to derive the current state are stored in the node associated with the state. In our case, the

path stored in a node contains this information.
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Whether an explicit or implicit node representation is used, the following information is stored

in a node n:

1. a representation of the path between the root node and n,
2. the value of f(n), and
3. the value of g(n).

Additionally, in a explicit node representation, the state denoted by the revised set IF of inclusion

formulas is stored in n. We present the advantages and disadvantages of each approach.

In an explicit node representation, all of the information associated with a node n in the
search space is contained in the node. Most importantly, the state denoted by a set IF of inclusion
formulas is contained in the node. This is advantageous when generating a node’s children, because
then we only need to modify IF to develop the states associated with n’s children. The disadvantage
is that if the set of inclusion formulas is large, then the memory used to stere each node of the
state space may be extensive. Hence, an explicit node representation is computationally efficient

at the cost of memory usage.

State information is not contained in an implicit node representation. However, when a node
n is first generated, the inclusion formulas IF associated with n must be developed in order to
derive the value of h(n) for n. The set TF may then be discarded. When n is expanded, the set TF
must be regenerated using path information as well as the set JF of inclusion formulas associated
with the root node. TF is used to generate the state associated with each child n’ of n in order to
evaluate h(n’). The advantage of the implicit node representation is that memory usage is greatly
reduced due to the fact that only the original set IF of inclusion formulas is stored in memory.
The disadvantage of this approach is that the set IF of inclusion formulas associated with a node

n has to be derived once when n is generated and again when n is expanded.

The use of an explicit versus implicit node representation is dependent on whether memory is

at a premium on the computer system on which we host an implementation of the search sirategy.
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If an implicit node representation is used, then the set IF of inclusion formulas associated with
a node n' is discarded after Step 5 in Procedures 9.1 and 9.2. IF is then regenerated when n’ is

expanded.

Expansion of a Node. Given the procedures used to generate a node, we may now
describe how a node n is expanded. The expansion process differs depending on the topology used
in the search process. Specifically, the first step in the node expansion process—the formation of
arcs a(n,n') between n and each child n’ of n—changes based on the topology. We first describe

the methodology for expanding a node when Topology #1 is used.

If an explicit node representation scheme is being used, then the set IF of inclusion formulas
associated with n is stored in n. On the other hand, if an implicit node representation scheme is
being used, then the set IF of inclusion formulas associated with n must be derived. The path
information stored in n and the set IF of inclusion formulas associated with the root node is used
to form TF. Based on the path information, IF is modified to recreate each state associated with

the nodes on the path between the root node and n, until IF is eventually formed.

In Topology #1, each node n has two children. Arcs a(n,n’) leading to the two children
denote the selection of a prime implicant p; and the deletion of p;, respectively. (We defer to a
later section the discussion of how such a prime implicant p; is determined.) Given p;, we first
form the child corresponding to the selection of p; using Procedure 9.1 (Generation of a Node).
Subsequently, the second child of n corresponding to the removal of p; from consideration is formed
using Procedure 9.2 (Generation of a Node). After the children are generated, the nodes are placed

on the OPEN list as determined by the search strategy.
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Procedure 9.3 (Expansion of a Node - Topology #1): Given a node n and a prime implicant
Pi, node n is expanded in the following manner:

Step 1.

e If an explicit node representation scheme is being used, then the set IF of inclusion
formulas associated with n is stored in n.

o Otherwise, an implicit node representation scheme is being used. Using the path stored
in n and the set IF of inclusion formulas associated with the root node, form IF.

Scep 2. Form a child corresponding to the selection of p; using Procedure 9.1 (Generation of a
Node).

Step 3. Form a child corresponding to the removal of p; using Procedure 9.2 (Generation of a
Node).

Step 4. Return the children for placement on the OPEN list.

In the second topology, an inclusion formula I'F; is used to generate the children for a node
n. (We defer to a later section the discussion of how such a formula I'F; is determined.) The
number of children generated is dependent on the number of terms in IFj, since each term in I'F;
corresponds to the selection of one or more prime implicants for containment in F. Hence, arcs
a(n,n’') leading to the children denote the selection of prime implicants given by a term in IF;.
Thus, for each term in IFj, a child n’ corresponding to the selection of prime implicants is formed
using Procedure 9.1 (Generation of a Node). After the children are generated, the nodes are placed

on the OPEN list as determined by the search strategy.

Procedure 9.4 (Expansion of a Node - Topology #2): Given a node n and an inclusion
formula I F;j, node n is expanded in the following manner:

Step 1.
o If an explicit node representation scheme is being used, then the set IF of inclusion
formulas associated with n s stored in n.

o If an implicit node representation scheme is being used, then the set IF of inclusion
formulas associated with n must be derived. Using the path stored in n and the set IF
of inclusion formulas associated with the root node, form IF.

Step 2. For each term in IFj, form a child corresponding to the selection of prime implicants
denoted by the term using Procedure 9.1 (Generation of a Node).

Step 3. Return the children for placement on the OPEN list.
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We have described how our problem may be represented using a search tree methodology as
well as how nodes are generated and expanded in the course of a search process. We have yet to
discuss heuristics used in the search process as well as the search strategies used for manipulating
and making decisions about the nodes in the search tree; these aspects will be introduced in later

sections.

The point of view taken up to this juncture has been that the search problem is represented
as a state-space and handled accordingly. However, in the next section we introduce a method for
decomposing the problem into a set of state-space searches. Hence, we handle the search process

globally using a problem-reduction format.
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Search Space Partitioning

In many cases there exists a set IF of inclusion formulas at the completion of rule reduction,
signifying that the application of rule reduction does not yield the complete set of prime implicants
which constitute formulas in F. Thus, the use of a search process is required to determine the
remaining prime implicants to form a minimal F. As described in foregoing sections, the set IF
contains the information used by the search process to select the remaining prime implicants. In
most cases, IF is of a form such that it can be partitioned; a search process is then performed
independently for each block of the partition. The results of each search process are combined to

form the remaining prime implicants to be contained in F.

Let P{ + P,P; and P, + P;{P{ be the inclusion formulas contained in I'F after rule reduction.
Clearly, any choice we make regarding the selection of prime implicant denoted by the inclusion
formula P{ + P} P; has no bearing on the choices made regarding prime implicants associated with
the inclusion formula P + P P;, and vice versa. Hence, the decisions we make regarding the two
formulas may be performed independently. When the choice of a prime implicant p; has a bearing
on the selection and/or non-selection of another prime implicant p;, we say that p; and p; are
related to each other. Otherwise, two prime implicants are not related to each other. Thus, given
the inclusion formulas P + P;P; and P + P3Py, the prime implicants denoted by the labels in the
set P = {P,, P;, P3, P;, Py} are related to each other, since the literal P; appears in both formulas.
Given a third formula P{ + P{P{, the prime implicants denoted by P4, Ps, and Ps are not related

to any prime implicants denoted by labels in P.

We thus partition a set IF of inclusion formulas such that:

1. all prime implicants denoted by inclusion formulas in a block of the partition are related to
each other, and

2. no prime implicant in a block of the partition is related to any prime implicant denoted by
inclusion formulas in another block.
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We call a partition which may be formed after the application of reduction rules an intrinsic
partition. The derivation and use of an intrinsic partition facilitates a natural decomposition
of the search process into a set of independent tasks. This decomposition greatly reduces the
computational complexity of the search process. The concept of intrinsic partitions is related to
the partitioning which may be peiformed in the course of solving a prime implicant table, although
we apply the concept to the partitioning of inclusion formulas. The fact that a prime implicant table
may be partitioned has been known for over thirty years. A recent application of the partitioning
of a prime implicant table is in the ESPRESSO-EXACT algorithm in which a reduced form of a

prime implicant table is partitioned (Rudel 89).

Using an intrinsic partition, our global search process may be portrayed in the form of a
problem-reduction representation. The first step of the search process is to decompose the initial
set IF of inclusion formulas via an intrinsic partition. An intrinsic partition, as incorporated
into our search process, is depicted in Figure 9.3. Each of the second-level nodes in Figure 9.3
corresponds to a root node for a state-space search as presented earlier. Once a state-space search
is accomplished for each of the second-level nodes, the results are combined to form the global
solution of the search process. Procedure 9.5 (Intrinsic Partition) accepts a set IF of inclusion
formulas and returns an intrinsic partition of the inclusion formulas. Example 9.1 demonstrates an

intrinsic partition of a set of inclusion formulas.

Procedure 9.5 (Intrinsic Partition): Given a set I'F of inclusion formulas, an intrinsic partition
of IF is formed as follows:

Step 0.

o Initialise an accumulator I Fp,p¢ = 0.

o Initialize an accumulator I Fyjoer = 0.
Step 1.

1. Remove an inclusion formula I F; from IF and determine the set P of literals contained
in terms in IF;.

2. Place IF,' in IFu“g.
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Figure 9.3. Problem-Reduction Using an Intrinsic Partition

Step 2. Of the remaining inclusion formulas in IF, determine the aet IF,,1atea Which contains

literals appearing in P.
o If IF, jated = O, then a block of the partition comprised of a subset of the original set
IF of inclusion formulas has been formed.

1. Place IFyock in IFpars.
2. Reset the accumulator I Fy;oc = 0.

e Otherwise, we are not finished with forming the current block. Continue to Step 3.

Step 3.

1. Remove from I'F formulas appearing in IF,iated-

2. Place formulas in IF,,iated in I Fyiock-

3. Add the literals appearing in formulas in IF,,i5ted to P.
4. Return to Step 2.

Example 9.1: In the course of employing Algorithm 6.2 to develop a minimal formula F to

represent the function B6, after the application of Reduction Rule Set #2 (Procedure 6.14) there

remain 13 inclusion formulas. A search process must be applied to select a set of prime implicants

to complete the formation of F using these inclusion formulas.

428




Applying Procedure 9.5 (Intrinsic Partition), we form a partition of the 13 formulas consisting

of five blocks:

Block I:
Pyg+ Pi33 P
Block II:
Pyo+ Piy1 Py
Block III:
Pi36 + P11 P35 + P33Py,

P{os + PagPyr + P113Pgg
Pgy + Pyy1Pag + Pj36Pgs + P11y Pag + Pi36Fee

Block I'V:
Pjos + PgoPag + PgyPag
Pg3 + PggPg3 + PggPg;
Pgg + PsgPgy + PgrPes
Py,7 + PygP7 + Pgo Py
Block V:

Pi37+ P{1aP; + Pyy3Pg

P4 + PiogPyy3 + PyosPiio

Pioo + PioaProPao + PigaPi1oPro
P;; + P;Pé + P{27P£

Five independent search processes are pciformed using the inclusion formulas contained in
each block. For many blocks, the identification of a prime implicant to be placed in F is trivial. For
example, assuming that the prime implicants associated with each literal P; are of equal cost, the

prime implicant associated with P,s is selected from Block I, and the prime implicant associated
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with Pjo is selected from Block II. A search process easily determines the prime implicants to place

in F for the remaining blocks.

Once each block is formed in the partitioning process, a state-space search is performed in
which the inclusion formulas contained in a block form the initial state associated with the root
node of the search. In our discussion of the search tree topology and node representation, we
deferred discussion of heuristic functions h(n) and the selection of either prime implicants p; or
inclusion formulas I'F; corresponding to levels in the search tree for use during node expansion.

These issues are addressed in the next section.

The Use of Heuristics

The use of heuristics—heuristic functions in particular—is the fifth issue for formulating a
search process for solving a problem. In this section we present two heuristic functions used to
evaluate the utility of a node. Additionally, we elaborate on heuristics used to guide the selection
of a prime implicant p; or an inclusion formula I'F; for use during node expansion. In each case,
the choice is based on information developed in the course of forming the value of h(n) for a set of

inclusion formulas associated with a node n.

Heuristic Functions. In developing a heuristic function we are concerned with the inherent
properties of the function. For example, the admissibility of a heuristic function is an important
consideration. However, an admissible function h;(n) may not be as good as an inadmissible

function hj(n) if

1. the value of h3(n) for a node n is generally closer to the actual distance h*(n) between n and
a goal node than is the value of hy(n), and

2. hj(n) usually does not overestimate the value of h*(n).
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In this section, we present two heuristic functions, hj(n) and hz(n), for estimating the distance
between a node n and a goal node. The first h;(n) is an admissible function used to guarantee a
minimal solution when the A* search strategy is used. The second function ha(n) is an inadmissible

function which generally gives a better estimate of the actual value h*(n) than does hi(n).

Heuristic Function #1. The first heuristic function h;(n) we present is an admissible
function, i.e., hi(n) always underestimates the actual cost of the cheapest path between n and a
goal node. In our problem, h;(n) is used to estimate the value of a least-cost set of prime implicants
which may be selected to form a cover for terms of the base associated with a set IF of inclusion

formulas.

Let ¢; be the cost associated with a prime implicant p;. Given a set IF, let n; be the number
of inclusion formulas in IF in which the literal P/ which denotes p; appears. Then, we define the

ulility u; of a prime implicant by the equation

v = ci/ni. (9:2)
The utility u; is the prorated cost of the prime implicant p; based on a supposition that p; may be
used alone to form a cover of the terms associated with the inclusion formulas in which P/ appears.

Once the utility of each prime implicant is determined, we derive a value v; for each inclusion
formula IF;. First, a value v} is formed for each term t; in IFj, in which v} is defined to be the

sum of the utilities of the prime implicants denoted by literals in t;, i.e.,

= ) w (9.3)

{s|tu<P!}
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Then, IF; is nssigned the value associated with term ¢t with the lowest value of all of the terms in

IF;. Thus, if there are ! ter:ns in I F;, the value v; is defined by the equation

v; = min(v},v5,...,9}). (9.4)

For examiple, suppose we are given an inclusion formula IFy = P{ + P;P; and the utilities u; = 0.5,
u3 = 1, and u3 = 0.5. Then the value associated with term P, is 0.5; the value associated with the

term P;P; is 1 + 0.5 = 1.5. It follows that the value v; of IF, is 0.5.

After v; is formed for each IF; in I'F, the set of values for formulas in IF is summed to form
a total value V' associated with IF. The resulting value is an optimistic estimate of the cost of a
cover for the terms associated with inclusion formulasin IF. In many cases, V may be represented
by a fraction. Since a total cost is a whole number, we may safely round up V to the next highest
whole number. The result is defined to be the value of hy(n) for the node witk the associated state

IF. Hence, if IF contains m inclusion formulas

m
ha(n) = [ v (9.5)
j=1
Examples 9.2 and 9.3 demonstrate the application of hy(n). Procedure 9.6 (Heuristic Function #1)
implements h;(n).

Example 8.2: Suppose we are given the set IF = {IF,,IF;, IF3} of inclusion formulas for which

we must evaluate hy(n):

IF, = P|+ PP
IF; = P,+ PP, (9.6)
IF3 = Py+ PP
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We first derive the utilities u; for prime implicants p; appearing in IF. The calculation of u; is
demonstrated using Table 9.1; we call the matrix appearing in Table 9.1 a utility matriz. A 1

appears in a cell if the label P/ which denotes prime implicant p; appears in inclusion formula I'F;.

IF, IF; IF3|c|ni| ui=ci/ny
P1 1 1 1 1
;|1 1 1| 2 0.5
P3 1 1 1 2 0.5
Pa 1 1 |12 0.5
Ps 1 1 1 1
Pe 1 111

Table 9.1. Utility Matrix for Example 9.2

After the development of the utilities u; for each prime implicant p;, the value v; is determined
for each inclusion formula IF;. We first demonstrate the formation of v, for IF;. The value v}
associated with each term is the sum of the utilities of the prime implicants denoted by literals in

ty. The values v} associated with terms in IF; are depicted as follows:

1 0.5640.5
Pt U st
IF, = P, + PP} . (9.7)

The value v; is the minimum of the values associated with terms in IF;; heace v; = 1. Similarly,

we demonastrate the values associated with terms in I F;:

0.5 0.5+1
.
IF; = P, +P,P,. (9.8)

Thus, the value v; = 0.5. Additionally, we can determine that vz = 0.5. Then, since hy(n) =
[E;‘:x":’]n we calculate hy(n) = [1+ 0.5+ 0.5] = 2. In this instance, hi(n) = h*(n), since a
least-cost set of prime implicants which forms a cover for terms of the base associated with the

inclusion formulas (9.6) is {p2, p3}.
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Example 9.3: Suppose we are given the set IF = {IF,, IF;,IF3} of inclusion formulas for which

we must develop a value h;(n):

IF, P, + PP}
IF; = P+ PP (9.9)
IF; = P,+P!P.

We first determine the utilities u; for prime implicants p; appearing in IF. The calculation of u;

is demonstrated using Table 9.2.

IFy, IF; IFs|c |mn|wi=c/n
p1| 1 1 1] 2 0.5
P2 1 1] 1 1
ps| 1 1 |12 0.5
Pa 1 1 1 2 0.5
Ps 1 1 1 1
Pe 1 11 1

Table 9.2. Utility Matrix for Example 9.3

After the development of the utilities u; for each prime implicant p;, the value v; is determined
for each inclusion formula I F;. We first form vy for IF;. The value v} associated with each term is
the sum of the utilities of the prime implicants denoted by literals in ¢;. The values v} associated

with terms in I F, are depicted as follows:

0.5 0.5+1
Vatoe T s
IF, = P, + P,P.. (9.10)

Hence, v; = 0.5. Similarly, we demonstrate the values associated with terms in IFj;:

1 0.5+1
.
IF; = P, + P,P;. (9.11)
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Thus, the value v3 = 1. Furthermore, we can derive v3 = 0.5. Since h;(n) = [ E;';l vj] , we then

calculate hy(n) = [0.5 + 1+ 0.5] = 2. In this instance, h;(n) underestimates h*(n) since at least

three prime implicants are required to form a cover, i.e, h*(n) = 3.

Procedure 9.6 (Heuristic Function #1): Given a set IF of inclusion formulas and the asso-
ciation list LAB/COSTS, we derive the value hi(n) associated with the state I'F in the following
manner:

Step 1. Determine the set P of distinct labels which appear in IF.
Step 2. For each prime implicant p; in which P; appears in P:

1. Determine the number n; of inclusion formulas in which the literal P; appears.
2. Get the cost ¢; associated with p; from LAB/COSTS.
3. Calculate the utility u; = ¢;/n;.

Step 3. For each inclusion formula I'F; € IF, determine v;:

1. For each term ¢, in I'F;, derive v} by summing the utilities u; of the prime implicants
pi denoted by literals P/ in i, i.e.,

v; = Z u;. (9.12)
{iltagP!}

2. Form v; by selecting the lowest v} of the | values developed in substep 1, i.e.,
v; = min(v},v3,...,v). (9.13)
Step 4. Form h;(n) by adding the m values v; and rounding up:
m
ha(n) = Y v |- (9.14)
i=1
An important consideration is that the heuristic function h;(n) implemented by Procedure 9.6
is admissible. An admissible heuristic function is required to guarantee the admissibility of the A*

algorithm. If A* is admissible, then it returns a minimal solution. Theorem 9.1 presents the

admissibility of hy(n).

Theorem 9.1 (Admissibility of hy(n)): The heuristic function hy(n) implemented by Proce-

dure 9.6 13 admissible.

Proof. The utility u; associated with each prime implicant p; is the prorated cost of the prime

implicant p; based on a supposition that p; may be used alone to form a cover of the terms associated
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with the inclusion formulas in which P} appears. Thus, u; is an optimistic proration of the cost

associated with each p;, i.e., we are forcing each prime implicant to appear to be more valuable

than it actually is.

The value v} associated with a term ¢, of a formula I F; is formed using utilities u; associated
with the prime implicants p; denoted by literals P/ appearing in t;. Each v} is the prorated cost
of using the prime implicants denoted by literals in ¢, to cover the term of the base associated
with IF;. Since we chose the value associated with the smallest v} to form v;, we are necessarily

optimistically estimating the prorated cost of covering the term of the base associated with I F;.

Since each value v; is optimistic, it follows that the sum V of the values v; associated with
each IF; € IF is an optimistic estimate of the actual cost of a minimal cover for the terms of the
base associated with formulas in IF. Rounding V up to the next highest whole number to form
hi(n) does not affect the admissibility of hi(n), since the actual cost is a whole number. This

completes the proof. O

Heuristic Function #2. Function hi(r) is useful if we would like to guarantee the
development of a minimal vector F of formulas which correspond to a design. However, it does
not always yield a good estimate of h*(n), e.g., Example 9.3. Because h;(n) does not always yield
a good estimate of h*(n), increased effort results during the search process. In this section, we
introduce a second heuristic function ha(n) which generally is a very good estimator of h*(n),

although in some cases it may overestimate h*(n).

The difference between h;(n) and hz(n) is the manner in which we form the utility u; associ-
ated with each prime implicant p;. To differentiate between the utilities used in the two heuristic
function, let @; be the utility of a prime implicant p; for Az(n). Suppose we are given a set

IF = {IF;,IF;} of inclusion formulas in which
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IF, = P/+ PP, (9.15)
IF; = P+ PP,

The utility matrix for IF is depicted by Table 9.3. Rather than placing a 1 in columns associated
with an inclusion formula I F; in which appears the literal P; which denotes p;, we instead place the
reciprocal of the shortest term in IF; in which P/ appears. Thus, since P; appears in a two-literal
term in IF;, it only does one-half the work in forming a cover p; + p3 for the term of the base
associated with IF;. Then fi; is the sum of the number that appear in the columns associated with

the inclusion formulas for row i. The utility 4; is defined by the equation i; = ¢;/#;.

IF, IF || s | Gi=ci/fu
| 1 05 |1 [15] 0667
p2 | 0.5 1 1 . 0.667
p|os 05 )1]1 1

Table 9.3. Utility Matrix for Hdeuristic Function #2

We now present this methodology on a formal basis. Let us define an operator length(t) to be
the number of literals in term t. Let t, be the k-th term of inclusion formula I'F;. Then, n) —the

number in row i, column j of the utility matrix—is defined by the equation

1

nl = — —. (9.16)
The metric fi; is defined by the equation
iy = S n (9.17)

{j|P! appears in IF,}
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is depicted in Table 9.4.

IR,
I1F;
IF;

P{ + P3Pg
P} + PP,
P; + P{P,.

Example 9.3 for which we would like to evaluate h3(n):

The utility @; for our second heuristic function is then defined by the equation

hj(n) is the same as when forming h;(n) except that i; is used in place of u;.

-

IF, IF; IF; | c | A | =c/fs
n 1 051 (1.5 0.667
P2 1 1 1 1
pa| 0.5 1 115 0.667
D4 0.5 05 |1 1 1
ps | 0.5 105 2
Pe 0.5 1105 2

Table 9.4. Utility Matrix for Example 9.4

(9.18)

Once we formulate the utility 4; for each prime implicant p;, the remainder of the process of forming

Example 9.4: Supposc we are given the set IF = {IFy,IF;,IF3} of inclusion formulas from

(9.19)

We first determine the utilities @; for prime implicants p; appearing in IF. The calculation of 1,



After the development of the utilities 4; for each prime implicant p;, the value v; is determined for
each inclusion formula IF;. We first form v; for IF,. The value v} associated with each term is
the sum of the utilities of the prime implicants denoted by literals in t;. The values v} associated

with terms in IF; are depicted as follows:

0.667 0.667+3
IF,= P{ + P;F; . (9.20)

The value v; is the minimum of the values associated with terms in IF;; hence, v; = 0.667.

Similarly, we demonstrate the values associated with terms in I F;:

1 142
I
IF; = P, +P,P}. (9.21)

In the case, the value v; = 1. We also can determine that v3 = 0.667. Then, since hz(n) =
[2;":, v,'] , we calculate hy(n) = [0.667 + 1 + 0.667] = [2.333] = 3. The function h3(n) accurately

estimates h*(n) since three prime implicants are required to form a cover, i.e, A*(n) = 3.

A characteristic of function hz(n) is that it sometimes overestimates h°(n). Example 9.5 is
a contrived example which illustrates this characteristic as observed when using hz(n) for more

complex sets of inclusion formulas.

Example 9.5: Suppose we are given a set IF = {IF,,IF; IF3,1F,} of inclusion formulas for

which we would like to evaluate h;(n):

IF, = P+ P;P;
IF;, = P,+P.P] (9.22)
IFs = P,+PlP,
IF, = P,+PlP)

We first form the utilities 4; for prime implicants p; appearing in IF. The calculation of i; is

demonstrated using Table 9.5.
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IF, IF; IF; IFy|c | A | 6 =c/fs
p21 1 05 05 1|1 2 0.5
pa| 05 1 0.5 0.5 1]25 0.4
ps |05 05 1 1| 2 0.5
P4 0.5 1 1115 0.667

Table 9.5. Utility Matrix for Example 9.5

After the development of the utilities 4; for each prime implicant p;, the value v; is determined
for each inclusion formula IF;. We first form vy for IFy. The values v} associated with terms in

IF; are depicted as follows:

0.5 0.4+0.5
Faton T ey
IF, = P{ + PP, . (9.23)

The value v, is the minimum of the values associated with terms in IF;; hence, v; = 0.5. The

values associated with terms in I F; are demonstrated:

0.4 0.56+0.667
—~— f"‘,“\l
IF;="P, + PiP| . (9.24)

In the case, the value v; = 0.4. The values associated with IF; and IF, are v; = 0.5 and
vy = 0.667, respectively. Then, hy(n) = [0.5+ 0.4 + 0.5+ 0.667] = [2.0667] = 3. The function
ha(n) overestimates h*(n) since the only prime implicants p; and p; are required to form a cover,

i.e, h*'(n) =2

In practical applications, heuristic function h3(n) rarely overestimates h*(n). Moreover, the
instances when h;(n) overestimates do not seem to affect the quality of the resulting solution when
A* search is used, i.e, the use of h;(n) almost always leads to the development of a minimal solution.
We believe the function h3(n) is an example for which the Graceful Decay of Admissibility Theorem

is applicable. Procedure 9.7 (Heuristic Function #2) implements the heuristic function h3(n).
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Procedure 9.7 (Heuristic Function #2): Giver a set IF of inclusion formulas and the asso-
ciation list LAB/COSTS, we derive the value hy(n) associated with the state IF in the following
manner:

Step 1. Determine the set P of distinct labels which appear in I'F.
Step 2. For each prime implicant p; in which P; appears in P:

1. Determine the value n{ for prime implicant p; with respect to inclusion formula I'F;:

i 1
nl = — —.
' mm{klt‘,’.SP{}( length(t]))

(9.25)

2. Determine the value fi; associated with prime implicant p;:

= Y nl (9.26)

{5|P! appears in IF,}

3. Get the cost ¢; associated with p; from LAB/COSTS.
4. Calculate the utility i; = ¢;/#;.

Step 3. For each inclusion formula I'F; € IF, determine v;:

1. For each term ¢, in IFj, derive v} by summing the utilities ii; of the prime implicants
pi denoted by literals P/ in t,, i.e.,

= ) b (9.27)
{ilta< P}

2. Form v; by selecting the lowest v} of the I values developed in step 1, i.e.,

v; = min(v},v3,...,}). (9.28)

Step 4. Form h;3(n) by adding the m values v; and rounding up:

hz(ﬂ): f:vj . (9.29)
i=1

Information developed in the course of forming the values of h;(n) and hz(n) is used to guide
the selection of a prime implicant p; or an inclusion formula I'F; during node expansion. We discuss

this issue in the next section.

Heuristics in Formation of the Search Tree. In search space Topology #1, when a node
is expanded its children are formed based on the selection of a prime implicant p; for containment

in F and the removal of p; from further consideration. Using Topology #2, an inclusion formula
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IF; is used to form a node’s children such that each child corresponds to the selection of prime

implicants denoted by a term in IF;. We discuss the selection of p; and IF; in this section. In
each case, the choice is based on information developed in the course of forming the value of h(n)

for a set I'F of inclusion formulas associated with a node n.

Choice of a PI for Topology #1. When forming the value of A(n) associated with
node n, a utility u; is calculated for each prime implicant p; denoted by literals P/ which may
appear in the set of inclusion formulas associated with n, i.e., the state associated with n. A
heuristic which seems to work well is to select a prime implicant p; to use in the expansion of n
which has the lowest utility u;. Since the utilities for each p; are determined when n is generated,
the p; with the lowest utility may be stored in n for use when n is expanded. At this point, we do
not have a method for selecting a single p; when several have a minimal utility, i.e., we do not have

a tiebreaker.

We have observed that the order of selection of prime implicants p; in the course of node
exjpansion can significantly affect the efficiency, i.e., the number of nodes expanded, of the search.
For some examples, using an arbitrary p; works better than our heuristic selection, although our
heuristic selection of p; works better than an arbitrary selection of p; over a range of functions.

More study is required for developing better heuristics to guide the selection of p;.

Choice of an Inclusion Formula for Topology #2. When forming the value of
h(n) associated with node n, a value v; is calculated for each inclusion formula IF; in the set IF
of inclusion formulas associated with n. A heuristic for selecting a formula IF; for use during the
expansion of n is to select the formula in IF which bas the lowest value v;. Similar to the prime
implicant p; for Topology #1, we determine the values v; for each IF; when n is generated. We

store in n an indication of the inclusion formula I F; to be used when n is expanded.
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Search Strategies

The use of search strategies to control the search process is our fourth-—and final—issue which
must be addressed in formulating a search process for a given problem. The primary difference
among search strategies lies the manner in which nodes are selected for expansion at a given point
in the search process. The order of node expansion is dependent on the value of f(n) associated
with a node n as well as how this value is used to place n on the OPEN list. These factors differ
from one search strategy to another, e.g., f(n) may be comprised of g(n) and h(n) in one search
strategy and only of h(n) in another. Additionally, a search strategy may implement a heuristic
which selects only certain nodes for inclusion in the OPEN list, while the rest are discarded, e.g.,

the strategy employed beam search.

In this section we discuss several search strategies which we apply to the problem of developing
a minimal vecior F of formulas corresponding to a minimal digital design. We present different
search strategies depending on whether the goal in developing F is minimisation, near minimization,
or approximate minimization. For minimization, the search process may required more effort than
for approximate minimisation. In the discussion of each strategy, we will address the significant

aspects relevant to that strategy.

General procedures implementing each search strategy discussed in this section were described
in Chapter 8 and listed in Appendix D. A general search methodology which puts together all of

the components of the search process is presented in a later section.

Total Minimisation- A*. For instances in which we would like to guarantee that a minimal
vector F of formulas which corresponds to a design is developed, we may apply the A* algorithm
using heuristic function h,(n). The A* algorithm is guaranteed to be admissible, i.e., yield a
minimal solution, if the heuristic function used by the algorithm is admissible. However, in practice

the function hy(n) has proven to be just as useful as h,(n).
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A liability of the A* algorithm is that if there exist many solutions which are minimal or near-
minimal, an inordinate amount of effort may be expended prior to developing a minimal solution.
Such circumstances often occur for highly-complex circuit specifications. To minimize the work
performed by the A* algorithm, we first develop a representation PS of an initial solution; PS is
a set of labels which denote prime implicants which may be used to form the vector F of formulas.
The cost U B of the prime implicants denoted by P5 serves as an upper bound on the value of f(n).
Hence, if the value of f(n) for a node n is greater than or equal to B, then node n is discarded
from consideration since it leads to solutions oaly as good as—or worse than—the initial solution
PS. If no solution is found which is better than D3, then PS serves as the solution returned by

the search process.

In some circumstances, the initial solution PS and the value of the heuristic function hy(n)
for the root node will indicate that the A* algorithm does not have to be applied at all. The initial
solution forms n upper bound on the cost of the solution. Since hy(n) is admissible, the value
of hy(n) for the root node is an optimistic estimate of the cost of the solution, i.e., it is a lower
bound. If the upper and lower bounds are equal, then PS is a minimal solution and A* search is

not required.

We present two alternative strategies for developing an initial solution. The first strategy is a
beam search, which we also use as a primary search strategy. However, when developing an initial
solution, we will tend to use a smaller width w than would be used in a primarv search process.
The second strategy is a heuristic approach which uses information produced in developing the
value of Ay(n) for 8 node n. We perform an iterative process in which an estimated least-cost set

of prime implicants is always chosen in each iteration for containment in the initial solution.

In the process of evaluating hy(n) for a set IF of inclusion formulas, a value v; is developed

for each inclusion formula IF; € IF. Once each v; is developed, w= then take the following actions:
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. Select the inclusion formula I F; which has the lowest value v;.

. Select the term ¢, in IF; which has the lowest value v} of all of the terms in I'F;.

. Place prime implicants denoted by literals contained in ¢; in the initial solution PS.

o WON e

. Using Procedure 9.1 (Generation of a Node), form a child node n’ for current node n based
on the choice of prime implicants denoted by the k-th term of IF;.

o If the state of the child node is the empty set, i.e., IF = @, then PS is an initial solution.
Return the initial solution.

e Otherwise, an initial solution has not been found. Form values v; for the set of inclusion
formulas in n’, and return to Step 1.

During each iteration, we thus select prime implicants associated with the lowest evaluated term in
the lowest evaluated inclusion formula. This is analogous to a hill-climbing strategy, since we are
using heuristic information to make decisions on prime implicants to include in the initial solution.

Procedure 9.8 (Determination of Lower Bound and Initial Solution) implements this strategy.

Procedure 9.8 (Determination of Lower Bound and Initial Solution): Given a set IF of
inclusion formulas and the association list LAB/COSTS, we form a lower bound LB and an initial

solution PS in the following manner:
Step 1. Determine the set P of distinct labels which appear in IF.
Step 2. For each prime implicant p; in which P; appears in P:

1. Determine the number n; of inclusion formulas in which the literal P/ appears.
2. Get the cost ¢; associated with p; from LAB/COSTS.
3. Calculate the utility u; = ¢;/n.

Step 3. For each inclusion formula I'F; € IF, determine v;:

1. For each term t; in IFj, derive .} by summing the utilities u; of the prime implicants
pi denoted by literals P/ in ¢, i.e.,

= ) uw (9.30)
{ilta<P!}

2. Form v; by selecting the lowest v} of the | values developed in substep 1, i.e.,

v; = min(v},v},...,v}). (9.31)
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Step 4.

o If this is the initial iteration of the procedure, i.c., the first time this step is executed,
then form LB by adding the m values v; and rounding up:

m
LB= Y v|. (9.32)
i=1

e Otherwise, do nothing.
Step 5.

1. Select the inclusion formula I'F; which has the lowest value v;.
2. Select the term ¢, in IF; which has the lowest value v of all of the terms in IF;.

3. Literals contained in t; denote prime implicants which we will place in the initial solution.

Step 6. Using Procedure 9.1 (Generation of a Node), form a child node n’ for current node n
based on the choice of prime implicants denoted by the k-th term of I'F;.

Step 7.

e If the set IF of inclusiog\formula.s for the new node n’ is the empty set, i.e., IF = @,
then an initial solution PS has been formed. Return the initial solution PS and LB.

e Otherwise, return to Step 1.

The A* algorithm is suitable in many cases. However, we are sometimes willing to sacrifice
the minimality of the solution in return for quickly developing a near-minimzl solution. In such

circumstances, we may apply a dynamic-weighting strategy to the problem.

Near Minimization - Dynamic Weighting. For circumstances in which we must develop
a solution F quickly at the price of minimality, but would like to guarantee that F is within a
fixed-bound of the minimal solution, the dynamic-weighting search strategy is applied to construct
a solution. The evaluation function f(n) used by the dynamic-weighting search strategy is defined

by the equation

f(n) = g(n) + h(n) + €. {1 — d(n)/N]-F{n), (9.33)

for which € is a pre-defined constant, d(n) is the depth in the search tree of a node, -nd N is the

anticipated depth of the search. If the admissible heuristic function h;(n) is used for h(n) by the
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dynamic weighting algorithm, then the resulting solution is guaranteed to be within a factor of

(1 + €) of the minimal solution. The dynamic-weighting strategy is then said to be e-admissible.

The anticipated depth N of the goal node used to regulate the overestimate of the heuristic
portion of f(n) differs depending on the topology used in the search process. For Topology #1, the
maximum depth of the tree is the number k of prime implicants. However, a solution is generally
found much higher in the search tree, since only a fraction of the prime implicants are selected for
inclusion in the solution. Hence, we define N to be equal to half the number of prime implicants,
i.e., N = k/2. In instances in which Topology #2 is used, the maximum depth of the search tree
is the number m of inclusion formulas. In this case, the number of inclusion formulas is a good
approximation of the actual depth of the search tree; hence, we define N to be equal to the number

m of inclusion formulas.

We do not form an upper bound when using the dynamic-weighting strategy, because the

resulting value of f(n) is an intentional overestimate of the true value for a node.

Approximate Minimization. In the dynamic-weighting strategy, a near-minimal solution,
i.e., one guaranteed to be within a fixed bound of the minimal solution, is developed if an admissible
heuristic function is used. In some cases, we may want to relax the requirement that the resulting

solution is within a fixed bound of the minimal solution if:

1. we believe the resulting solution to be very close to the minimal solution, and

2. effort expended during the search process is sufficiently reduced.

If we believe that the resulting solution is close to the minimal solution, but we cannot uarantee
the proximity to the minimal solution, then we are performing approximate minimization. In

this section, we present two techniques which may be applied to develop an approximate-minimal

solution for our problem.
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Beam Search. Beam search is an irrevocable strategy used to quickly generate a
good solution. For our problem, the evaluation function f(n) used to evaluate each node is f(n) =
g(n) + ha(n). We use the heuristic function hz(n) because we would like to get the best estimate
possible of the value of a set of nodes at each level in the search tree. Also, the resulting solution
is not guaranteed to be minimal in any case, so there is no imperative for using an admissible

function. In either topology presented, a width w of 3 or 4 seems to be suitable for our purposes.

We would like to discriminate among nodes at each level of the search, especially at high
levels in the search tree. Some nodes which appear good in the early levels may 1.1 fact lead to non-
minimal solutions. When beam scarch is used as our primary search strategy, we use Procedure 9.8
to develop an initial solution. The cost UB of the initial solution is used as an upper bound; a
node n is discarded if f(n) > UB. Only nodes for which f(n) < UB are kept at each level of the
search tree, even if the number kept is less than the width w. If all generated nodes are discarded,
then we quit the search and announce that the upper-bound solution PS is the result of the search
process. If there exists a tie, so that we will have to both keep and discard nodes with the same
value of f(n), then we keep the nodes with the highesi value of g(n), i.e., the nodes likely to be

closer to a solution.

A liability of beam search is that since we expand w nodes at each level of the search tree,
we may sometimes expand more nodes in the course of a search than when using A* or dynamic-
weighting strategies. On the other hand, since all but w nodes are discarded at each level of the
search process, less memory is required in beam search than in the other strategies. In the other
strategies, a large number of nodes may have to be stored on the OPEN list for possible future

expansion.

Static Weighting. An alternative to beam search for approximate minimization is the
static-weighting strategy. Using static weighting, the evaluation function for each node is defined

as f(n) = g(n) + W . hy(n), for which W is a pre-defined weight. Hence, more or less weight may
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be given to the heuristic function h3(n) relative to g(n). Generally, when we use static weighting
we desire to weight h3(n) more than g(n). For our purposes, we use W = 2 to put twice as much
weight on hj(n) relative to g(n). As in beam search, since the result produced by the search is
only approximate-minimal, the function hz(n) is used rather than h;(n). Additionally, because the
resulting value of f(n) is an intentional overestimate of the true value for a node, an upper bound

is not developed prior to applying the static weighting search strategy.

Comparison of Applied Strategies. We have applied the foregoing search strategies to
several sets of single-output circuit design problems. Computational results of the search strategy
applications are given and discussed in Appendix C. Further work must be done to ascertain the
utility of each strategy for classes of design problems. Moreover, experimentation must be conducted
to determine “good” pre-defined constants to use with the dynamic-weighting, static-weighting, and

beam search strategies.

Implementation of the Search Process

Up to this point in the chapter, we have discussed the different components of the search
process. In this section, we present a general search algorithm which ties together the aspects of
search presented in foregoing sections. We also present procedures in which the result of the search

process is used to construct the vector F of formulas which correspond to a design.

General Search Algorithm. Procedures which implement the search strategies used in
this work are described in Chapter 8 and listed in Appendix D. In each of these procedures, the
manner in which a node is expanded and evaluated using f(n), g(n), and h(n) was not addressed,
i.e., the procedures were presented in a general form. In this section we present a general search
algorithm which integrates these components into a framework used by most search routines. In
a given step, if the actions to be taken differ among search strategies, the different actions are

outlined. Algorithm 9.1 implements our general search algorithm. We assume that pre-defined
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constants required in a particular search strategy are set a priori. Additionally, we presume that

the choices for search topology, the heuristic function, and the search strategy are pre-determined.

Algorithm 9.1 (General Search Algorithm): Given a set IF of inclusion formulas and a
list LAB/COSTS which associates labels denoting prime implicants and their associated costs, a
search process is formed to select a set PS of labels denoting prime implicants which form a vector
F of formulas in the following manner:

Step 0. Initialise an accumulator PS = 9.

Step 1. Using Procedure 9.5 (Intrinsic Partition), form a partition of IF. A search is performed
independently for each block IFyiocx of IF.

Step 2.
o If a search has been performed for each block IFyiocx of IF, then PS is the combined
result of the search processes. Return PS.

e Otherwise, continue to Step 3 to perform a search for another block.
Step 3.
e For the A* search or beam search strategies, use Procedure 9.8 (Determination of Lower

Bound and Initial Solution) to form an initial solution PS and a lower bound LB.

1. Determixg\the cost UB of prime implicants denoted by the labels in the initial
solution PS.

2. If LB = UB, then the initial solution PS is a minimal solution. Add the elements
of PS to PS and return to Step 2.

e For dynamic-weighting and static-weighting strategies, do nothing.
Step 4. Form a root node n using the initial set IFyiocx of inclusion formulas, and initialise the
OPEN list by placing n onto the list.
Step 5 (All Except Beam Search).

o If the OPEN list is empty, then the initial solution PS found in the he upper bound calcu-
lation in Step 3 is used to form a solution. Add the elements of PS to PS and return
to Step 2.

e Otherwise, select the first node n on the OPEN list and determine if n is the goal node.

— If n is not the goal node, then continue to Step 6.

— Otherwise, n u the goal node. Use the path in n to form a solution PS. Add the
elements of PS to PS and return to Step 2.

Step 5 (Beam Search Only).
o If the OPEN list is empty, then the initial solution PS found in the he upper bound calcu-

lation in Step 3 is used to form a solution. Add the elements of PS to PS and return
to Step 2.
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e Otherwise, determine if one of the nodes on the OPEN list is a goal node.

— If no node on the OPEN list is a goal node, then continue to Step 6.

~ Otherwise, one or more nodes on the goal list is a goal node. Choosing the node n
for which the cost is cheapest, use the path in n to form a solution PS. Add the
elements of PS to PS and return to Step 2.

Step 6 (All Except Beam Search). Expand node n from Step 5 based on the chosen search tree
topology using either Procedure 9.3 (Expansion of a Node - Topology #1) or Procedure 9.4
(Expansion of a Node - Topology #2). The following aspects of the node expansion process
differ depending on the search strategy and topology:

o Using Procedure 9.3, both Procedures 9.1 and 9.2 are used to create a child for node n.
Using Procedure 9.4, Procedure 9.1 is used to create two or more children for n.

e The heuristic functions h;(n) and hz(n)—implemented by Procedure 9.6 and Proce-
dure 9.7, respectively—which are used depend on the search strategy as well as the
minimization goal.

e The evaluation function f(n) used to evaluate each node generated is also dependent on
the search strategy.

Step 6 (Beam Search Only). Expand all nodes on the OPEN list based on the chosen search
tree topology using either Procedure 9.3 (Expansion of a Node - Topology #1) or Proce-
dure 9.4 (Expansion of a Node - Topology #2).
1. Evaluate each node generated using the evaluation function f(n) = g(n) + h3(n).

2. After all nodes are generated and evaluated, discard all but the w best nodes. (If there
exists a tie such that we may have to both keep and discard nodes with the same value
f(n), then keep the nodes with the higher value for g(n).)

Step 7. In this step, the children generated in Step 6 are inserted into the OPEN list such that
nodes in the resulting list appear in ascending order of f(n). For nodes with equal values of
f(n), nodes with higher values of g(n) are placed before nodes with lower values of g(n). For
each node n, perform one of the following actions:

o If n contains the same state as a node n’ appearing in the OPEN list and f(n) < f(n'),
then remove n’ from the OPEN list and place n in the list in the appropriate position.

e If n contains the same state as a node n' appearing in the OPEN list and f(n) > f(n'),
then discard n.

e Otherwise, place n in the list in the appropriate position.

Return to Step 5.

Algorithm 9.1 (General Search Algorithm) returns a set PS of labels which denote prime
implicants which appear in a vector F of formulas. in the next section we describe the process

whereby we use PS to construct F and thus form a design.




Construction of F. The process of forming a design differs between forming a formula
F corresponding to a design for a single-output circuit and constructing a vector F of formulas
corresponding to a multiple-output circuit. The available information for constructing the formulas
is slightly different in the single-output case than for multiple-output designs. We dccribe each

case in turn.

Formation of a Single Formula F. The partial sum PS,,,.x developed in the
course of a search process is combined with the partial results from Algorithms 6.1, 6.2, or 6.3 to
develop a formula F which represents a function f(X) belonging to an interval [g(X), A(X)]). The

following information is available for use in constructing F after the search process:

1. a partial sum PS,.q,cx developed in the search process;

2. a partial sum PS,,,,, identified during the application of reduction rules consisting of labels
which denote useful, conditionally-eliminable prime implicants to be contained in F;

3. the set Hy,.yu: of all useful, conditionally-eliminable prime implicants;
4. the set H,,, of all essential prime implicants; and

5. the set LABS of labels corresponding to elements of Hy,,ui.

The partial sum PS,(,, i8 combined with the partial sum PS,¢qrcn returned by Algorithm 9.1 to
form a set PS. After PS, i, and PS,.arcn are combined, the sets LABS and Hy,.syi are used
to replace the labels in PS to form a set Hy, of prime implicants. H,, is combined with H,,, to

construct the formula F which corresponds to a design. Procedure 9.9 implements this process.

Procedure 9.9 (Formation of F): Given the sets PS,,s,cp and PS,.i, of labels, the sets
Husepui and H,,, of prime implicants, and the set LABS of labels, the formula F is formed in the
following manner:

Step 1. Combine the sets PS,,qs-cn 8nd PS,y,, of labels to form a set PS.

Step 2. Replace labels in PS with their associated prime implicants in Hy,.su: to form a set Hy,.
(Labels in the set LABS of labels correspond one-to-one with elements of Hy, sy1. For each
label in PS, find the identical label in LABS and then place corresponding element of Hy,erui
in H,,.)

Step 3. Combine the sets H,, and H,,, to form F. Return F.
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Formation of a Vector F. Formation of a vector F of formulas is different for
multiple-output than for single-output designs due to the fact that we are creating a set of formulas
rather than a single formula. Additionally, the available information for constructing [ is different
for the multiple-output case. The partial sum PS4, 5 developed in the search process is com-
bined with the results from Algorithms 7.1 or 7.2 to develop a vector F of formulas which represent

functions f(X) belonging to the intervals [g(X), A(X)]. The following information is available for

use in constructing F after the search process:

1. a partial sum PS,,qrcn developed in the search process;
2. the set M.,, which represents all conditionally-eliminabie multiple-output prime implicants;

3. the set M,;, which represents all MOPIs which are either essential or were identified for
containment in F during rule reduction; and

4. the set LABS of labels in one-to-one correspondence with elements of M,..

For each label in PS,,arch, we find the same label appearing in LABS, which then allows us
to determine the associated term (X, Z) in M.,. The X-part of the corresponding term in M.,
is the MOPI denoted by the label in PS,,arca. After finding ¢(X, Z) in My, the Z-part is filled
with the literal z; for each j in which neither z; nor z; appears. After this process is performed
for all labels in PS, 4-ch, we then form each formula Fj of F. For each term t(X, Z) in My, if
the literal z; appears in t(X, Z), then the associated X-part u(X) is contained in F;. After each
term in M, has been examined and a formula F; is constructed, ABS(F;) is formed. After each

formula ABS(F;) is derived, the development of F is complete.

Procedure 9.10 (Formation of F): Given the set PS, ., cs of labels, the sets M., and M,y
which represent MOPIs, and the set LABS of labels, the vector F of formulas is formed in the
following manner:

Step 1. For each label in PS, qrca:

1. Find the same label appearing in LABS.

2. Elements of LABS are in one-to-one correspondence with terms in M,,. For the label
of substep 1, determine the corresponding term t(X, Z) in M.
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3. Locate the term ¢(X, Z) in May.

4. Fill the Z-part of t(X, Z) in Mau with the literal z; for each j in which neither z; nor
z; appears.

Step 2. For j = 1,2,...,m, form F;:

1. Examine each term ¢(X, Z) in My to determine if the literal z; appears in the term.
o If z; appears in ¢(X, Z), then place the X-part u(X) in F;.
e Otherwise, do not place u(X) in Fj.

2. After each term in M, has been examined, form ABS(F;).

Step 3. After each formula ABS(F;) has been formed, the development of F is complete. Return
F.

A Decomposition Strategy

In this section we outline a problem-reduction strategy for the search process. In our discus-
sion of intrinsic partitions, we noted that a set IF of inclusion formulas may be partitioned prior
to the search process. A state-space search is then performed for each of the component blocks of
the partition of IF. However, during the course of the search process, we may be able to partition
as well the set IF of inclusion formulas associated with a given node. Hence, during the middle of
the search process, we may again decompose the problem into a set of searches rather than perform
a large search process. We call partitions which may be formed due to choices made during the
course of a search process, i.e., the selection or deletion of prime implicants, snduced partitions.
Moreover, we show that an intelligent selection or deletion of certain prime implicants may facili-
tate the formation of an induced partition. We discuss how to use a set of inclusion formulas and
either cut-set or graph-partitioning techriques to determine prime implicants which are useful in

facilitating the formation of an induced partition.
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Suppose we are performing a search for the set of inclusion formulas given by Block V of the

intrinsic partition in Example 9.1, i.e.,

IF, = P+ Pyj3Py+ P3P
IF; = Pjj4+ PioPr13+ PyoePiio (.34)
IF3 = Pjog+ Pjo;PrgPgo + PioyPi1oPrg

IFy = P+ P)P\+ Pl,P}

Upon examination of these inclusion formulas we determine that the prime implicant in commeon
between IF; and I'F; is the Pl denoted by P;;3. Similarly, the prime implicant in common between
IF; and IF; is denoted by Py1o. Of the remaining combinations of inclusion formulas, only IF,
and IF, share prime implicants; they have the prime implicants denoted by Pi, Ps, and P37
in common. Using the information regarding common prime implicants, we may represent the
inclusion formulas and the prime implicants common among the formulas by a graph in which each
vertex denotes an inclusion formula and edges in the graph depict prime implicants common among
the set of inclusion formulas. A graph which denotes the shared prime implicants for the set of
inclusion formulas in (9.34) is given by Figure 9.4. Suppose that the prime implicant denoted by
Py13 is used to generate children for the root node n for which the associated state iz the set of
inclusion formulas in (9.34). Due to the selection of P,;3, an induced partition may then be formed

for the inclusion formulas associated with each of n's children; this is demonstrated in Example 9.6.

Example 9.6: Suppose we are given the set IF = {IF,,1F; IF3,IF} of inclusion formulas

defined by

IF] = P{37+P{13P3,+P{13P51
IF; = Py + PiogPi1a+ PyoePiio (9.35)
IFy = Piog+ Pio3PrgPgo + Pig3Py10Prg
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Figure 9.4. Graph Representation of Inclusion Formulas and Common Pls

The inclusion formulas in IF represent the coverage of the Pls denoted by Pj37, P114, Pios, and
P, respectively, by conditionally-eliminable prime implicants. Using Topology #1, if the prime
implicant associated with Pj;3 is used to generate children for the node with the associated state
IF, two children are generated—one based on the selection of the PI denoted by P;;3 and one
based on the removal of the PI from consideration. We describe in turn the formation of each of

the children.

We first discuss the formation of the child based on the selection of the prime implicant
denoted by Pij13. The first step taken is to modify the inclusion formulas of (9.35) based on the
selection of this prime implicant to form a new set of formulas. This is performed by removing the
literal Py{,; from terms in the formulas in /F. Removing the literal P{;; from terms in (9.35) and

deleting absorbed terms, the set
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IFy, = Pj;;+P3+Pg

IF; = Pjy,+ Plog (-36)
IF3 = Pjog+ Pjo3PrgPyo + PioaPi10Pre
IF, = P}+ P,Pi+ P{;,P}

of inclusion formulas is developed. Examination of the formulas in (9.36) reveals that only inclusion
formulas I F, and IF4 have common prime implicants. Hence, the selection of the prime implicant
denoted by Pj,3 results in the formation of the induced partition {{IFy, IF}, {IF;},{IF3}} of the

inclusion formulas.

In this instance, however, Reduction Rule Set #2 may be applied to further reduce the set
of inclusion formulas. Since IF, denotes the coverage of the prime implicant denoted with P37,
the PI denoted by P3 dominates the prime implicant denoted by P;37. Because I F, represents the
coverage of the Pl denoted by P;, formula I F; may be deleted and terms which contain literal P{,,
may be removed from remaining inclusion formulas. Additionally,since I F; represents the coverage
of the prime implicant denoted by P;14, the prime implicant denoted by Pjos dominates the prime
implicant denoted by P;;4. Then, because the PI denoted by Pj;os does not have an associated
inclusion formula, the term Py, is simply deleted from I F;. The prime implicant denoted by Pioe
then becomes secondary essential; thus, it must be selected and I'F; is deleted from the remaining
set of inclusion formulas. It follows that after rule reduction we derive the set {P;;3, Pios} which
denotes Pls which must appear in the resulting minimal vector F of formulas as well as the revised

set

IF3; = Pyog+ Pio;PrgPao + Plo3Pi10Pro (9.37)
IFy = P,+P.P,

of inclusion formulas. It is then obvious that the prime implicants denoted by Pjg9 and P3 must

be selected for containment in F.
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If we remove the prime implicant denoted by P;;3 from consideration, then the inclusion
formulas of (9.35) are modified based on the deletion of this prime implicant to form a new set of
formulas. In this instance, all terms containing the literal P{,; are removed from formulas in IF.

Removing such terms results in the inclusion formulas

IF, = Pj,

IF; = P4+ PiePiro (9.38)
IF3s = Pyog+ Plo;PrgPyq + Pig3Py1oPry

IF, = P+ PiP,+ P3P

Of the formulas in (9.38), the prime implicant denoted by P;37 is common between IF; and IF,.
Additionally, the prime implicant denoted by P,;q is between IF; and IFs;. Hence, the dele-
tion of the prime implicant denoted by P;3 results in the formation of the induced partition
{{IF\,IF.},{IF;, IF3}} of the . iclusion formulas. However, applying Reduction Rule Set #2 re-
sults in the selection of the prime implicants denoted by Py3y and P; in F and the deletion of

formulas IF; and IF; from the revised set of inclusion formulas. We thus derive the set

I1F;
IF;

Pj 14+ PloePy50 (9.39)
Piog + Pig3 PrgPyq + Pio3 Pl1oPro

It

of inclusion formulas. It is then apparent that the prime implicants denoted by Pjo¢ and Pj;4 must

be selected for containment in F.

The use of the prime implicant denoted by P;;3 to form children for the node associated
with the set (9.34) of inclusion formulas thus facilitates the formation of an induced partition for
the inclusion formulas associated with each of the children. This is clear upon examination of
Figure 9.4 since the edge between the vertices of the graph denoting I F; and IF; is associated with
Pyy3. The use of Py,3 also leads to further reduction of the resulting set of inclusion formulas and

identification of prime implicants which constitute formulas in F. Additionally, the selection of the
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prime implicant denoted by Pj,3 leads to the formation of an induced partition of three blocks,

rather than simply a two-block partition.

Example 9.6 illustrates the selection of a prime implicant which results in the formation
of an induced partitior. Inclusion formulas which form each block oi the induced partition may
then be handlea independently. The use of induced partitions thus facilitates a decomposition
of the problem. Apjlying this technique on a global scale throughout the search process, the
search process employs a problem-reduction approach rather than a state-space representation. An
AND/OR graph is then used to represent the search process rather than an OR g-aph. Figure 9.5
depicts a search process which uses both intrinsic as well as induced partitions. For a no¢. -~ which
is the parent t iet of AND nodes, the results of a search for each of its children are combined to

develop n's correspording solution.

To develop a search process based on the use of induced partitions, we must deal with two

issues:

1. the formation of a search strategy for solving a problem represented with an AND/OR trse,
and

2. the development of a technique for identifying prime implicants (Topology #1) or inclusion
formulas (Topology #2) to use in the expansion f a node which facilitates the formation of
an induced partition.

Unfortunately, the author has not had the opportunity to explore these issues in depth. However,

we will offer several ideas which should provide the basis for further research.

A number of search strategies for developing least-cost solutions for problems represented
using an AND/OR graph, e.g., AO*, are found in The Handbook of Ariificial Intelligence, Volume I
(Barr 81) and Artificial Intelligence (Rich 83). The strategies given in these texts must be adapted
for use in an AND/OR tree rather than the general case of an AND/OR grapk. We believe that

this will actually simplify the resulting search strategy. For example, the AO* strategy does not use
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or calculate the value of g(n) for a given node n since there may be many paths to n (Rich 91:86);
however, for our problem the value of g(rn) may be useful since there will only be one path to n.
Nodes which are considered “unsolvable” are handled by the AO* algorithm; however, all nodes in
our representation are solvable, i.e., they are on the path to a solution. Other aspects of the search

process will have to be examined to develop a search strategy suitable for our problem.

We give more insight on the development of a technique for identifying prime implicants
(Topology #1) or inclusion formulas (Topology #2) to use in the expansion of a node to facilitate
the formation of an induced partition. Using the graph-based representation of a set of inclusion
formulas and common prime implicants, we can apply graph algorithms to select prime implicants
or inclusion formulas for use during node expansion. To proceed with this discussion, however, we
must define 8 number of terms used in graph theory. We use the terminology in the Introduction

to Graph Theory (Wilso 79).

As we earlier alluded, the points in a graph G are called vertices and the lines which connect
the points—if undirected—are called edges. A subgraph G' of G contains a subset of the vertices
and edges in G. A graph is called complete if there exists an edge between every two distinct
vertices. A path is a sequence of distinct edges in G in which each vertex on the path is distinct
(except possibly the first and last vertices) that may be followed to get from one vertex to another.
A path is closed if the first and last vertices are identical; a closed path containing at least one
edge is called a circuit. G is said to be connecied if there exists a path between any two vertices
in G. Otherwise, G is said to be disconnected. Each connected subgraph G’ of G is called a
component of G. A connected graph has only one component; a disconnected graph has more
than one component. A disconnecting set of a connected graph G is a set of edges whose removal
disconnects G. A cutset is a disconnecting set in which no proper subset is a disconnecting set. A
cutset which contains a single edge is called a bridge or isthmus. The edge-connectivity of a graph

is the sise of the smallest cutset; a graph G is said to be k-edge-connected if the edge-connectivity
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of G is greater than or equal to k. A separating set of a connected graph G is a set of vertices whose
deletion disconnects G. A cut-vertez or articulaiion point is a separating set which contains only
one vertex. The vertez-connectivity of a graph G is the size of the amallest separating set; G is said
to be k-connected if the vertex-connectivity is greater than or equal to k. Using this terminology,
we outline several approaches for determining prime implicants and inclusion formulas to select for

node expansion which facilitate the formation of an induced partition.

In the first step of any procedure for making a selection, we form a graph G in which vertices
depict inclusion formulas associated with a node n in the search tree and edges which link vertices
represent common prime implicants between associated inclusion formulas. Moreover, if a prime
implicant is common among three or more inclusion formulas, then a complete subgraph G’ is
formed which contains the vertices depicting the inclusion formulas and edges between the veriices
representing the prime implicant common among them. Additionally, if more than one prime
implicant is common between two inclusion formulas, then more than one edge will appear between
the respective vertices. It is important that multiple edges appear between two vertices v; and v;
in such an instance, because we may have to deal with more than one prime implicant to break a

direct link between v; and v;.

A simple approach for decomposing the search problem is to use bridges (Topology #1) and
cut-vertices (Topology #2). At a given point in the search process, we can use an algorithm which
determines all of the bridges and cut-vertices in G. Using Topology #1, we select a bridge in which
the edge denotes the prime implicant to use in the formation of children for a given node. In each
of the children, the associated set of inclusion formulas can be represented by a disconnected graph
of two or more components, since the edge associated with the selected prime implicant is removed
from G. A search process is then performed independently for each of the components. If more
than one bridge exists in G, then the “best” bridge to use in the selection of a prime implicant is

the one for which the removal of the corresponding edge breaks up G into components in which the
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disparity in contained vertices is minimized. For example, if two bridges exist in a graph consisting
of eight vertices, and the removal of the edge associated with the first bridge breaks up the graph
into components of two and six vertices, and the removal of the edge associated with the second
bridge breaks up the graph into components of three and five vertices, then the prime implicant
denoted by the edge in the second bridge would be used to force an induced partition. Similarly,
using Topology #2, a cut- vertex denotes an inclusion formula to use in the formation of a node’s
children such that an induced partition of the inclusion formulas associated with each of the children

may be formed.

An algorithm and FORTRAN implementation which determines all bridges and cut-vertices of
agraph is found in Algorithms on Graphs (Lau 89). The original work on which this implementation
is based is (Paton 69) and (Paton 71). Additionally, the complexity of this algorithm is O(n?). In
many instances, it will likely be beneficial to apply an algorithm such as this one to determine the set
of bridges and/or cut-vertices. This may be followed by a procedure which selects the one—bridge
or cut-vertex (depending on the topology)—which causes the best decomposition of the graph and
hence the problem. However, in some instances the use of bridges may only be marginally useful.
Figure 9.6 illustrates the fifteenth block of a intrinsic partition formed for interval 1C14 in the
course of applying Algorithm 6.2. Using a cut-vertex approach, the vertex which denotes IFy3
would be a good choice for developing children for the root node, because it would facilitate a
partition of the graph into components of nearly equal number of vertices. Using bridges to select a
prime implicant to form children for the root node may only be marginally useful since bridges are
located only near the extremities of the graph. However, an approach which may be attempted is
to use these bridges to “whittle away” the graph until no more bridges exist; a small decomposition

of the problem may be better than none at all.

If no bridges exist in a graph representing a set of inclusion formulas associated with a node

in the search tree, a heuristic which may work is to first select a prime implicant p; which is most
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common among inclusion formulas. After such a p; is used to form children for a node, the inclusion
formulas associated with each of the child nodes may be represented by a graph which contains
bridges. The reason why this occurs is that p; causes circuits in the graph; the subgraph formed
considering only the vertices associated with inclusion formulas in which P; appears is complete.
Removal of the edges associated with p; decreases the number of possible circuits in the graph,
hence causing the occurrence of bridges. In Figure 9.6, the prime implicant pjo7 is associated
with edges connecting four vertices of the graph. If we were to remove these edges, then the edge
depicting prime implicant p;34 is contained in a bridge in the resulting graph. Selection of p;34
to form the next set of children facilitates an induced partition in which the components of the

associated graphs contain seven and thirteen vertices.

An alternative to using an algorithm to detect bridges and cut-vertices is to use a general
graph-partitioning technique. Such methods either identify cutsets to disconnect a graph into two
components or identify sets of edges for partitioning the graph into an arbitrary number of vompo-
nents. Although an optimal partition a graph into k components, i.e., the identification of a minimal
number of edges, is an NP-complete problem (Garey 79), heuristic algorithms exist to solve the
graph-partitioning problem which are very efficient. Two such algorithms are the Kernighan-Lin
(Kerni 70) and the Fiduccia-Mattheyses (Fiduc 82) algorithms. Each of these algorithms uses an
iterative approach to determine a good graph partition. If the average number of edges incident
to a vertex is small, then the computational cost for each iteration of the Kernighan-Lin algorithm
for a graph of n vertices is O(nlog(n)). For the arbitrary case, the computational cost per iter-
ation is O(n?). The computational cost for each iteration of the Fiduccia-Mattheyses algorithm
is O(nlog(n)). The underlying idea in both algorithms is to divide a set of an even number of
vertices into two components with an equal number of vertices such that the cutset used to form
the partition is minimal with respect to the contained edges. Each method may be generalized to
form partitions of an unequal number of vertices; moreover, each may be used to develop a partition

of more than two components. For our purposes, the partition of a graph into two components of
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unequal number would suffice. In our problem, a cutset containing a smaller number of edges is

more likely if the components are allowed to be unequal.

No matter which methodology is followed, once we determine prime implicants which facilitate
an induced partition of the graph, the decomposition of the problem should make the total search
process far more efficient than if a decomposition strategy is not employed. For our problems, once
the number of inclusion formulas contained in a block of a partition is small, e.g., six to eight,
further decomposition may not be necessary. This may be highly dependent on the connectivity of

the graph. This issue requires further study.

There are several disadvantages to using induced partitions in the course of a search process.
Much work may be performed to identify prime implicants and form a decomposition when in
some cases & solution may be quickly developed without a problem-reduction step. Moreover, a
search process which employs this technique will more complicated than when not decomposing the
problem. However, for most problems the efficiency gain which results due to the decomposition of

the problem will likely be significant.

In the foregoing discussion, we have provided a number of suggestions on which to base further
research into this problem. More work must be done to determine the best approaches. We beiieve
a combination of the techniques described above may prove useful in improving the overall search

process.

Summary

In this chapter we presented a search process for identifying prime implicants to be used in
the construction of a vector F of formulas corresponding to a design. At the beginning of the search
process, we are given a set I'F of inclusion formulas produced by algorithms described in earlier

chapters. The search process uses IF to form a set PS of labels which denotes a least-cost set of
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prime implicants to be contained in F. Subsequently, the labels are replaced by their associated

prime implicants to form F.

We began the chapter by presenting a set of issues which must be considered in formulating
a search process. Throughout the chapter, we addressed each of these issues as we described the
different components of the search process. After introducing each component, a general search
algorithm was presented which integrates the components. Two decomposition strategies were

discussed for use in simplifying the search process.

Throughout the chapter, we described different methods for representing as well as manipu-
lating information. The availability of alternative approaches to solving the problem facilitates our
ability to make trade-offs during the design process. Two different trade-offs were discussed in the

chapter:

e computational effort versus memory usage, and

e speed of the search process versus minimality of the solution.

Choices regarding these issues are made in order to satisfy our design objectives as well as time
requirements. Ultimately, the circuit designer must make decisions regarding these issues. Compu-

tational resource limitations may also affect our design decisions as well.

A number of new ideas were introduced in this chapter:

e A general search algorithm which employs heuristic search was described which may be used
to develop a minimal vector F of formulas which corresponds to a design. Different search
topologies and node representations were presented for use in the search algorithm.

e We introduced a spectrum of search strategies which facilitate trade-offs between speed of
the search process and minimality of the solution. Thus, different search strategies facilitate
varying levels of effort. Search strategies were described for producing minimal, near-minimal,
and approximate-minimal solutions.

e Two heuristic functions h;(n) and hy(n) were presented. The first, hy(n), is an admissible
function which guarantees that a minimal solution will be found when A* search is used.
Function h3(n) produces better estimates than h;(n) most of the time, although it overesti-
mates in some cases.
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e Two different state-space classifications—circuit formation and circuit transformation—for

representing the digital design were introduced. All digital design approaches fall into one of
these two categories.

e Two different decomposition strategies were described. The first approach, the formation of
an intrinsic partition, is similar in concept to the partitioning of a prime implicant table. A
graph-based partitioning scheme is used to form an induced partition in the second method.
The use of either technique significantly reduces effort required during the search process.
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X. Alternative Minimization Techniques

In this chapter, we present techniques for producing desig;'s for circuit specifications which
are different from the type of designs which can be generated using conventional minimization
algorithms. In conventional approaches, a specification is stated and a design is generated such
that the circuit outputs are functions of the circuit inputs. We propose methods which facilitate

the use of signals other than the circuit inputs to produce circuit outputs.

In the late 19508 Ledley (Ledle 60) proposed a set of digital design problems for which he
developed solutions based on solving Boolean equations. Ledley devised ad hoc methods for solving
the proposed problems. However, his methods would not be useful for highly complex problems. In
the first part of this chapter, we present techniques for dealing with Ledley’s problems that result
in minimal designs. An application of one of Ledley’s problems is that signals from existing circuits
may be used in constructing new designs which are cheaper than what could be developed without

knowledge of the existing signals.

In the second part of this chapter, we present methods for developing approximate-minimal
recurrent circuits. The outputs of recurrent circuits are formed using other outputs as well as circuit
inputs. The cost of the resulting designs are generally lower than those of conventional designs.
We introduce algorithms which are analogous to those presented in Chapter 7, with modifications

to facilitate the handling of output nodes in a similar fashion as input nodes.

Ledley’s Problems

An Overview of Ledley’s Problems. Ledley proposed three design problems which he
called elementary problems of circuit design (Ledle 60). Each of the problems involves a circuit of
the form depicted in Figure 10.1. We denote input nodes by the vector X = (z,23,...,2,) and
output nodes by the vector Z = (21,23,...,2m). Additionally, intermediate nodes—those which

are internal to the circuit—are denoted by the vector Y = (y1,¥3,-..,%). In the first problem,
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called a Type 1 problem by Ledley, we know the components which compose the circuit and we are
required to analyse the circuit to determine the function that the circuit implements. In the last
two problems—called Type 2 and Type 3 problems—we are given the global circuit specification
as well as functions implemented by subcircuits; the problem is to design the remaining subcircuits
such that the global circuit specification is met. Using the notation given in Figure 10.1, we give a

formal description of each of Ledley’s problems.

Type 1 Problem: Given the vectors g(X) and h(X,Y’) of functions, develop a minimal vector F

of formulas to represent the vector f(X) of functions.

Type 2 Problem: Given the vector g(X) of functions and the set [f(X),f‘(X)] of intervals,

develop a minimal vector H of formulas to represent the vector A(X,Y) of functions.

Type 3 Problem: Given the vector A(X,Y) of functions and the set [f(X),f‘(X)] of intervals,

develop a minimal vector G of formulas to represent the vector g(X) of functions.

Our statement of a Type 1 problem differs from Ledley’s in that his concern was for the formation

of the functions f(X) rather than the formation of a minin:al vector F of formulas.

Ledley developed matrix-based methods for solving the proposed problems. However, his
methods did not guarantee a minimal solution—or even a good solution. In addition, his techniques
for solving the problems are not very useful for highly complex specifications. For example, in a

Type 2 problem in which we are given an equation z = f(X), in which f is defined by the equation

f(X) = z3z4 + 212425 + 222325 + TaZa, (10.1)
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and the system ¥ = g(X), in which g(X) is defined by the system

ai(X) = =zaz+zhzs
92(X) = z3z4 + zaz; (10.2)
93(X) = zaz4+ zzs,

the solution given by Ledley, using his methods, is

h(X,Y) = yiys + 2131¥; + Z22¥5. (10.3)

However, a least-cost solution with respect to any typical cost criterion, e.g., fewest terms or fewest

literals, is

h(X,Y) = z3z4 + Z1y3 + Zay3. (10.4)

Methods in this section return least-cost solutions for Ledley’s problems.

We present a methodology to handle each of Ledley’s problems. Our methodology consists

of three steps:

1. reduce the information that is given about the problem to a 1-normal form ¥(X,Y, 2) = 1;
2. using ¥(X,Y, Z), derive a 1-normal form required for the problem; and

3. use the algorithms developed in Chapters 6 and 7 to develop a minimal design which meets
the specification given by the 1-normal form developed in step 2.

For a Type 1 problem, Step 3 may be modified to return a general solution of the 1-normal form
developed in Step 2. Returning a general solution completes the task as originally defined by Ledley,
which is an analysis problem—a problem in which information is determined about the circuit. We

modify the problem to change it to a design problem. We apply the aforementioned methodology

in turn to each of Ledley’s problems.
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Type 1 Problems. In a Type 1 problem, the vectors g{X) and A(X,Y) of functions are
given, and we must determine the vector f(X) of functions. In tlis pioblem, we know the functions
of the subcircuits which compose the circuit and are required to analysze the circuit to determine the
vector f(X) of functions implemented by the global circuit. In addition to analyzing the circuit, we
can use the framework of the problem to develop a new circuit which meets the same specification
as does the implemented circuit. If the new design is significantly cheaper than the existing circuit,

then we may find it desirable to replace the existing circuit with the new design.

Given the vectors g(X) and h(X,Y) of functions, we use reduction to form an equivalent
1-normal form ¢¥(X,Y,Z) = 1. In the first step of the process, an equivalent l-normal form

§(X,Y) = 1 is derived for the system Y = g(X). The system

n = a(X)
vu = ga(X) (10.5)
w = g(X)
is equivalent to the equation
1
[Imoax) =1 (10.6)
k=1

We define the left-hand side of (10.6) to be the function £(X,Y). In the second step, we form an

eguivalent 1-normal form A(X,Y,Z) = 1 for Z = h(X,Y). Given the system

Z1 hl(X, Y)
2z = hy(X,Y) (10.7)

zm = hm(X,Y),
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we form the equation

ﬁ(z,- @ hi(X,Y))=1. (10.8)

=1
We define the function A(X, Y, Z) to be equal to left-hand side of (10.8). The equations §(X,Y) =1
and A(X,Y,Z) = 1 can be combined to formed the equation ¥(X,Y,Z) = 1. Subsequently, the

function ¥(X,Y, Z) is defined by the equation

'ﬁ(X:Y: Z) =£(X1Y)'A(X)Y)Z)' (10'9)

Formation of the equation ¥(X,Y, Z) = 1 is the first step in our methodology for handling Ledley’s

problems.

The second step in our methodology for Ledley’s problems in the development of 1-normal
form required for the type problem. In a Type 1 problem, we must derive the 1-normal form
#(X,Z) = 1 which specifies the complete circuit depicted in Figure 10.1. Elimination of the Y-
variables from ¥(X,Y, Z) = 1 yields an equation ¢(X, Z) = 1, in which ¢(X, Z) is defined by the

equation

#(X, Z) = EDIS(¥(X,Y, 2),Y). (10.10)

The specification ¢(X, Z) = 1 is guaranteed to be tabular since it is developed from an implemented

circuit.

The development of a minimal vector F of formulas is the third step of our methodology for
Ledley’s problems. In a Type 1 problem, we develop a design to determine if it is cheaper than the
existing circuit. Using the 1-normal form ¢(X, Z) = 1, either Algorithm 7.1 or Algorithm 7.2 may

be used to develop a new design. (For a 1-normal form ¢(X, z2) = 1, Algorithms 6.1, 6.2, or 6.3 are
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used to develop a design.) If the new design is significantly cheaper in comparison to the existing
circuit, then we may find it desirable to replace the existing circuit with the redesigned circuit.
Algorithm 10.1 (Type 1 Problem) may be used to analyze the circuit depicted in Figure 10.1 and

develop a minimal equivalent circuit.

Algorithm 10.1 (Type 1 Problem): Given the vectors g(X) and h(X,Y’) of functions, a minimal
vector F of formulas is developed to represent the vector f(X) of functions in the following manner:

Step 1. Using Boolean reduction, derive an equivalent 1-normal form §(X,Y) = 1 for the system

Y =g(X).
Step 2. Using Boolean reduction, derive an equivalent 1-normal form A(X, Y, Z) = 1 for the system
Z = hX,Y).

Step 3. Form ¢(X,Y,2) = §(X,Y) - AX,Y, Z).
Step 4. Form ¢(X, 2Z) = EDIS(¥(X,Y,2),Y).
Step 5.

e Given the 1-normal form specification ¢(X,z) = 1, use one of Algorithm 6.1, Algo-
rithm 6.2, or Algorithm 6.3 to develop a minimal formula F.

e Given the 1-normal form specification ¢(X,Z) = 1, use either Algorithm 7.1 or Algo-
rithm 7.2 to develop a minimal vector F of formulas.

Rather than forming a minimal vector F, our interest may lie—as did Ledley’s—with an-
alysing the circuit depicted in Figure 10.1 to derive the vector f(X) of functions. To form
J(X), we first must form a general solution of $(X,Z) = 1 for Z. Let us define the function
#;(X,2;) = EDIS(¢(X, Z), Z;), in which Z; is the set Z of variables associated with the output

nodes less the output z;. Viewing ;,- (X, z;) as a function consisting of a single variable z;, we form

a general solution of ¢(X, Z) = 1 for Z:

$1(X,0) < 2 < $i(X,1)
$’3(X,0) < z3 < ;2(Xv1)
JQ(X,O) S 23 S aa(X,l) (1011)
Fa(X,0) < z2m < dm(X,1)

A particular solution Z = f(X) is then developed using (10.11).

475




Since ¢(X, Z) = 1 specifies an implemented circuit, i.e., it was developed from a design rather
than used as a vehicle for specifying a design, the upper and lower bounds of (10.11) are equal.
Thus, the general solution represents a single particular solution. It follows that Z is defined by

the system

2y = $1(X,1)
n = faX,1) (10.12)
Zm = dm(X,1).
Since Z = f(X), f(X) is defined by the system
(X) = &u(x,1)
A(X) = 4a(X,1) (10.13)
fm(X) = ém(X,1).

Algorithm 10.2 (Type 1 Problem) implements a procedure which returns a vector f(X) of functions.

Example 10.1 demonstrates the application of Algorithm 10.2.

Algorithm 10.2 (Type 1 Problem): Given the vectors g(X) and A(X,Y) of functions, the
vector f(X) of functions is determined in the following manner:

Step 1. Using Boolean reduction, derive an equivalent 1-normal form §(X,Y) = 1 for the system

Y = g(X).
Step 2. Using Boolean reduction, derive an equivalent 1-normal form A(X, Y, Z) = 1 for the system
Z = h(X,Y).

Step 3. Form $(X,Y,Z) = £(X,Y)- A(X,Y, Z).
Step 4. Form ¢(X, Z) = EDIS(¥(X,Y, 2),Y).
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Step 5. Letting Z; be the set of Z-variables less the variable z;, perform the following actions for
each z;:

1. Derive ¢;(X,z;) = EDIS(¢(X, Z), Z;).
2. Form z; = ¢;(X, 1).
Step 6. The system Z = f(X) was formed in Step 5, in which f;(X) = Jj (X,1). Return f(X).

Example 10.1: Let Y = g(X) be defined by the system

Y1 = ziz) (10.14)

I’
Ya = T3

of equations. Moreover, let z = A(X,Y) be defined by the equation

z=nvs + zayr. (10.15)

Our goal is to determine the function f(X,Y).

Step 1. Using Boolean reduction, we derive a 1-normal form §(X,Y) = 1 which is equivalent to

Y =g(X). £(X,Y) is defined by the equation

X, Y) = z1230 15 + Za¥) v + 212523y va + 21252501v5 + 2125230192 (10.16)

Step 2. Using Boolean reduction, we derive an equivalent 1-normal form M X,Y,z) = 1 for the

equation z = A(X,Y). A(X,Y, z) is defined by the equation

AX,Y,2) = 12" + ziyaz' + yvhz + zap12. (10.17)
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Step 3. Form ¥(X,Y,2) = §(X,Y)- A(X,Y, 2).

¥(X,Y,z) = =z230 152 + 2ay1157 + zizozay vaz’ + (10.18)
Z1232301V32 + 21232324 Y1122’ + 2123T3T4v1vaz2.

Step 4. We form ¢(X,z) = EDIS(¥(X,Y,2),Y):

#(X,2) = 212" + 232" + 2322’ + zyz)zhz + 2 Zhz4z. (10.19)

Step 5. Since z = h(X,Y) corresponds to a single-output circuit, we simply form z = ¢(X,1). We

thus develop the equation

z = z)23T4 + 2y2575. (10.20)

Step 6. The equation z = f(X) was formed in Step 5, for which f(X) = ¢(X,1). We return

AX) = zizize + zizhzh.

Type 2 Problems. Type 1 problems are of greatest utility in the analysis of existing designs.
On the other hand, Type 2 problems are very useful in developing new designs. In a Type 2 problem,
we are given the vector g(X) of functions and the set | _f_‘(X ), [*(X)] of intervals and must develop
a minimal vector H of formulas to represent the vector A(X,Y) of functions. An application
of a Type 2 problem is the use of existing signals from previously-constructed subcircuits in the
development of a new circuit which contains the subcircuits. Taking advantage of the existing

signals, the new circuits may be more economical than otherwise possible.

In the first step of our methodology, we use the information given about the problem to form
¥(X,Y,Z). We are initially given the systems Y = g(X) and the set [_[‘(X),_j_"‘(X)] of intervals.

The system Y = g(X) is used to form the equation {(X,Y) = 1, in which {(X,Y’) is defined as the
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left-hand side of equation (10.6). If we are not given the global circuit specification ¢(X,Z) =1 at
the outset, then it is formed from the set [f'(X), f*(X)) of intervals in which each z; is bounded
by the interval [f{(X), f}*(X)]. Thus, Z is defined by the vector [f(X), f'(X)] of intervals. The
function ¢(X, Z) is formed as demonstrated by (4.91) through (4.94) in Chapter 4. The equation
¥(X,Y,Z) = 1 is formed by combining equation {(X,Y) = 1 and ¢(X,Z) = 1; it follows that

¥(X,Y,2Z) in a Type 2 problem is defined by the equation

$(X,Y,Z) = £(X,Y) - §(X, Z). (10.21)

In this problem, we partition the X-variables into two blocks. The first block is the subset
X, of the X-variables which designate input nodes for the circuits corresponding to the system
Y = g(X) and which are not inputs nodes for the circuit corresponding to Z = h(X,Y). In
other words, the functions A(X,Y) are not dependent on any variables in X;. The second block,
X3, comprises the X-variables less the variables in X;. The l-normal form required for a Type 2

problem is A(X3,Y, Z) = 1, for which A(X3;,Y, Z) is defined by the equation

A(X3,Y,2) = EDIS($(X,Y, Z), X1). (10.22)

Formation of the equation A(X3,Y, Z) = 1 accomplishes the second step in our methodology for a

Type 2 problem.

After forming A(X3,Y,Z) = 1, we use A(X;,Y,Z) = 1 as a specification for developing a
minimal design. Hence, A(X3,Y,Z) = 1 is used as the circuit specification when applying Algo-
rithms 7.1 and 7.2. An equation ¢(X, Z) = 1 is normally used as the specification in Algorithms 7.1
and 7.2. When using A(X3,Y, Z) = 1 rather than ¢(X,Z) = 1, the union of the sets X; and Y
corresponds to the X-variables and the set Z forms the Z-variables in the two algorithms. (Given

a specification A(X3,Y,z) = 1, one of Algorithms 6.1, 6.2, or 6.3 is used to develop a minimal

479




design.) Algorithm 10.3 (Type 2 Problem) returns a minimal vector & of formulas to represent the

vector h(X,Y) of functions. Example 10.2 demonstrates an application of Algorithm 10.3.

Algorithm 10.3 (Type 2 Problem): Given the functions g(X) and the set [ !_‘(X ) F4(X)] of
intervals, a minimal vector H of formulas is developed to represent the vector A(X, Y) of functions
in the following manner:

Step 1. Using Boolean reduction, derive an equivalent 1-normal form £(X,Y) = 1 for the system
Y = g(X).

Step 2. Using Boolean reduction, derive an equivalent 1-normal form ¢(X,Z) = 1 for the set
£1(X) £ Z £ f(X) of intervals.

Step 3. Form ¥(X,Y, 2) =&(X,Y) - ¢(X, 2).
Step 4. Partition the X-variables into subsets X, and X3:
1. Let X; be the subset of the X-variables which designate input nodes for the circuits

corresponding to the system Y = g(X) and which are not inputs nodes for design
corresponding to Z = h(X,Y).

2. Let X; denote the X-variables less the variables in X;.
Step 5. Form A\(X,,Y, Z) = EDIS(¥(X,Y, Z2), X;).
Step 6.
e Given a l-normal form specification A(X;,Y,z) = 1, use one among Algorithm 6.1,

Algorithm 6.2, or Algorithm 6.3 to develop a minimal formula H. The union of the sets
X, and Y corresponds to the X-variables and z is the Z-variable in the algorithms.

o Given a 1-normal form specification A(X3,Y, Z) = 1, use either Algorithm 7.1 or Algo-
rithm 7.2 to develop a minimal vector H of formulas. The union of the sets Xz and Y
corresponds to the X-variables and the set Z forms the Z-variables in the two algorithms.

Example 10.2: Let Y = g(X) by defined by the system
n = Ty + 2122 (10.23)
ya = 2323

of equations. Moreover, let fI(X) < z < f*(X) be defined by the interval

2323 + 21Z52hzh + 2125zaze < 2 < Za23 + 2127 + 2123 + 212374 (10.24)
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Suppose we would like to enforce the condition that the function A(X,Y) in the equation z =
h(X,Y) is dependent only on the variables z4, y; and y;. Our goal is to determine the function

h(zh v, y?)’

Step 1. Using Boolean reduction, we derive an equivalent 1-normal form £(X,Y) = 1for Y =

g(X}. €(X,Y) is defined by the equation

§X,Y) = =zizamys + 2i2a230ys + 212a23y1ys + (10.25)
2123913 + 212223V V2 + 212223V) va.

Step 2. Using Boolean reducticn, we derive an equivalent 1-normal form ¢(X,z) = 1 for the

interval f!(X) < z < f¥(X). ¢(X, z) is defined by the equation

#(X,2) = zzyz42’ + 24232’ + 292424z + 2125z + Tz +

zi2hz3 + zaz52' + T12325 + 2323z + 21232 + (10.26)

z123242' + 212524z + Ty T3z + TYZ3T2 .

Step 3. We form ¥(X,Y,2) = §(X,Y) - ¢(X, z):

¥(X,Y,2) = z2auivhz + 2123zan ) + 2122y +
2h2az301¥52’ + T)Zazavivaz + T125Tay1vh2’ + (10.27)

1 /! [ A '} 1.0
T1Z3Z4Y1Y22 + 21232324 V1Y32 + zlzgz3yly', <+ zlzgzay'lygz.

Step 4. We partition the X-variables into the subsets X; and X;. Since h(z4,y1,y4) is only
dependent on z4, X, is equal to {z;, 23, 23}. Then, X; equals {z4}.
Step 5. We form A(z4,¥1,v2,2) = EDIS(¥(X,Y,z), X1):

Aza, 91,92, 2) = V1¥s + Viz +v32' + 2z + vaz + zoyh. (10.28)
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Step 6. A general solution for z of A(z4,y1,¥3,2) = 1 is developed and used to form a minimal

formula H. We develop the interval

»ziy+y +zi (10.29)

Clearly, we may let A = y;. We thus develop the equation z = y; as the solution for this

Type 2 problem.

Now suppose we change the problem so that g(X) and h(X,Y) are dependent on the same set

of X-variables. The modified problem is different from the original problem starting with Step 4.

Step 4. We partition the X-variables into the subsets X; and X;. Since h(X,Y) is dependent on

all of the X-variables, X; = @. Then, X; = {z,, z3, z3, z4}-
Step 5. A(X,Y,z2) is equal to %(X,Y, z).

Step 6. A general solution of A(X, Y, z) = 1 for z is developed and used to form a minimal formula

H. We develop an interval in which the lower bound is equal to

T122Z3V1Y2 + TIZITIZAY Vs + 2125252015 + 212323V Y2 (10.30)

The upper bound in Blake canonical form is equal to the formula

2123 + 24232y + 2123 + Taz3 + 2123 + V) + 212524 + V2. (10.31)
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To develop a minimal formula H, a minimal subset of terms in (10.31) is formed to cover
the terms in (10.30). There exist 12 irredundant formulas containing terms in (10.31) which

cover terms in (10.30):

THTHTY + 2175 + 2323

! [
T123z; + 2123 + T3z
L )

ZTz3z, + y’1 + y3

THTHTY + 2123 + 2123 + 2123

T1Zy2y + 125 + 2123 + 2123

zzhzh + V) + 223 (10.32)
37324 + 2123 + U}

z1232% + ¥ + z3z3

z1z3z, + Y+ Vs

2323y + 2123 + Y3

z1T5Z4 + 2125 + ¥3

z125zy + 2123 + vy

Of the irredundant formulas, 10 contain three terms and two contain four terms. Any formula
containing only three terms may be chosen as formula H. Choosing the formula H = z4z4z/+
V) + va, we thus develop the equation z = z}z3z) + ¥/} + y2 as a solution for the given Type 2

problem.

An application of the Type 2 problem is the use of existing signals from previously-constructed
circuits to aid in the development of new circuits. Taking advantage of the existing signals, the new
circuits may be more economical than otherwise possible. In essence, the availability of the existing
signals yields a greater number of options which facilitate greater minimization. Hence, rather than
implementing a circuit corresponding to the equation Z = f(X), we may use a circuit corresponding
to the equation Z = A(X,Y). The choice depends on whether the design corresponding to H is
cheaper than the design corresponding to F. Figure 10.2 depicts the application of the Type 2
problem in which we use existing signals to develop a new design. Note that in this application,

we treat Y-variables as both outputs and as intermediate nodes.
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Figure 10.2. An Application of the Type 2 Problem
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For this application, we assume that we are given a 1-normal form specification ¢(X,2) =1
for the portion of the circuit to be designed. Furthermore, there exists a circuit which corresponds
to the equation Y = g(X). The equation Y = g(X) is reduced to an equivalent 1-normal form
§(X,Y) = 1. The equations ¢(X,Z) = 1 and §(X,Y) = 1 are combined to form the equation
¥(X,Y,Z) = 1. ¥(X,Y,Z) = 1 is then used as the specification rather than ¢(X,Z) = 1 when
applying the algorithms presented in earlier chapters. Example 10.3 demonstrates this application

of the Type 2 problem.

Example 10.3: Suppose we are given a circuit specification ¢(X,z) = 1, in which ¢(X,z) is

represented by the formula

zhzez’ + 25z42 + 1242 + 1232324z + 12323242’ + 2iZaz + ThTez + 25242, (10.33)

To form a design, we develop a minimal F to represent f(X) in the equation z = f(X). We first
form a general solution of ¢(X,z) = 1 for z; such a solution is formed by the interval ¢'(X,0) <

z < ¢(X,1). In this case, we develop the interval

21232374 + 2124 + 29T4 + 2324 < 2 < 2123232) + T\ T4 + THT4 + 2524 (10.34)

The upper and lower bounds are equal in (10.34); furthermore, each formula is a Blake canonical
form. We observe that no term may be deleted from either formula; hence, a minimal F is given by
the formula zy23232} + 224 + 2574 + zhz4. Using the fewest-gates cost criterion, it follows that

a least-cost design consists of four AND gates.

Now suppose there exists a circuit y = g(X), g(X) = z,22z3; we may freely use node y in

the development of a new circuit. We employ the circuit y = g(X) to develop a minimal formula H
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which represents a function A(X,y). The equation z = h(X, y) corresponds to a circuit which may
be used in place of the circuit corresponding to z = f(X). The function £(X,y) in the equivalent

1-normal form §(X,y) = 1 for y = g(X) is defined by the equation

§(X,y) = 21y + z1zazay + 23y + 23y, (10.35)

Using ¢(X, z) and €(X,y), the function ¥(X,y, z) is formed by the product of ¢(X, z) and

(X, y):
YW(X,y,2) = zizyy'z +zhzyy' 2 + 2hzly' 2 + zizazaziyz + (10.36)

1
2924y 2z + 2124y 2 + 2h24Y 2 + 21222324y7 .

Once we form ¥(X,y, z), we develop a general solutio’. of ¥(X,y,z) = 1 for z. The lower bound

for z is defined by the formula

T1Z323T4Y + T3T4Y + Toz4Y + ziz4y. (10.37)

Additionally, the Blake canonical form of the upper bound for z is defined by the formula

2oy + 123232y + T\ T4 + 2524 + TaY + Thza + 21y + 20y + TaZaz3y + 25y, (10.38)
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To develop a minimal formula H for the function h(X, y), 8 minimal subset of terms in (10.38)
is formed to cover the terms in (10.37). Upon examination of both of the formulas, we determine
that the term 2,y in (10.38) covers the last three terms in (10.37). The first term in (10.37) is

covered either by ziy or z 23232} from (10.38). Hence, two alternative minimal formulas H are

z4y + z4y (10.39)
z4y + z1Z3232%.

Using the node y, which is the output of y = g(X), facilitates a design consisting of two gates.
Thus, using y yields a saving of two gates and, hence, a 50% cost savings over a design developed

which did not consider the y node.

In the application of the Type 2 problem illustrated by Figure 10.2, a node y; of the circuit
Y = g(X) will generally be useful only if the X-variables in the corresponding function g(X) are

a subset of the X-variables contained in at least one function f;(X) of f(X).

Type 3 Problems. The third problem presented by Ledley is the Type 3 problem, which
is handled in a similar fashion as the Type 2 problem. In a Type 3 problem, the vector A(X,Y) of
functions and the set | _f:‘(X )» £¥(X)] of intervals are given and we must develop a minimal vector

G of formulas to represent the functions g(X).

We first use the information given about the probiem to form ¢(X,Y,Z). In a Type 3
problem, we are initially given the system Z = A(X,Y) and the set [f(X ) £4(X)] of intervals.
The set [f'(X), f*(X)] of intervals is used to develop ¢(X, Z) = 1 as described in the section on the
Type 2 problem. The system Z = h(X,Y) is used to form the equation A(X,Y, Z) = 1, in which
A(X,Y, Z) is defined as the left-hand side of equation (10.8). The 1-normal form $(X,Y,Z) = 1is
derived by combining ¢(X,Z) = 1 and M X,Y,Z) = 1. Hence, ¥(X,Y, Z) in a Type 3 problem is

defined by the equation
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$(X,Y,2) = X(X,Y, 2) - §(X, Z). (10.40)

We again partition the X-variables into two blocks. In this problem, however, the fiist block
is the subset X of the X-variables which designate input nodes for the circuits corresponding to
the system Z = h(X,Y’) and which are not inputs for design corresponding to Y = g(X). In other
words, the functions g(X) are not dependent on any variables in X;. The second block—X3;—is
the X-variables except those variables contained in X;. The 1l-normal form required for a Type 3

problem is {(X3,Y) = 1. The function §{(X3,Y) is defined by the equation

£(X2,Y) = EDIS(¥(X,Y, Z), X1 U Z). (10.41)

Once we form the equation §(X3,Y) = 1, the second step in our methodology is accomplished for

a Type 3 problem.

The equation §(X3,Y) = 1 is used as a specification for developing a minimal design. The
system £(X3,Y) = 1 is used as the circuit specification when applying Algorithms 7.1 and 7.2.
When using £(X3,Y) = 1 rather than ¢(X,Z) = 1 in the two algorithms, the set X3 corresponds
to the X-variables and the set Y correspond to the Z-variables. (For a system £(X3,y) = 1, one

among Algorithm 6.1, Algorithm 6.2, or Algorithm 6.3 is used to develop a minimal design.)

Unlike Type 1 and Type 2 problems, a Type 3 problem introduces a possible dilemma which
must be considered in development of a solution. The function EDIS(£(X3,Y),Y) in the consis-
tency condition EDIS(€(X;,Y),Y) = 1 for the general solution of §(X3,Y) = 1 for Y may not
be identically equal to 1. This is due to the fact that it is not always possible to find an equation
Y = g(X;) such that {(X3, g(X3)) = 1is an identity. This situation may occur due to the fact that
we cannot always make a circuit corresponding to ¥ = g(X3) “fit” into the position preceding the

circuit corresponding to Z = h(X,Y) in Figure 10.1.
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If EDIS(£(X3,Y),Y) is not identically equal to 1, then the equation ¢{(X3,Y) = 1is a
constrained equation. A constrained solution (defined in Chapter 4) may be formed providing that

the condition EDIS(€(X3,Y),Y) = 1 is satisfied. Alternatively, we define a function £c(X3):

§c(Xa) = (EDIS(((X,,Y),Y)). (10.42)

We may then develop a general solution of §(X3,Y) = 1 for Y if and only if the condition

§c(Xa)=0 (10.43)

is satisfied. Such a condition is satisfied if the input combinations corresponding to minterms of
£c(X3) will not occur. Assuming that equation (10.43) is satisfied, input combinations correspond-
ing to the minterms of {c(X3) may be treated as don't cares and are thus useful in the minimization
process. Algorithm 10.4 (Type 3 Problem) returns a minimal vector G of formulas to represent the

vector g(X3,Y) of functions.

Algorithm 10.4 (Type 3 Problem): Given the functions A(X,Y’) and the set [f(X),f‘(X)] of
intervals, a minimal vector G of formulas is developed to represent the vector g(X) of functions in
the following manner:

Step 1. Using Boolean reduction, derive an equivalent 1-normalform A(X,Y, Z) = 1 for the system
Z = h(X,Y).

Step 2. Using Boolean reduction, derive an equivalent 1-normal form ¢(X,2) = 1 for the set
_f_‘(X) <Z< f(X) of intervals.

Step 3. Form ¥(X,Y, Z2) = A(X,Y, Z) - (X, 2Z).
Step 4. Partition the X-variables into subsets X; and Xj:

1. Let X; be the subset of the X-variables which designate input nodes for the circuits
carresponding to the system Z = h(X,Y) and which are not inputs nodes for design
corresponding to ¥ = g(X).

2. Let X; denote the X-variables less the variables in X,.

Step 5. Form £(X;,Y) = EDIS(¥(X,Y, Z), X, U Z).
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Step 6.

e Given a 1-normal form specification §{(X3,y) = 1, use one among Algorithm 6.1, Al-
gorithm 6.2, or Algorithm 6.3 to develop a minimal formula G, in which the set X,
corresponds to the X-variables and y corresponds to the variable z in the algorithms.

e Given a 1-normal form specification §{(X;,Y) = 1, use either Algorithm 7.1 or Algo-
rithm 7.2 to develop a minimal vector G of formulas, in which the set X3 corresponds
to the X-variables and the set Y corresponds to the Z-variables in the two algorithms.

Step 7. Form the constraint condition {c(X3) = 0, for which £c(X3) = (EDIS(¢(X3,Y),Y)).
The function §c(X3) is returned with the vector G of formulas developed in Step 6.
Summary of the Approach to Ledley’s Problems. The foregoing discussion of the

Types 1, 2, and 3 problems demonstrates the utility of the 1-normal form and the equation-solving

approach for handling the design problem. Using 1-normal form specifications and solutions of

Boolean equations, we are able to develop minimal designs for problems which cannot be handled

using conventional minimization techniques. Additionally, whereas Ledley only presented ad hoc

techniques for solving the problems that he proposed, our methodology yields minimal solutions

for all three problems.

In the second part of this chapter, we once more demonstrate the utility of the 1-normal form
and the equation-solving approach for developing designs for another type of circuit—recurrent
circuits—which cannot be handled using conventional minimization techniques. Recurrent circuits

are in many cases more economical than designs produced using conventional methods.
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Recurrent Circuits

We showed in Chapter 4 that a specification corresponds to a 1-normal form ¢(X,2) = 1
and that designs have a correspondence with particular solutions Z = f(X) of ¢(X,Z2) = 1. In
Chapter 7, we presented algorithms for developing 2 minimal vector F of formulas to represent the
functions f(X) in the particular solution Z = f(X). The resulting designs are of the form depicted
in Figure 10.3, In this chapter, we present techniques for constructing designs of the form shown in
Figure 10.4, i.e., designs corresponding to formulas F(X, Z) which represents functions f(X, Z) in
recurrent solutions Z = f(X, Z) of ¢(X, Z) = 1. We call such designs recurrent or cascade circuits.
The method we present produces approximate-minimal recurrent circuits. The resulting circuits

generally are of lower cost than those developed using conventional techniques.

Z1 —od — 2]
Ty ] b  Zm
z1=f1§zll"'izﬂ;

13=f3 Tiy---12n

Zm = fm(zls' . -1zn)

Figure 10.3. Representation of a Digital Circuit

Before presenting an algorithm for producing recurrent circuits, we first discuss the cost-

advantage of recurrent designs versus non-recurrent ones.
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Figure 10.4. A Recurrent Design
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The Advantage of Recurrent Designs. In conventional circuit minimization, a non-

recurrent system such as

$1(X,0)-8:(X,1) < 2 < Si(X,0)+i(X,1)
$3(X,0)-4a(X,1) < z < 45(X,0)+ $a(X,1)
$5(X,0)-43(X,1) < za < @4(X,0)+ ¢a(X,1) (10.44)
Fn(X,0)-Gm(X,1) < zm < Fn(X,0)+ $m(X,1).

is used as the basis for developing a design. Using a non-recurrent system, each z; is a function
only of the input variables X. On the other hand, employing the method of successive eliminations

to form a subsumptive general solution of ¢(X, Z) = 1 for Z, we develop the recurrent system

1 < ¢o(X)
#1(X,0) < z < ¢i(X,1)
¢13(X, 2;,0) € z3 < ¢2(X,2,1) (10.45)
¢3(X, 21,23,0) < 23 < ¢3(X,z21,231)

¢Cn(xizh---:zm_1,0) < zy

IA

¢m(X,21,.. vy Zm_1, 1).

In view of Theorem 4.4, we form a recurrent system based on the extended range concept:

1 < ¢o(X)
¢'1(X,0)-¢1(X,1) <z < ¢'1(X,0)+¢1(X,1)
$3(X,21,0)- ¢2(X,21,1) < 22 < ¢5(X,21,0)+ ¢3(X, 21,1) (10.46)
#3(X,21,23,0) - $3(X,21,23,1) < 23 < ¢5(X,21,23,0) + ¢3(X, 21,23,1)
¢ (X, 21, 2m-1,0) < zm < L(X,2z1,...,2m-1,0)
(X, 21, 2Zm-1,1) +ém(X,21,.. 0y 2m-1,1).
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Finally, we derive from system (10.46) a recurrent solution

zy = fi(X)

zz = filX,n)

zz = f3(X,21,2) (10.47)
Zm = fm(xyzl)z2)~'~tzvn—1)-

System (10.47) is denoted by Z = f(X, Z) with the understanding that each z; is dependent
only on 2,,...,2;_1. The vector F(X, Z) which represents f(X, Z) in the recurrent solution Z =
I(X ,Z) corresponds to a recurrent design. Conventional minimization techniques produce only

non-recurrent designs.

The advantage of using a recurrent system such as (10.46) as the basis for the design process
is that a design may be developed in which we use output nodes as well as input nodes to generate
a given output node. When we can use the output nodes to form inputs, we can generate designs
which cost less than those developed using conventional techniques. Example 10.4 illustrates this

point.

Example 10.4: Suppose we are given the l-normal form specification ¢(X,Z) = 1 for which we

must develop a design. Let ¢(X, Z) be defined by the equation

#(X,2) = zyz3z3Tz12) + T)252324212023 + Ty 2yT3T 2323 + T1T3T3T4212325 +
T\ 22252212225 + 21222524212225 + 21222324212323 + (10.48)
T1THTH2Y 2y + Z12525T42125 + 212323242123 + T1T5T3T 4212323 +
T1TITHTL 212723 + T1Z223Ta2 23 + T1T3TIT L2323 + T1T3TaTeZa23 +  (10.49)

z\2323z4212323.
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Using a conventional approach, we first develop a general solution of ¢(X, Z) = 1 for Z of the form

(10.44):

21232324 + Ty 292324 + 212325 < 21 < ziZhT3 + zizazh + Z12hzh 4 212223
T\Za23 + 21222324 < 23 < 12535 + 23zhz4 (10.50)
+Z12324 + 212325 + Z125Z4
! ! ! A ) < < W ! L
22374 + 212323 + 21232324 < 23 X zZi232, + 22323+ 2,232,
/ ! ! 1 1 /
+21232¢ + 12223 + T1232324 +212323 + 12224 + 212323 + T3Ty-

Using the methodology discussed in Chapter 7, a minimal F may be developed to represent functions
J(X) in the particular solution Z = f(X) of ¢(X,Z) = 1. One such particular solution is the

system:

21 = z2HT3 + T Tazy + 21252y

23 = Z1Z3z4 + 212325 (10.51)
? [ ]

Z3 = ZyZaT3+ 212323 + 22325 + 212523 + 23Ty,

Using the fewest-gates cost criterion, the cost of the resulting design is the number of distinct terms

on the right-hand side of (10.51); hence, the cost of F is nine gates.

Now suppose we form a subsumptive general solution of ¢(X, Z) = 1 for Z in which we use the

sequence (23, 21, z3) to construct the solution. We develop the following bounds for the Z-variables:

z3 Lower bound:

I [ ’ 1 7 ! I
Z1T3T3 + T1232324 + T 2323 + 2,234 + 212,234 + T2T3Ty

z3 Upper bound:

0ot ’ ' ' ' T, ’
212223 + 212323 + 212223 + T1T,23 + 23Ty + Ty 224 + 21222,
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z; Lower bound:

I 1,7 - !
T123Zy23 + T123TaT4Zy + T1THT5T425

z; Upper bound:

7! ! ' )
TVZ3%T3 + T1Z323 + 222y + T123T3 + 21 22T + 212525 + 2425 + 212az;

23 Lower bound:

2123252125 + T1Z323T42)

z3 Upper bound:

! . r ! ! 1 _7 1 7 [} r 7 /
ZiT.L | T1T323T42y + T1T323T423 + 21232123 + T1TaT 23+ 1232
1/
4 22Ty + 212321 + T12aTg + 212425 + 212525 + T1T421 + T12125 + 212524

'] !
+ T3Tazy + TaT3T4 + 2321 + T42123 + 222421 + T42125 + TaZi2zh + T225.

A suitable design F; for each z; is one which contains a subset of the terms of the upper bound
which covers all of the terms of the lower bound. Using the bounds developed for a subsumptive
general solution of ¢(X, Z) = 1 for Z, we can develop the following particular solution Z = f(X, Z)

of $(X,2) =1:

zZy = 223+ 242y
z325 (10.52)

’ L ’ / !
212323+ 2,223+ 212323 + T1T2T3 + 2324

z;

i

23

Using the fewest-gates cost criterion, the cost of the design depicted by (10.52) is seven gates. Thus,
for the given ordering of the Z.variables, two fewer gates are required when using the recurrent

approach versus a conventional methodology.
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As alluded to in Example 10.4, the cost of the resulting design is dependent on the ordering of
the Z-variables used when forming the subsumptive general solution. One ordering of Z-variables
may yield a significant cost savings, while another ordering may provide little cost savings relative

to using a conventional methodology. We address this issue in the next section.

Sequence of the Z-Variables. The ordering of the Z-variables used when forming a sub-
sumptive general solution may significantly affect the cost savings realized when using the recurrent
methodology rather than a conventional approach. Ideally, we would always choose the sequence
of Z-.variables which leads to a least-cost recurrent design. Unfortunately, we know of no scheme
which always produces a “best” ordering of variables. To guarantee the production of a minimal
recurrent design, we would have to construct a design for all possible orderings—an approach which
is intractable for all but trivial problems. We therefore must rely on heuristics which produce an
ordering of the Z-variables which will likely bear a cost-savings when producing a design using the
recurrent approach. This is the reason why designs developed using the recurrent approach are

only approximate-minimal.

One consideration that may affect the choice of ordering of the output variables is the delay
of each output node. The delay of an output node z; may be estimated by measuring by the longest
path with respect to the number of gates between one of the inputs z; on which z; depends and
z;. If an output node z; is used as an input for the output node z3, there will generally be an
increased delay for node z;. To determine the delay of z;, we then must consider the number of
gates between an z; and z; and then between z; and z;. Hence, the disadvantage in using z; to
create z3 is an increased delay for z;3. This is an example of the classic time versus space dilemma:
we increase circuit delay to decrease circuit cost. In some situations, however, it may be imperative
that we do not increase the delay for a specific node z;. In these cases, we specify an ordering such

that z; is produced using only input nodes z;.
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Although the determination of a good order for the Z-variables is an important consideration,
we will not address further the issue of selecting an order for the Z-variables in this work. We leave
the issue a3 an open question which requires further investigation. For the remainder of this section,

we will assume that a pre-set ordering is available for use.

Methodology for Recurrent Designs. We endeavor to follow a similar approach to de-
veloping a design as described in Chapter 7; thus, we only need modify the steps for forming a
design that are pertinent to the recurrent approach. We summarize the steps in our methodology

for developing a vector F as presented in Chapter 7:

derive a 1-normal form specification ¢(X, Z) = 1, if not already formed;

form a general solution of ¢(X, Z) = 1 for Z;

form the set of all multiple-output prime implicants of the upper-bound functions h;
develop a base for [g, hJ;

develop inclusion formulas representing coverage of the terms of the base by the multiple-
output prime implicants;

ook W

6. reduce the inclusion formulas using reduction rules—identifying prime implicants to include
in formulas in F as well as to discard from consideration; and

7. use search to determine the remaining prime implicants to include in formulas in F.

The steps which differ between the recurrent approach and the conventional methodology are
Steps 2 and 3. In the conventional approach, a non-recurrent system (10.44) is formed to represent
a general solution of ¢(X,Z) = 1 for Z; a system such as (10.46) is developed in the recurrent
method. Moreover, in addition to the multiple-output prime implicants developed in Step 3, we
add a set of terms which contain output variables which we call recurrent prime implicants (RPIs).
RPIs as well as MOPIs are used to cover terms of the lower bound functions g in the recurrent

method.
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Formation of a Subsumptive General Solution. Given a specification ¢(X,Z) =1
and an ordering Z,r4,r for the output variables, we develop a subsumptive general solution of

#(X,Z) = 1 for Z. Using the extended-range, we thus form

1 < ¢o(X)
¢'1(X»0)'¢1(X:1) <z £ ¢’1(X!0)+¢1(X11)
$2(X,21,0)- $2(X,21,1) < 23 < ¢5(X,21,0) + ¢a(X,2,,1) (10.53)
$3(X,21,22,0) - ¢3(X,21,23,1) < 23 < ¢5(X,21,23,0) + ¢3(X, 21, 23, 1)

¢:n(X:zh'-')zm—l:0) S Zm ¢;n(X1211-'-1z‘m—1’0)
'¢m(X,Zl,...,Zm_1,1) +¢m(xizll'-'|zm—11 1)‘

IA

For each z;, we denote the lower-bound function by g¢;(X, Z) and the upper-bound function by
h;(X, Z). A simplified formula G;(X, Z) is developed to represent each g;(X, Z); terms of G;(X, Z)

are covered by the MOPIs and RPIs to develop F(X, 2Z).

Development of RPIs. Just as in conventional minimization, we form multiple-
output prime implicants for use in covering terms of the formulas G; in G(X,Z). MOPIs are
used in addition to recurrent prime implicants, thus guaranteeing that the resulting design will be
no worse than what would be developed using conventional techniques. A formula M, is developed
using the methodology described in Chapter 7 in which terms of M,;; denote the set of all MOPIs.
Terms t(X,Z) in M, contain an X-part u(X) which is a MOPIL. The Z-part v(Z) denotes the
formulas F; in which the corresponding MOPI may be contained. This is convenient technique for
differentiating among the functions that a MOPI may represent. In recurrent designs, however,
Z-variables must also be treated in a similar fashion as X-variables. Hence, we require a method

by which we may use the Z-variables in both manners; we shall address this issue shortly.

After the subsumptive general solution is developed, we form the Blake canonical form for

each function h;(X, Z). Terms in each formula BCF(h;(X, Z)) which contain only X-variables are
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then deleted since they correspond to MOPIs. Terms ¢t which remain in each formula may be used
to cover the corresponding lower-bound function g;(X, Z), and possibly other functions g,(X, Z).
The functions that each ¢t may be used to cover is dependent on the sequence Z,r4., used when
forming the subsumntive general solution, i.e., k must precede j in Z..4... For example, if an

ordering of (23, 21, 23) is used as in Example 10.4, then a system such as

93(X) < za < ha(X)
91(X,23) < 21 < hy(X,23) (10.54)
92(X,23,21) < 23 < ha(X,z3,2).

is formed. After the deletion of terms containing only X-variables in each H;, terms remaining in
H,(X, z3) may not be used to cover g3(X). Additionally, terms remaining in H3(X, z3,2;,) may
not be used to cover g3(X) or g1(X,23). The way we denoted that terms in H; are not used to
cover g3(X) in the conventional approach was to include a literal 25 in terms of H;. However, the
variable z3 may appear in both complemented and uncomplemented form in terms in H;(X, z3)
since hy(X, z3) is a function of the 23 variable. We must have a way for representing that H; may

both contain the variable z3 and may not be used to cover ga(X).

The method we use for handling this problem is to create a set Y of variables, in which each
yj € Y corresponds directly with a variable z; in Z. The Y-variables replace the Z-variables for

the purpose of being used similar to X-variables, i.e., system (10.54) is rewritten as

93(X) < 2z < ha(X)
a1(X,y3) < 21 < hi(X,3) (10.55)
92(X,33,11) £ z2 < ha(X,y3, 1)
Each variable n formulas H; is replaced with the corresponding variable y;. After all Z-

variables are replaced by Y-variables, we then develop a formula M,.. which will contain the set

of all recurrent prime implicants. For each formula H;, literals 2, are concatenated to each term
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in H; for every z, that z; precedes in Zopg.,. For (10.55), we would concatenate z3 to each term
in H,(X,ys); additionally, the term 23z} would be concatenated to each term in Ha(X,ys,y1)-
After these actions are performed for each formula Hj;, the resulting terms are combined to form a
single set H(X,Y, Z) of terms. The formula M,,. is defined as equal to ABS(H(X,Y,Z)). M,..

represents the set of all recurrent prime implicants.

Terms in M,,. contain X, Y, and Z-parts. The X and Y parts are treated in a similar
manner. The Z-parts are identical in utility to the Z-parts for Ma;. Procedure 10.1 (Recurrent

Prime Implicants) produces the formula M,,..

Procedure 10.1 (Recurrent Prime Implicants): Given the vector H(X, Z) of formulas which
represent the functions h(X,Z) and a sequence Z,.4.» of Z-variables, the formula M,,. is con-
structed in the following manner:

Step 1. Form BCF(hj(X, Z)) for each function h, in A(X, Z).
Siep 2. For each formula BCF(h;(X, Z)), delete all terms which contain only X-variables.
Step 3. Form a set Y of variables which corresponds directly with the Z.variables.

Step 4. For each formula H; resulting from Step 2, replace each appearance of a variable z; with
its corresponding Y -variable y;.

Step 5. For each formula H; resulting from Step 4, concatenate to each term a literal z; for each
z) preceded by z; in Zorger-

Step 6. Combine the terms from all formulas formed in Step 5 to form a single formula H(X, Y, Z).
Step 7. Form ABS(H(X,Y,Z)). ABS(H(X,Y, Z)) is the formula M,... Return M.

The combination of M,;; and M,,.. represents the set of all prime implicants—MOPIs and RPIs,
respectively—which may be used to cover the (unctions g(X,Z). An identical methodology as
found in Chapter 7 may then be followed to develop F. We present two algorithms for producing

recurrent designs in the next section.

Algorithms for Recurrent Designs. We introduced two algorithms in Chapter 7 for pro-
ducing multiple-output circuits. In this section, we present two analogous algorithms for construct-

ing recurrent designs. The first, Algorithm 10.5, uses the set of all useful, conditionally-eliminable
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MOPIs and RPIs as a base.! A subset of the base used in first algorithm is used as a base for the

second—Algorithm 10.6.

Algorithm Using Base #1. The first algorithm for forming an F uses the set of all

useful, conditionally-eliminable prime implicants as a base. A synopsis of this algorithm is:

1. derive a 1-normal form specification ¢(X, Z) = 1, if not already formed;
2. form a general solution of ¢(X,Z) = 1 for Z to develop a set of intervals such as (10.53);

3. form the set of all multiple-output prime implicants and recurrent prime implicants of the
upper-bound functions h;

4. develop a base for [g, h] consisting of all useful, conditionally-eliminable Pls;

5. use Procedure 7.6 develop multiple-output inclusion formulas representing coverage of the
terms of the base by the Pls;

6. use Reduction Rule Set #1 to reduce the inclusion formulas-—identifying PIs to include in
formulas in F as well as to discard from consideration; and

7. use a search process to determine the remaining prime implicants to include in formulas in

F.

Algorithm 10.5 implements the first six steps of the aforementioned process. The search process

was discussed in Chapter 9.

Algorithm 10.5 (Algorithm #1 - Recurrent Designs): Given a 1-normal form specification
#(X,Z) = 1 and a Z-variable sequence Z, 4, a minimal vector F of formulas which represent
functions f(X) belonging to the intervals [g(X), A(X)] developed from ¢(X, Z) = 1 is generated in
the following manner:

Step 0.

1. Initialize a partial sum PS = 0.

2. Initialise a variable Pg,cara = 0.

1. Using Procedure 4.2 (Subsumptive General Solution - Extended Range) and Z,,4,,,
develop a general solution of ¢(X, Z) =1 for Z.

2. For each j = 1,2,...,m, develop a simplified formula G; to represent g;(X, Z) using
Procedure 2.15 (Simplification).

!For the remainder of this chapter, we shall refer to the combination of MOPIs and RPIs simply as prime
implicants (Pls).
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Step 2. Using Procedure 7.1 (Formation of (X, Z)), develop a formula $4(X, Z) which will be
used to form the set of all multiple-output prime implicants.

Step 3.

1. Develop BCF(®x(X, Z)) using Procedure 2.20 (Blake canonical form).
2. Delete the term 2y23---2,, in BCF(®u(X, Z)).
3. The formula which results after substeps 1 and 2 is M.

Step 4.

1. Using Procedure 10.1 (Recurrent Prime Implicants), the vector H(X, Z) of formulas,
and Z, 4., derive the formula M,,.. M,,. represents the set of all recurrent prime
implicants.

2. Append M,,. to M,y to form the combined set of prime implicants.

3. For all terms in each G;(X, Z), replace each variable z; with the corresponding variable
V5.

Step 5. Using Procedure 7.2 (Useless MOPIs), the set g of functions, and M,y, determine the
useless PIs with respect to each interval [g;, h;]. The set M,y is revised by Procedure 7.2 to
denote the useless Pls.

Step 6. Using Procedure 7.3 (Essential MOPIs), the set {g1,92,--.,9m}, and M.y, determine the
set of essential PIs with respect to each interval [g;, h;].
1. The set M, is revised by Procedure 7.3 to denote the essential Pls.
2. Replace the set {g1,93,...,9m} of functions with the set § = {§1,§a,...,dm} returned
by Procedure 7.3.

Step 7. Using Procedure 7.4 (Inessential MOPIs and Formation of §), the set § of functions, and
Mgy, determine the set of inessential PIs with respect to each interval {g;, h;].
1. The set M, is revised by Procedure 7.4 to denote the inessential MOPIs.

2. Replace the set § of functions with the set § = {§1,33,...,3m} returned by Procedure 7.4.

Step 8. Develop a set M,,,, which consists of terms in M,y which have a Z-part in which at least

one Z-variable z; does not appear in either complemented or uncomplemented form. Mg,
corresponds to PIs which are conditionally eliminable with respect to at least one interval

[ﬂj ’ h)']‘
Step 9. Form aset LABS = {P{,..., P;} of labels which will be used to denote the Pls in My,,,.
Step 10. Initialise IF = 0. Then, for each term in Mya,¢:

1. Remove the Z-part from the term to form p;.

2. Using Procedure 7.6 (Formation of a Multiple-Output Inclusion Formula), the PI py, the
set Myq,., the set LABS associated with terms in M,,,., and the set § of functions,
develop an inclusion formula I F; denoting the coverage of p; by conditionally-eliminable
Pls of each of the intervals [g;, h;] for which p; may be use to form F;.

3. Add IF; to IF.

The set IF contains the inclusion formulas I F; developed for each term in My,,..
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Step 11. Using Procedure 6.4 (Assignment of Cost to Terms), Myq,¢, LABS, and CRITERION =
fewest gates, develop an association list affiliating a term with a cost. Each cost is paired
with the label in LABS which denotes a corresponding PI in M,,,.. Call the resulting list
LAB/COSTS.

Step 12. Using Procedure 6.11 (Reduction Rules - Set #1), the set IF of inclusion formulas, and
the cost list LAB/COSTS, apply rule reduction to the set IF. Procedure 6.11 returns a
revised set IF,,, of inclusion formulas, a set PSy,, of variables identified for use in F, and
a set Py carq of variables to discard.

1. Replace IF with IF,,,.
2. Replace PS to PSp.y-

3. Replace Py cqrqd with Piiscara.
Step 13. For each variable in PS:

1. Determine the associated term in Mpa,e-
2. For the term equal to Mj,,, in My, fill the Z-part of the associated term in Mgy with
uncomplemented literals z, for each k = 1,2,...,m for which no literal z, appears.

Step 14. For each variable in Py cqrad:

1. Determine the associated term in Mj,,,.

2. For the term equal to My,,. in My, fill the Z-part of the associated term in M, with
complemented literals z; for each k = 1,2,...,m for which no literal z; appears.

3. If the term in M,y then contains a Z-part of the form z{z;-.-2,, i.e., all Z-variables
appear and each is in complemented form, delete the term from M,y

Step 135.
o If IF = 0, then a vector F of formulas has been developed. Continue to Step 186.
e Otherwise, a search process must be used to complete F. Skip to Step 17.

Step 16. For j =1,2,...,m, form Fj:

1. Fxamine each term ¢(X, Z) in May to determine if the literal z; appears in the term.
o If z; appears in (X, Z), then place the X-;-art u(X) in Fj.
e Otherwise, do not place u(X) in Fj.

2. After each term in M,; has been examined, form ABS(F;).

After each formula ABS(F;) has been formed, the development of F is complete. Return F.
Step 17.

1. Return the current inclusion formulas IF, Mya,., and Mgy
2. Also return LAB/COSTS and LABS for use in the search process.
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Algorithm Using Base #2. The algorithm for forming a minimal F which uses a set
of useful, conditionally-eliminable PIs which cover the functions §. We summarize the algorithm

as follows:

1. derive a 1-normal form specification ¢(X, Z) = 1, if not already formed;
2. form a general solution of ¢(X, Z) = 1 for Z to develop a set of intervals such as (10.53);

3. form the set of all multiple-output prime implicants and recurrent prime implicants of the
upper-bound functions h;

4. use Procedure 7.5 to develop a base for (g, h] consisting of useful, conditionally-eliminable Pls
which cover the functions g;

5. use Procedure 7.6 develop multiple-output inclusion formulas representing coverage of the
terms of the base by the Pls;

6. use Reduction Rule Set #2 to reduce the inclusion formulas—identifying PIs to include in
formulas in F as well as to discard from consideration; and

7. use a search process to determine the remaining Pls to include in formulas in F.

The first six steps of the foregoing process are implemented by Algorithm 10.6. The search process

was introduced in Chapter 9.

Algorithm 10.6 (Algorithm #2 - Recurrent Designs): Given a 1-normal form specification
#(X,Z) = 1 and a Z-variable sequence Z. 4,r, @ minimal vector F of formulas which represent
functions f(X) belonging to the intervals [g(X), h(X)] developed from ¢(X, Z) = 1 is generated in
the following manner: -

Step 0.

1. Initialize a partial sum PS = @.

2. Initialise a variable Pi,.004 = 0.

1. Using Procedure 4.2 (Subsumptive General Solution - Extended Range) and Z.r4,r,
develop a general solution of ¢(X,Z) = 1 for 2.

2. For each j = 1,2,...,m, develop a simplified formula G; to represent g;(X, Z) using
Procedure 2.15 (Simplification).

Step 2. Using Procedure 7.1 (Formation of (X, Z)), develop a formula (X, Z) which will be
used to form the set of all multiple-output prime implicants.
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Step 3.

1. Develop BCF(®4(X, Z)) using Procedure 2.20 (Blake canonical form).
2. Delete the term 2125 -- -2/, in BCF($u(X, Z)).
3. The formula which results after substeps 1 and 2 is M,;.

Step 4.

1. Using Procedure 10.1 (Recurrent Prime Implicants), the vector H(X,Z) of formulas,
and Z,4,r, derive the formula M,,.. M,,. represents the set of all recurrent prime
implicants.

2. Append M,,. to M,y to form the combined set of prime implicants.

3. For all terms in each G;(X, Z), replace each variable z; with the corresponding variable
Y-

Step 5. Using Procedure 7.2 (Useless MOPIs), the set g of functions, and Mg, datermine the

useless Pls with respect to each interval [g;, h;]. The set M, is revised by Procedure 7.2 to
denote the useless Pls.

Step 6. Using Procedure 7.3 (Essential MOPIs), the set {g1,93,...,9m}, and My, determine the
set of essential Pls with respect to each interval [g;, h;].
1. The set M, is revised by Procedure 7.3 to denote the essential Pls.
2. Replace the set {g1,93,...,9m} of functions with the set § = {g1,§a,...,Gm} returned
by Procedure 7.3.

Step 7. Using Procedure 7.4 (Inessential MOPIs and Formation of §), the set § of functions, and
My, determine the set of inessential Pls with respect to each interval {g;, h;].

1. The set M, is revised by Procedure 7.4 to denote the inessential Pls.
2. Replace the set § of functions with the set § = {§1,§a,...,dm} returned by Procedure 7.4.

Step 8.

1. Develop a set M., which consists of terms in Myt which have a Z-part in which at least
one Z-variable z; does not appear in either complemented or uncomplemented form.
M., corresponds to Pls which are conditionally eliminable with respect to at least one
interval [g;, h;).

2. Using Procedure 7.5 (Base #2 - CE MOPIs Covering §), M,,, and §, develop a set M,,,,
which consists of Pls which are sufficient to cover the terms in the formulas representing

~

§
Step 3. Form a set LABS = {P;,..., P} of labels which will be used to denote the PIs in
MOPI,,.

Step 10. Initialise 7F = 0. Then, for each term in Mjq,,:

1. Remove the Z-part from the term to form p;.

2. Using Procedure 7.6 (Formation of a Multiple-Output Inclusion Formula), the MOPI p;,
the set M,,, the set LABS associated with terms in M,,, and the set § of functions,
develop an inclusion formula I F; denoting the coverage of p; by conditionally-eliminable
Pls of each of the intervals [g;, h;] for which p; may be use to form F;.
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The set IF contains the inclusion formulas IF; developed for each term in Mj,,,.

Step 11. Using Procedure 6.4 (Assignment of Cost to Terms), Mya,., LABS, and CRITERION =
fewest gates, develop an association list affiliating a term with a cost. Each cost is paired
with the label in LABS which denotes a corresponding PI in M,,. Call the resulting list
LAB/COSTS

Step 12. Using Procedure 6.14 (Reduction Rules - Set #2), the set I'F of inclusion formulas, and
the cost list LAB/COSTS, apply rule reduction to the set IF. Procedure 6.14 returns a
reviset_i_ set IF,,, of inclusion formulas, a set PSp,, of variables identified for use in F, and
a set Py,carq of variables to discard.

1. Replace IF with IF,,,.
2. Replace PS to PSy.u-
3. Replace Pyscard With ﬁdiucrd'

Step 13. For each variable in PS:

1. Determine the associated term in M,,.
2. For the term equal to M., in M, fill the Z-part of the associated term in My, with
uncomplemented literals z, for each k = 1,2,...,m for which no literal z{ appears.

Step 14. For each variable in Py;,cqr4:

1. Determine the associated term in M,,.

2. For the term equal to M., in M,, fill the Z-part of the associated term in M, with
complemented literals z| for each k = 1,2, ..., m for which no literal z; appears.

3. If the term in M,y then contains a Z-part of the form z{2;.--2/,, i.e., all Z-variables
appear and each is in complemented form, delete the term from M.

Step 15.

o If IF =@, then a vector F of formulas has been developed. Continue to Step 16.

e Otherwise, a search process must be used to complete F. Skip to Step 17.
Step 18. For j =1,2,...,m, form F;:

1. Examine each term (X, Z) in M,y to determine if the literal z; appears in the term.
e If 2; appears in t(X, Z), then place the X-part u(X) in F;.
e Otherwise, do not place u(X) in Fj.

2. After each term in M, has been examined, form ABS(F;).

After each formula ABS(F;) has been formed, the development of F is complete. Return F.
Step 17.

1. Return the current inclusion formulas I F, M,,, and M,;.
2. Also return LAB/COSTS and LABS for use in the search process.
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Summary of Recurrent Approach. Given a specification ¢(X,Z) = 1 and a sequence
Zorder of Z-variables, Algorithms 10.5 and 10.6 produce designs which are minimal for the sequence
Zorder of variables. However, the designs are approximate-minimal with respect to the possible
designs for all possible orderings of the Z-variables. The differences between the algorithms in this

chapter and those found in Chapter 7 are that

1. a subsumptive general solution of ¢(X, Z) = 1 is formed rather than a non-recurrent general
solution, and

2. a set of recurrent prime implicants is developed and used in addition to the multiple-output
prime implicants.
Since we use the RPIs in addition to the MOPIs, the resulting designs are no worse than what

would be developed using the algorithms presented in Chapter 7.

The advantage of using a recurrent method rather than a conventional approach is that the

resulting designs generally cost less. There are several disadvantages of the recurrent approach:

1. The delay is typically increased for outputs formed using other output nodes.

2. The addition of the RPIs to the MOPIs increases the memory requirements of the design
algorithm.

3. The addition of the RPIs to the MOPIs causes many MOPIs which would be essential using a
conventional approach no longer to be essential. Thus, the partitioning of the prime implicants
does not initially identify as many Pls to contain in F, and more Pls are then classified as
conditionally-eliminable rather than essential.

The resulting designs are similar to those produced using a method developed by Brown (Brown 90)
and refined by Knutson (Knuts 90). However, in their approach a subsumptive general solution of
#(X,Z) = 1 is not formed. In addition, they only use the prime implicants of the upper bound
formulas H;(X, Z)—a subset of which is our RPls—rather than MOPIs. Moreover, their method
is based on developing sub-minimal formulas to represents functions f;(X,Z) belonging to the

interval {g;(X, Z), h;(X, Z)] rather than considering each prime implicant individually to develop

a formula which is minimal with respect to the sequence of Z-variables.
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Summary

In the two sections of this chapter, we presented methods in which we construct designs
which cannot be developed using a conventional approach to the design problem. In our approach
to solving Ledley’s problems, we demonstrate the utility of the 1-normal form and the equation-
solving approach in the design process. Whereas Ledley only presented ad hoc techniques for solving
the problems that he proposed, our methodology yields minimal solutions for all three problems.
In the second part of this chapter, we again demonstrated the utility of the 1-normal form and
the equation-solving approach in a method for developing recurrent circuits. In recurrent circuits,

circuit outputs may be constructed using other output nodes as well as input nodes.

The following methods are unique in this chapter:

e We introduced a methodology using the 1-normal form and Boolean equation-solving ap-
proach for solving Ledley’s problems in which least-cost designs are produced.

o We presented algorithms for developing recurrent circuits based on the formation of a sub-
sumptive general solution of a specification ¢(X, Z) = 1. The resulting designs are minimal
with respect to a sequence Z,, 4., and approximate-minimal with respect to all possible se-
quences of Z-variables.
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XI. Conclusions and Recommendations

In this chapter, we present a summary of the work. Conclusions are stated regarding the
utility of the resulting methods. In addition, we summarize the key contributions of this effort.

Finally, suggestions for further research are given.

Summary

Our goal at the outset of this work was to develop new, theoretically-sound algorithms for
producing minimal or near-minimal circuit designs. We endeavored to produce techniques which
integrate the concepts of Boolean reasoning and informed search in the minimization process. In
an effort to accomplish this goal, a seven-step methodology was developed on which to base new

algorithms. We review the steps of this methodology in turn.

In the first step, a 1-normal form ¢(X, Z) = 1 is derived which serves as the circuit specifica-
tion. A l-normal form is useful because it is easy to develop from traditional specification formats
and can specify behavior that the traditional formats cannot indicate. Formulas F which represent
functions f(X) in a particular solution Z = f(X) of ¢(X, Z) = 1 correspond to circuit designs.
The use of the 1-normal form—in conjunction with the use of Boolean equation solving—facilitates

the alternative minimisation techniques discussed in Chapter 10.

A general solution of ¢(X,Z) = 1 for Z is developed in the second step of our methodology.
If ¢(X,Z) = 1 is a tabular specification, then a general solution of ¢(X,Z) = 1 for Z may be

represented by a system of the form

ai(X) < zn £ Bi(X)
ai(X) < z2 £ Bi(X)
a3(X) < z3 < Ba(X) (1L.1)
am(X) < zm £ Bm(X).
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A general solution such as (11.1) was used in the techniques presented in Chapter 7 to develop
a particular solution Z = f(X). In the section on recurrent designs presented in Chapter 10, a

recurrent general solution of the form

a)(X) € z1 < B(X)
a3(X,21) € 23 < Ba(X, 1) (11.2)
a3(X,21,23) £ 23 < Ba(X,21,23)

IA

am(X,21,...,2m-1) < 2zm Bm(X, 21,1 2m-1).

was used in the development of a circuit. A recurrent solution Z = f(X,Z) for ¢(X,Z) = 1
is developed which corresponds to a recurrent design. System (11.2) is the most general way of
depicting a general solution. It is particularly useful, because it can be used in the development of

a design with a non-tabular specification ¢(X,2) = 1.

A vector F of a minimal design consists of prime implicants of the functions in § which cover
the functions in a. In the third step of our methodology, the set P of all prime implicants of § is
developed. After P is formed, the set is partitioned into essential, inessential, and conditionally-
eliminable categories. Inessential prime implicants may be deleted from consideration since they
never appear in minimal formulas consisting of prime implicants; essential prime implicants must
appear in F. Hence, the minimization effort is focused on the selection of conditionally-eliminable
prime implicants (CEPIs) to constitute formulas in F. Subsets of the CEPIs are used to form a
base in the fourth step of our method. Prime implicants are used as a base to facilitate the use of

reduction rules in the sixth step of our method.

The development of inclusion formulas, e.g., P, 4+ P, P3, which represent the coverage of the
terms of the base by CEPIs of § is the fifth step of our method. An equation-based approach based
on the Boolean reasoning concepts of reduction and elimination is used to construct the inclusion

formulas. This theoretical foundation allows the use of constraints, which are equations of the
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form Cj(X) = 0 which constrain the values of the X-variables. Constraints are constructed using
knowledge of the essential prime implicants and don’t-care set of a function. The use of constraints
reduces the number of computations in the elimination process. Moreover, the resulting inclusion
formulas comprise fewer terms and literals, because each formula developed then only represents
the portion of the corresponding term covered by the prime implicants which is not part of the

don’t-care set or is not covered by essential prime implicants.

After an inclusion formula is developed for each term of the base, reduction rules are applied
in our sixth step to identify prime implicants which constitute formulas in F as well as those to
discard from consideration. Reduction rules are based conceptually on the ideas of domination as
used to reduce prime implicant tables. The reduction rules are so called because in the course of
identifying prime implicants to use or delete, the inclusion formulas are reduced with respect to
contained terms and literals. In many cases, the formulas in ¥ may be completely formed after
the application of reduction rules. In other cases, a search process must be used to determine the

remaining set of prime implicants. The search process is the last step of our methodology.

In Chapter 9, we discussed five issues required for formulating a search process for a problem.
Each of these issues was addressed in constructing a search process. Of particular importance
is availability of strategies which provide the option of either developing a minimal solution—
possibly at large expense—or quickly constructing near or approximate-minimal solutions. At
the completion of the search process, a vector F of formulas is constructed which represents the

functions f in either system (11.1) or system (11.2) and corresponds to a two-level digital design.

Conclusions

Utility of Boolean Reasoning. Boolean reasoning provided a theoretical foundation that
was indispensable in the development of a new methodology for circuit minimization. This was

evident in several aspects of this work. The utility of Boolean reasoning was particularly important
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in the development of inclusion formulas which denote coverage of terms of the base by subsets
of the prime implicants of a function. Specifically, the idea of reducing iniormation to a single
equation allowed the use of constraints to reduce the number of computations required in the
process of developing inclusion formulas; it also reduced the complexi*; ui tke resulting formula
with respect to the number of contained terms and literals. The application of constraints in this

work was a natural outcome of viewing the design problem from a Boolean-reasoning perspective.

The reduction of information to a single equation was also important in the development of a
1-normal form specification ¢(X, Z) = 1. Using Boolean equation-solving techniques in conjunction
with the 1-normal form facilitated the development of methods to handle design problems as well
as unusual specifications in a manner not possible using conventional approaches. Two examples
in this dissertation of the utility of our approach are the development of recurrent designs and the

ability to formulate least-cost solutions for Ledley’s elementary design problems.

Design Trade-Offs. Two issues were used to guide the development of a set of algorithms
for solving the design problem. These issues concern the trade-offs that an engineer must make in

the course of the design process. They are

¢ number of computations versus memory usage, and

e minimality of the design versus speed at which we develop a design.

The first issue pertains to the classic time versus space dilemma; the second to the complexity of
the minimisation problem. For complex problems, both issues may have to be addressed by the
circuit designer. An important outcome of this dissertation is a set of techniques which allow a

circuit designer to make decisions regarding these two issues during the design process.

The number of computations required to solve a problem is often dependent on the memory
available. A fast technique, which performs few computations, may require much memory. On

the other hand, a method which requires less memory to solve the problem may perform a greater
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number of computations. An example of this trade-off in this dissertation was the use of smaller
bases in exchange for an increase in the amount of work that must be performed in the search
process. When a small base is used—hence, fewer inclusion formulas are developed and stored—
reduction rules cannot identify as many prime implicants to constitute F as when a larger base is
used. A search process must then be used to determine a greater percentage of the prime implicant
to constitute F than when a larger base is used. Thus, work is shifted to the search process. This
savings in memory requires an increase in the number of computations. The designer may select

the algorithm from our set which is suitable for the memory constraints of his hardware.

The choice between the minimality of the design versus speed at which a result is developed is
facilitated by the availability of different search strategies for use in the search process. A strategy
such as A*, which guarantees a least-cost result if an admissible heuristic function is used, will
generally take longer to produce a result than does an approximate-minimal strategy such as static
weighting. The concept in economics called the law of diminishing returns is especially pertinent
to the minimisation problem. A strategy which guarantees only near-minimal designs, possibly one
which is within one percent of a minimal solution, may take only a fraction of the time required
by a technique for constructing a guaranteed least-cost design. The difference between a minimal
and a near-minimal design, i.e., the last one percent of the result, is what may require a significant
effort. We thus provide a spectrum of search strategies to aliow a designer to determine the amount

of time that he feels should be devoted to the development of a design.

Assessment

The most important contribution of this dissertation is that it is the first coherent, uniform
attempt to systematically apply Boolean reasoning to the minimization problem. A methodology
is developed for circuit minimization which departs from the conventional approach. In algorithms

developed in this work, a circuit specification is reduced to a single equivalent Boolean equation
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¢(X,Z) =1 called a 1-normal form. It is shown that developing a particular solution Z = f(X) for
#(X,2Z) = 1 corresponds to constructing a two-level design which meets the specification. Thus,
forming a good solution for a Boolean equation corresponds directly to developing an economical
digital circuit. This approach has several advantages: a number of design problems which cannot
be handled using conventional methods are easily treated, atypical design specifications unusable
by conventional methods are dealt with in a uniform manner, and in some cases a single algorithm,

rather than a set of algorithms, suffices to solve a problem.

Of particular importance is the use of Boolean reasoning in the development of a technique for
producing formulas which denote the coverage of a function by subsets of a set of functions. In the
special case of all functions being terms, this formula is called an inclusion formula. An equation-
based approach which incorporates the concept of constraints is presented for the generation of
inclusion formulas. This approach provides a theoretically-sound foundation for the reason'ng
process employed to generate inclusion formulas, something that has been lacking in previous work.
The use of constraints reduces the number of computations involved in the process of generating
inclusion formulas; it also simplifies the resulting formula with respect to the number of contained

terms and literals.

The second contribution of this dissertation is the formulation of a search process in which
we could apply informed search. We introduce the use of informed search in circuit-minimization.
Significant aspects of the search process developed in this work are the formulation of heuristic
functions as well as strategies for the decomposition of the search process. The use of informed

search has not been widely employed thus far in circuit minimization.

A set of algorithms for minimizing logic circuits which incorporates the concepts of Boolean
reasoning and informed search is the third contribution of this work. The algorithms vary with
respect to memory and computational requirements, which allows a trade-off between memory

usage and the number of computations. For example, an algorithm which requires more memory
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will generally involve fewer computations. Hence, if the memory resources of a computer used
to impiement the algorithms are limited, then the algorithm which requires the least amount of
memory can be used to generate a design. Similarly, if a specification is highly complex, then an
algorithm which is8 memory-conserving may be used. We normally like to use an algorithm which
quickly produces a result; however, an algorithm which quickly generates a design generally is more

memory-intensive than a slower method.

Recommendations

The development of a method for solving a complex problem spawns many additional prob-
lems. Such is the case with this work. Moreover, we mentioned several issues which require further

attention.

We have provided a set of techniques which allow a circuit designer to make choices dur-
ing the design process. However, in providing these methods, we have not developed specific
guidelines which facilitate good choices. In an ideal situation, the “best” choices would be made
automatically—without human intervention—based on hardware resources and function complex-
ity. Although this may one day be possible, in the interim a set of specific guidelines should be
developed to guide the selection of algorithm and search strategy. An if-then-else set of rules seems

appropriate for this problem.

In the selection of search strategies to apply to this problem, we endeavored to propose one
strategy from each category of minimization, i.e., minimisation, near-minimization, and approximate-
minimisation. However, we have not performed enough experimentation and analysis to recommend
settings for pre-defined constants used in the various search strategies. Examples include overes-
timation factor ¢ and the anticipated search depth N in dynamic weighting, the beam width w
in bean search, and the weight W in static weighting. Experimentation and analysis should be

performed to determine “good” values for these constants.
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More study should be devoted to the use of induced partitions for problem decomposition
in the search process as suggested in Chapter 9. The feasibility of the suggested alternatives
should be investigated and integrated into the current search process to form an AND/OR search
process. One or more of the cut-set or graph-partitioning algorithms mentioned in the text should

be implemented for use in this problem.

In our presentation of the development of recurrent circuit designs, we left unaddressed the
issue of selecting a good sequence of Z-variables which will generally lead a design whose cost is
close to that of a least-cost design. Research should look into the existence of heuristics which may

be used to guide the choice of Z-orderings.

Lastly, the methodology presented in this work may be useful in developing techniques for
more elaborate digital design problems. Examples of such problems include the development of
sequential circuit designs, the construction of multi-level logic circuits, and the formation of designs
which meet non-tabular specifications. Of these problems, the utility of this approach may be most
useful for developing designs for non-tabular specifications—a problem which has received little

attention in the past.
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Appendix A. Existing Methods

This appendix includes background material on previous research efforts in two-level circuit
minimisation which are not addressed in the main body of the text. This appendix is not meant
to be all-inclusive; rather it presents a number of notable approaches for solving the problem. In
addition to the techniques for two-level minimisation, a method for developing recurrent circuits
different from the technique described in Chapter 10 is described. It is assumed that the reader is

familiar with terminology defined in the text.

Early Methods

Early methods developed for circuit optimigation primarily were oriented towards minimiza-
tion of single-output circuits. Several early techniques include simplification using Boolean axioms

and theorems, map-based approaches, and the Quine-McCluskey method.

Boolean Simplification. One of the advantages of digital circuits is that they may be de-
scribed mathematically by Boolean functions! of the two-element Boolean algebra, B; = {0,1}.
Since digital circuits often are called switching circuits, the two-element Boolean algebra is called
switching algebra. Boolean functions in the switching algebra are called switching funclions. Addi-
tionally, the terms switching and logic often are used interchangeably. (Nagle 75:76) The nodes of
a circuit are depicted by Boolean variables; the gates of a circuit are modeled by Boolean operators.
Every Boolean formula which represents a switching function has a corresponding switching circuit
implementation and vice versa. A conjunction corresponds to an AND gate; a disjunction corre-
sponds to an OR gate; and a complement is implemented by an inverter. The output of a switching

circuit for a particular input combination is the same as the value of the corresponding switching

It is assumed that the reader understands the basic terminology of Boolean algebra. See Chapter 2 for a
discussion of the basics of Boolean algebra.
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function given the same assignment of values to its variables. An example of a sum-of-products

formula which represents a three-variable switching function, f : B3 — By, is

z'z + z'yz' + zy + zyz. (A1)

The corresponding circuit for this formula is given in Figure A.1. Each term of the formula is
implemented by an AND gate. The disjunction of the terms of the formula corresponds to the
combination of the outputs of the AND gates with an OR gate. Because only two gates must be
traversed between the circuit inputs and the circuit output, this circuit it is called a two-level or
two-stage logic circuit; specifically, it is an AND-OR circuit. The AND gates form the first level;
the OR gate forms the second level. The inverters are not said to form a level, because often the
input signals and their complements are both available, eliminating the need for inverters. Other
two-level logic circuits are NAND-NAND and NOR-NOR circuits. The number of levels of a circuit
is defined as the maximum number of gates that must be traversed between the circuit inputs and
circuit outputs, less inverters required to complement the input signals. In general, any circuit

which has more than two levels is called a multi-level or multi-stage circuit.

Often when designing a circuit it is necessary to list the output values of the circuit for given
combinations of input values. Such values are defined in a table called a truth table. Switching
functions are also defined by a truth table. Switching circuits and their curresponding switching
functions have the same truth table. A truth table for the circuit of Figure A.1 is shown in

Table A.1.

A switching circuit may be implemented by different combinations of components and still
behave the same. Likewise, .1 given switching function can be represented by a variety of formulas.
In either case, the number of realizations is actually infinite. Different formulas which represent

the same function are called equivalent formulas; different switching circuits which realize the same
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Figure A.1. Circuit Implementation of 2’z + z'y2’ + zy + zyz
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Table A.1. Truth Table for z'z + z'yz’ + zy + zyz
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function are called equivalent circuits. One of the first techniques developed to minimize a switching
circuit was to take the corresponding Boolean formula and use the axioms and theorems of Boolean
algebra to produce a simpler equivalent formula. A simpler formula maps into a simpler switching

circuit; however, the function remains the same.

A simplification of expression (A.1) using the axioms and theorems of Boolean algebra is

given below.

1. Terms three and four of (A.1) are used to form a new term using consensus (2.32):

z'z+ 2'yz' +zy + zyz + zz. (A.2)

2. Term four of (A.2) is eliminated due to absorption (2.25) with respect to term five:

'z +2'yz +zy +z2. (A.3)

3. Terms one and four of (A.3) form a consensus term:

z+2'y2 vy + 224 2. (A4)

4. Term five of (A.4) absorbs terms one and four. The resulting formula is:
z'yz’ +zy + 2. (A.5)
5. Term three of (A.5) forms a consensus with term one:
'y +zy +z2+2'y. (A.6)

6. Finally, term four of (A.6) absorbs term one:

zy' +z+ 2'y. (A.7)

Once formula (A.7) is developed, a minimised equivalent to the circuit of Figure A.1 may be
implemented. This circuit is shown in Figure A.2. The optimized circuit requires two fewer AND
gates and one less inverter than the original circuit; additionally, a three-input OR gate is required

versus a four-input gate. Hence, there is a substantial decrease in required hardware.
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Figure A.2. Circuit Implementation of z'y + zy/ + z

Map-Based Approaches. Minimization using the axioms and theorems of Boolean algebra
is difficult for all but the smallest circuits due to the fact that there are no methods to guide the
choice of rule to be applied at each step of the process, i.e., it is an ad hoc technique (Mano 79:72).
Hence, other approaches have been developed to perform minimization in a more simplified manner.
Map-based approaches consist of graphical techniques used to manually construct simplified sum-
of-products formulas to represent two-level switching functions. A method found in most digital
logic textbooks is the use of a graphical technique called the Karnaugh map. For a more detailed
explanation of the use of Karnaugh maps see (Johns 87), (Mano 79), or (Nagle 75). Other graphical
approaches include Marquand diagrams and Svoboda grids; see (Svobo 79) or (Klir 72) for an
explanation of these methods. The difficulty with map-based techniques is that they are unwieldy
for functions of greater than five or six variables. Additionally, these methods do not guarantee
that a minimal formula will be derived. Hence, the use of map-based approaches is confined to

relatively simple functions.

Quine-McCluskey Method. Quine (Quine 52, Quine 55) was interested in developing
minimal representations for logical expressions. In studying this problem, he developed the substan-
tial part of what is now called the Quine-McCluskey method for logic minimization. McCluskey’s

(McClu 56) contribution stems from simplifying the bookkeeping entailed using Quine’s approach.
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The Quine-McCluskey method is a tabular approach to deriving a minimal sum-of-products formula

to represent a two-level switching function.

The first step of the technique is to develop the Blake canonical form for a function, i.e., the set
of all prime implicants of a function. The determination of a minimal collection of prime implicants
required to implement the function is the second step of the Quine-McCluskey method. Using the
set of prime implicants, a prime implicant table (discussed in Chapter 6) is constructed which
denotes the coverage by the prime implicants of the minterms of the function. The identification of
essential prime implicants, and row and column domination are used to reduce the table. Finally, a
covering problem? is performed using the reduced table to determine a minimal collection of prime

implicants required to cover all of the minterms.

Different metrics of cost can be used to guide the solution of the covering problem. One
measure of cost, stated by Quine, is to choose a collection of prime implicants which minimizges the
total number of literals. On the other hand, McCluskey stated that the choice of prime implicants
should be made first to reduce the number of prime implicants to the least number. He called
such a collection of PIs a minimum sum. Several minimum sums may exist; the selection of one
minimum sum is based on the minimum sum which contains the least number of literals. Differing
from Quine, McCluskey states that the choice of a minimal collection of prime implicants “is not
necessarily the expression containing the fewest total literals” (McClu 56:1419). Nevertheless, the

choice of the cost measure may differ based on the intended circuit implementation.

The primary benefit of the Quine-McCluskey method is that it is a systematic method for
logic minimisation. Since the method is systematic, it is easily automated. The method does
not depend on a designer’s ability use the axioms and theorems of Boolean algebra to produce
a simplified formula. Likewise, the intuition required to use a map-based method to produce a

minimal formula is not required using the Quine-McCluskey method. Additionally, the Quine-

2This problem is a variation of the well-known set covering problem (Murog 79:168).




McCluskey method can be used for functions with a larger number of variables than map-based

methods. (Nagle 75:141)

Algebraic Techniques for Minimization

Importance of Two-Level Minimization. With the advent of LSI and VLSI in the mid to
late 1970s, minimisation of two-level circuits became a vigorous area of research. Two-level circuits
are practical in LSI/VLSI due to ease of implementation in the form of Programmable Logic Arrays

(PLAs). There are a number of advantages of PLA-based implementations (Newto 86:33):

1. It is easy to implement a function in PLA form with a low probability of error. There is a
one-to-one correspondence between a symbolic representation of a PLA using 0s and 1s and
the physical layout of the function.

2. Computer-aided design (CAD) tools have made it easy to automatically layout PLAs.

3. It is easy to change a PLA once it has been constructed. Often, all that is entailed is to
disconnect or connect a transistor.

A PLA is a grid where each input column of the grid is a literal, complemented or uncom-
plemented, each output column is a function output, and each row is a term of a sum-of-products
formula. Since each possible literal is available for every term, the object of PLA-based minimiza-
tion is strictly to reduce the number of product terms of a formula. By reducing the number of
terms, the number of rows of PLA is proportionately decreased. A depiction of a PLA is given in
Figure A.3. In this example, a three-variable multiple-output?® function is implemented. A dot at
the intersection of two lines corresponds to a connection. Note that term z;z; is shared between

two circuit outputs.

3In PLA optimisation, several single-output functions may be implemented; however, a set of single-output
functions is treated as a single multiple-output function. This facilitates the sharing of terms between different
functions.
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Figure A.3. Depiction of a Programmable Logic Array

Approach of Algebraic Methods. A common methodology is followed in virtually all
algebraic methods for developing a minimal SOP formula to represent a function f in an interval

[9, ). These steps are:

1. form the set of prime implicants of A;
2. develop a base for [g, hj;

3. develop inclusion formulas representing coverage of the terms of the base by prime implicants
of h; and

4. form the product of the inclusion formulas.

The primary differences among algebraic methods are the form of the base for [g, h] and the method
for developing inclusion formulas which denote coverage of the terms of the base by subsets of the

prime implicants of h.

A key problem in minimization theory is to devise a base for [g, h] and a corresponding
method for forming inclusion formulas that is efficient. A number of bases have been used over the
years. Petrick (Petri 56) used the minterm canonical form of a function. The Blake canonical form

of a function was used in (Ghasa 57), (Mott 60), (Gaine 64), and (Tison 67). Chang and Mott
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(Chang 65) employed an irredundant disjunctive form of a function as a base. Reusch (Reusc 75)
showed that any disjunctive form which represents a function may be used as a base. A subset
of the minterm canonical form of a function called the abridged minterm base was devised by
Cutler (Cutle 80). Hong used a subset of the abridged minterm base that he called the “epi-
eliminated” minterm base (Hong 91); the epi-eliminated minterm base contains only the minterms
of the abridged minterm base which are not covered by essential prime implicants of the function.
We surveyed a number of these techniques in Chapter 5. In addition, Cutler’s approach and the

significance of Gaines’s contributions were discussed in Chapter 6.

One shortcoming of virtually all of these methods is that a specific technique must be ap-
plied to a specific design problem. For example, Cutler (Cutle 80) presented four different algo-
rithms to handle the different combinations of single- and multiple-output circuits, completely- and

incompletely-specified specifications.

Heuristic Techniques for PLA Synthesis

General Concepts. Many of the early methods for logic minimization, such as the Quine-
McCluskey method, can be applied to PLA minimization. However, the number of inputs and
outputs characteristic of functions to be implemented in VLSI, and the resulting number of prime
implicants and minterms, makes their use prohibitive (Brayt 84:9). Hence, heuristic techniques have
been developed to handle the PLA.based minimization problem which do not require generation of
function minterms or prime implicants. Heuristic techniques for PLA synthesis are characterized
by mechanisms for the expansion of function implicants and removal from consideration of other
implicants covered by newly expanded implicants (Brayt 84:10). Typically, as an implicant is
expanded other implicants are reduced correspondingly in what can be viewed as a “molding”

process. Implicants are reduced incrementally by the expansion of other implicants until they are
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covered completely and then removed from consideration. The result is a near-minimal number of

implicaats which cover all of the output functions.

In PLA minimisation, use is made of the concept of cellular n-cubes (Prath 67:125-128).
Using cellular n-cubes an n-variable Boolean function may be plotted on an n-dimensional cube.
Each vertex of the n-dimensional cube, or n-cube, corresponds to a minterm of the function.
Vertices may be grouped together if they are adjacent to form implicants of the function; vertices
are called adjacent when they are connected by arcs. Groupings which are as large as possible
depict prime implicants. Multiple-output functions are represented by a set of cubes in which each
cube corresponds to an output of the function. Groupings may be formed between various cubes
to indicate the sharing of implicants among output functions. Figure A.4 depicts a 3-cube for
the three-variable function f(z,y,z) = ¥ + zz. Points at five of the vertices of the cube denote
the minterms of the function. The vertices are labeled according to their zyz coordinate, a one
indicating an uncomplemented literal, a zero a complemented literal. The grouping of vertices 001
and 101 forms the implicant /z. The grouping of vertices 101 and 111, and vertices 000, 001, 100,

and 101 form the prime implicants zz and Y/, respectively.

111
011

001
101

010 110
| V7

000 100
>

Figure A.4. Boolean 3-cube for f(z,y,2) =y + 2=
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An example of the molding process of PLA minimization is given in Figures A.5 and A.6.

Figure A.5 is an initial multiple-output function f(z,y, z), in which

b i(flsf)): and
e filz.v,z) =2V +Vz+2'y+zyz +2'yz,
o fa(z,y,2) = z¢/2' + 2'yz + zz.

A heuristic techniqu= may produce a result as shown in Figure A.6 where

L4 fl(Z,y-z) =z'+ 23/, and
* fa(z,y,2) = 2y + yz.

The number of terms is reduced from a total of six to three where the term zy’ is shared between
the two outputs in the result {two terms are shared between the outputs in the initial function).
Cf significance is the fact that fi(z,y, z) could be represented by a simpler formula, i.e., 2’ + v/;

however, this would prohibit the sharing of term zy’ resulting in a net increase in the number of

terms.
011 f1 - 011 f2 111
AN
F
001 ( . 001
101 101
010 110 010 110

e

000 100 000 ( 100

(¢

Figure A.5. Multiple-Output Function Prior to PLA Minimization
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Figure A.6. Multiple-Output Function After PLA Minimization

Simultaneous Identification and Extraction of Implicants. Due to the potentially
large number of prime implicants for a logic function, research in the 1970s focused on techniques
which did not require the generation of all of the prime implicants of a function. These tech-
niques are characterized by the simultaneous identification and extraction of function implicants.
(Rhyne 77) and (Areva 78) describe methods which fit into this category to generate near-minimal

two-level circuits.

Rhyne’s method (Rhyne 77) requires the initial generation and partitioning of all of the
minterms of the function to be minimized. Minterms are then partitioned into the on-set, off-set,
and don’t-care set.* After partitioning of the minterms, one minterm of the on-set is chosen : nd
expanded until all of the prime implicants which cover the minterm are generated. By expansion,
we mean that minterms are combined using consensus and absorption to form a prime implicant
which covers the minterms used to create it. For example, given a three-variable Boolean function
for which tl;e on-set consists only of zyz and zyz’ and further suppose that minterm zyz is chosen
for expansion. During expansion, minterm zyz is combined with zyz’ to form a new term zy using

consensus. This new term absorbs the original minterms forming a prime implicant of the original

‘Rhyne actually calls minterms which belong to the on-set true forms, those that belong to the off-set false forma,
and those that belong to the don't care set redundancies. The terminology used here is more common.
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function. For non-trivial examples, a minterm selected for expansion will be used to generate a
set of Pls, i.e., all of the PIs which cover it. However, only one prime implicant is selected for
use. Then all minterms which are covered by the newly-formed prime implicant are removed from
consideration. Another minterm is selected and expanded until prime and minterms covered by
the next prime implicant selected are removed. The process continues until all minterms in the
on-set are covered by Pls. Mechanisms are developed to quickly identify essential PIs. Although
the original method could only handle single-output circuits, Rhyne’s procedure has been updated

to handle multiple-output circuits (Perki 88).

The primary difference between Arevalo’s method (Areva 78) and Rhyne’s is that only a
subset of the prime implicants is generated for each minterm to be expanded. Additionally, only
the on-set and don’t care-set of minterms are generated and stored. The technique produces
irredundant formulas to represent a single-output functions. Reduced formulas—not necessarily
irredundant-are generated for multiple-output functions. For multiple-output functions, product
functions are formed from multiplying each of the single output functions together. When producing
formulas for the multiple-output case, resulting terms may be prime implicants of one of the product
functions rather than Pls of individual functions (Areva 78:1032). This technique is faster than

Rhyne’s, but does not produce as good results (Brayt 84:9).

MINI, PRESTO, and ESPRESSO-II. In the 1970s a variety of heuristic techniques
were developed to bandle PLA-based multiple-input, multiple-output circuit minimization. Notable

examples include MINI, PRESTO, and ESPRESSO-II.

MINI (Hong 74:443) was developed by researchers at IBM to solve the PLA minimization
problem. MINI begins by assigning an equal weight to each function implicant. An initial SOP
formula is generated, followed by iterative improvement of the solution. MINI uses a three-step

process to perform minimization:
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1. Each implicant is reduced to the smallest possible size with respect to the number of minterms
covered.

2. Implicants are examined in pairs to see if they can by reshaped by reducing one while enlarging
the other by the same set of minterms.

3. Each implicant is enlarged to its maximal size with respect to covered minterms and other
implicants that are then covered are removed.

The three steps are iterated until no further reduction can be obtained in the size of the solution.
The order in which implicants are reduced, reshaped, etc. affects the outcome of the procedure. An
advantage of MINI is that all of the minterms of a function do not have to be generated. However,
the generation of the complement of a function is required to check if the expansion of an implicant
changes the coverage of a function—if a newly expanded implicant intersected with the function
complement is null, then coverage is maintained. MINI produces a near-minimal set of implicants,
but not necessarily prime implicants, to represent both binary and multi-valued multiple-output

functions.

PRESTO, a minimiser developed by Antonin Svoboda, differs somewhat from the MINI
approach (Brown 81). In PRESTO, implicants are expanded while implicants covered by the
newly-expanded implicants are removed. A final step in PRESTO guarantees that an irredundant
cover is generated; however, the cover may include non-prime implicants. Different than MINI,
PRESTO does not generate the complement of the input function. Consequently, the expansion
process requires a check on whether all minterms covered by the expanded implicant are covered

by some other implicant of the cover (Brayt 84:10-11).

After studying the MINI and PRESTO algorithms, researchers developed improved tech-
niques which led to the development of the ESPRESSO-I and ESPRESSO-II procedures for PLA
minimisation. The original ESPRESSO-I program was developed as an implementation of the MINI
and PRESTO algorithms with switches for controlling the sequence of actions in the program. This
allowed experimentation to determine the strengths and weaknesses of each program. Based on the

experiments, the authors of the program made two basic conclusions:
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e The technique of computing a complement of a function (MINI) was superior to the PRESTO
method for checking minterm coverage, and

o Iteration as used by MINI gave a good enough improvement of designs to justify the additional
computation. (Brayt 84:11-12)

These conclusions were used to guide the development of the ESPRESSO-I method.

The authors of the ESPRESSO-I program developed improved procedures, many based on
Boole’s Expansion Theorem, which increased the efficiency of the program. The result of their

efforts was the ESPRESSO-II program. The goals of the authors of ESPRESSO-II were:

1. To solve logic minimisation problems with limited computing resources, and

2. To attain results close to a global optimum. (Brayt 84:12)

The sequence of operations in ESPRESSO-II consists of the following:

. Compute the complement of the function (off-set) in addition to the don’t-care set.
. Expand each implicant into a prime implicant and remove covered implicants.

. Extract the essential prime implicants and put them into the don’t-care set.

. Find an irredundant cover.

. Reduce each implicant to 2 minimum essential implicant.

. Iterate expansion, irredundant cover, and reduction until no more improvement occurs.

N5 O O bW N

. Expand, find an irredundant cover, and reduce a final time using a different strategy. If the
function can be reduce further, try it again.

8. Include the essential Pls in the cover and make the PLA as sparse as possible. (Brayt 84:12-

13)

The ESPRESSO-II algorithm produces an irredundant, prime cover for a PLA-based im-
plementation of a multiple-input, multiple-output circuit. On actual circuits, the authors state
that the program produces results which are near-minimal if not a minimal representation of a
circuit. Results have been compared to an implementation of the Quine-McCluskey algorithm.

However, whereas ESPRESSO-II attained results which were near minimal, the CPU time used

532




by the Quine-McCluskey method was 10-100 times larger than ESPRESSO-II for large problems

(Brayt 84:156).

The ESPRESSO-II algorithm has bzen implemented and extended in a number of ways.
The ESPRESSO-IIC version is a version coded in the C language which is part of the Berkeley
VLSI CAD tool environment. ESPRESSO-MYV is a version of ESPRESSO designed for use on
multi-valued logic. ESPRESSO-MLT extends ESPRESSO to multi-level logic minimization. The
techniques contained in ESPRESSO-II are described in a book written by the program developers

called Logic Minimization Algorithms for VLSI Synthesis (Brayt 84).

Other Methods. Recent work has been performed to further improve PLA minimisation
techniques. Malik and others have developed a modification for ESPRESSO which does not require
the generation of the full off-set (complement) of a function; this algorithm is good for functions
where the on-set of a function is small but the off-set is very large (Malik 88). Biswas, et al.,
have developed several PLA minimization algorithms (Biswa 84, Biswa 86, Gurun 87, Gurun 89).
Their latest method includes techniques for fast determination of essential prime implicants without
generating all of the prime implicants of a function and does not require generation of a function
complement or all of the prime implicants of a function. Finally, PALMINI (Nguye 87) is used
to develop minimal solutions without generating all prime implicants through the solution of a

graph-coloring problem.

Exact Minimization Methods

Two notable algorithms used to develop minimal two-level designs are the ESPRESSO-
EXACT algorithm (Rudel 89, Rudel 86) and McBOOLE (Dagen 86). Both techniques perform
the same steps as the Quine-McCluskey method: the generation of all prime implicants of a func-
tion and the selection of a minimal set of prime implicants to cover the function. However, the

means by which these steps are performed are much different.
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McBOOLE uses graph and partitioning techniques to find minimal covers. A directed graph
called a covering graph is used for determining the relationships among prime implicants of a
function. Techniques are provided for determining prime implicants to retain or discard based on
the covering graph of a function. Cycles in the graph preclude the selection of prime implicants to
retain and discard; a form of search is used to select prime implicants for instances in which cycles

appear in the graph. A graph-partitioning technique is uscd to decompose the problem.

The ESPRESSO-EXACT algorithm is theoretically similar to the ESPRESSO heuristic min-
imisation technique. Several of the operations used in ESPRESSO, a tautology-based algorithm in
particular, are extended for use in ESPRESSO-EXACT. ESPRESSO-EXACT includes techniques
for quickly detecting and eliminating from consideration essential prime implicants and selecting
a minirmum cover using the remaining prime implicants. A branch-and-bound search process is
used in the final step of constructing a minimal formula. A technique based on the formation of a
maximel independent set is used to control a search process to solve a covering problem involving

a reducd form of a prime implicant table.

Eoth McBOOLE and ESPRESSO-EXACT have proven useful in finding minimal solutions

for functions which have up to twenty inputs and twenty outputs and over 9000 prime implicants.

Recursive Realizations of Combinational Logic

A method for generating recursive realizations of combinational logic was developed by Brown
(Brown 90) and extended by Knutson (Knuts 90). The intent of this technique is to determine how
to recc: figure & design such that outputs are defined in terms of the inputs and other outputs
to reduce the circuit cost. One output must be defined solely in terms of the circuit inputs; the
next output is defined in terms of the inputs and the previously defined output, etc. This process

continues until all outputs are defined, hence, the phrase “recursive” in the name of the method.
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A pictorial description of this method is given in Figure A.7. Although the figure depicts that the

output 3; is the output which depends only on the inputs, this choice is arbitrary.
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To attain a recursive circuit realization, a two-step process is used.

Figure A.7. Recursive Realisations of Combinational Logic

In the first step, a

dependency analysis is performed for each output to determine minimal subsets of inputs and other

outputs that can be used to generate a given output; these sets are called minimal determining

subsets (MDS). Typically, various combinations of inputs and outputs may be used to generate an

output. Hence, a set of MDSs is developed for each output. Once the set of minimal determining

subsets is generated for each output, a sub-minimal formula is developed to represent the output

with respect to variables in each subset. A cost is then developed for the formula based on the

number of gate inputs required if the formula were to be used as the basis for a design.
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The initial specification, given by a system of equations, is reduced to a single Boolean
equation ¢(X, Z) = 1 which represents the circuit specification. Boolean reasoning is then used to
generate minimal determining subsets. After costs are associated with each of the MDSs associated
with each output, the second step of the procedure is performed. In this step, a branch-and-bound
search is performed to find the combination of MDSs to use to generate each output which produces

a least-cost circuit. As an example of this method, consider the specification

u=bc+bd+a'cd +a'tc'd
v=ad'cd+a'c'd
w=a+bc+bdd+b'd.
The cost, found by counting the number of gate inputs if the output is implemented in a two-level
AND-OR circuit, for this circuit is 34. This cost is determined by counting all literals (the inputs
to AND gates) and all terms of the formula (the input to OR gates). However, if a term consists
of a single literal, the literal is not counted with the other literals because it is input directly to an
OR gate. Additionally, it is assumed that the complement of each input is available. The minimal

determining subsets for u, v, and w are

u: {{b,v},{a,b,c,d},{a,cd w}}

v: {{a,b,u},{a,c,d}}
w: {{a,u},{a,b,v},{a,bc,d}}.

Example costs are

e v: {a,c,d} costs 8,
e w: {a,bc,d} costs 11,

e w: {a,b v} costs 7, etc.
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Using the MDSs and their associated costs, a branch-and-bound search would produce the following

least-cost reconfiguration of the circuit function

u=>bv+b
v=a'ed +a'c'd
w=vu+a
The cost of this realisation is 16, significantly cheaper than the original cost of 34. Output v is
constructed only in terms of the circuit inputs, output u is constructed using v and a circuit input,

etc.

As currently implemented, the system to obtain recursive realizations of combinational circuits
uses only the inputs and outputs of a circuit. Intermediate nodes of a circuit are not considered.
Additionally, no consideration is given of speed of the resulting circuit. The system is significant

due to the use of both Boolean reasoning and search techniques.
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Appendix B. Example Functions and Intervals

In this appendix, examples are described to which we apply selected algorithms introduced

in this work. The times listed in the tables in this appendix are given in the format:

hours:minutes:seconds.hundredths of a second.

The times were obtained using the BORIS toolset. BORIS is an acronym for BOolean Reasoning In
Scheme. BORIS consists of a set of procedures for Boolean reasoning programmed in the Scheme
dialect of the LISP programming language. All of the procedures described in Chapter 2 of this

dissertation are implemented in BORIS.

BORIS was originally developed by Dr. F.M. Brown at the Air Force Institute of Technology
and has been revised and extended by the author. The current version of BORIS executes in
PC Scheme, a microcomputer-based dialect of Lisp available from Texas Instruments. BORIS was
used to prototype selected algorithms presented in this work. Unless otherwise noted, the computer
used in these calculations was an 20 Mhs, 80386-based, IBM-compatible computer. PC Scheme

was run as a task in the Microsoft Windows environment.

Data Set B

Data set B is a set of rar.domiy-generated switching functions. The definition of this data set

is taken from (Cutle 80:208-209).

Given that a function f(X) consists of n variables, we generate a random number r; between

0 and 1 for each minterm m; to determine if the corresponding discriminant is equal to 0 or 1:

e if r; > 0.25, then the discriminant which corresponds to m, is equal to 0;

e otherwise, the discriminant which corresponds to m; is equal to 1.




The expected number of discriminants of a function which are equal to 1 is (1/4) - (2*); however,
the actual number varies. Statistics on data set B to include the number of variables of f(X), the
actual number of discriminants of f(X) which are equal to 1, and the number of prime implicants
(PIs) of each function are listed in Table B.1. The last column of Table B.1 lists the number of

prime implicants in the IDF representing f(X) which consists of the fewest number of terms.

Function | No Vars | Expected No | Actual No | Number | Essen | Inessen | Least No
Identifier n Minterms Minterms Pls Pls Pls Pls - IDF
B1 4 4 4 3 3 0 3
B2 5 8 10 5 4 1 4
B3 6 16 13 11 10 1 10
B4 7 32 28 25 19 3 20
Bb 8 64 58 48 26 3 32
Bé 9 128 135 127 33 7 67
B7 10 256 231 206 72 11 116
B8 11 512 543 525 112 13 253

Table B.1. Data Set B (Statistics)

The number of terms of the Blake canonical form, a simplified formula, and an irredundant
SOP formula (IDF) to represent each function as well as the times required to calculate the respec-
tive formulas are given in Table B.2. The method used to generate each Blake canonical form is the
recursive multiplication method (Procedure 2.20). Procedure 2.15 is the method used to formulate
a simplified formula to represent a given function. Additionally, Procedure 2.31 is used to obtain
an IDF; the time required to obtain the irredundant formula includes the time required to first

generate the Blake canonical form of the function.

Data Set C

Data set C is a set of randomly-generated n-variable switching functions, in which n = 12.

The definition of this data set is taken from (Cutle 80:210).
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Function | Number | Time No Terms Time No Terms Time

Identifier Pls BCF | Simp Form | Simp Form IDF IDF
B1 3 0.05 3 0.06 3 0.05
B2 L) 0.16 4 0.11 4 0.17
B3 11 0.33 10 0.33 10 0.44
B4 25 1.04 20 1.05 20 1.93
BS 48 3.0¢ 35 2.47 33 7.47
B6 127 14.56 78 7.69 68 58.22
B?7 206 40.48 138 20.93 127 3:34.16
B8 525 3:49.54 316 1:29.48 274 35:55.82

Table B.2. Data Set B (Calculation Times)

In this data set an implicant is formed by generating n random numbers, ry,...,r,, between

Oand 1. Foreachi=1,...,n:

e if r; < 1/3, then literal z/ is contained in the implicant;
e if r; > 2/3, then literal z; is contained in the implicant;

o otherwise, neither z] nor z; is contained in the implicant.

The functions in the data set differ by the number of implicants generated to form the function
specification; the number of implicants generated for a given function is listed under the “Number

Terms” column in the table. Statistics on data set C are listed in Table B.3.

Function | Number | Number | Essen | Inessen { Least No
Identifier | Terms Pls Pls Pls Pls - IDF
C1 10 16 10 6 10
c2 20 51 19 29 20
c3 30 113 29 84 29
Cc4 40 149 37 105 39
cs 50 321 42 186 49
cé 60 407 37 135 58
c7 70 446 44 228 61

Table B.3. Data Set C (Statistics)

Table B.4 states the number of terms of the Blake canonical form, a simplified formula, and an

IDF which represents each function as well as the times required to calculate the respective formulas.
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Procedure 2.20 (Blake Canonical Form - Recursive Multiplication) is the method used to generate
the Blake canonical form. The procedure used to formulate a simplified formula to represent each
function is Procedure 2.15. Additionally, Procedure 2.31 is used to obtain an irredundant formula
to represent each function. The time required to obtain the irredundant formula includes the time

required to first generate the respective function’s Blake canonical form.

[Function | Number | Time No Terms Time No Terms | Time
Identifier Pls BCF | Simp Form | Simp Form IDF IDF

c1 16 1.37 11 1.37 10 1.81

c2 51 5.00 24 2.85 20 10.60

Cc3 113 16.36 31 4.83 29 54.49

C4 149 28.34 45 6.37 39 1:38.38

013 321 2:21.38 87 12.14 49 11:34.48

ce 407 6:35.29 105 16.31 59 26:17.30

c7 446 5:55.15 102 17.03 61 29:40.19

Table B.4. Data Set C (Calculation Times)

Data Set D

Data set D is a set of randomly-generated n-variable switching functions formed in the same
fashion as data set C, in which n = 18. The definition of this data set is taken from (Cutle 80:210).

Statistics on data set D are listed in Tabl= B.5.

The number of terms of the Blake canonical form, a simplified formula, and an irredundant
formula which represents each function as well as the times required to calculate the respective
formulas are listed in Table B.6. The time required to obtain an irredundant formula to represent

a function includes the time required to first generate the Blake canonical form.
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Function | Number | Number | Essen | Inessen | Least No
Identifier | Terms Pls Pls Pls Pls - IDF

D1 10 12 10 2 10

D2 20 25 20 5 20

D3 30 64 30 34 30

D4 40 95 40 55 40

D6 50 134 50 84 50

D6 60 185 60 125 60

D7 70 205 70 135 70

D8 80 299 80 219 80

D9 90 586 84 480 86

D10 100 434 100 324 100

D11 110 564 107 445 108

D12 120 593 119 474 119

Table B.5. Data Set D (Statistics)
Function | Number Time No Terms Time No Terms Time
Identifier Pls BCF Simp Form | Simp Form IDF IDF

D1 12 1.59 10 2.14 10 1.87
D2 25 6.04 2] 6.26 20 7.91
p3 64 17.64 30 12.36 30 29.00
D4 95 21.53 40 14.39 40 45.37
Db 134 53.34 51 23.84 50 1:50.40
Dé 185 1:13.27 61 27.41 60 3:19.54
D7 205 1:32.76 72 35.10 70 4:26.33
D8 239 3:02.14 85 44 87 80 9:10.96
D9 586 10:38.67 103 58.11 86 1:02:03.89
D10 434 6:08.66 110 59.27 100 28:48.83
D11 564 9:38.54 125 1:13.05 108 *
D12 593 10:22.26 128 1:21.73 119 *

Table B.6. Data Set D (Calculation Times)
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Data Set E

Data se. E is a set of randomly-generated n-variable switching functions formulated in the
same fashion as data det C, in which n = 24. The definition of this data set is taken from
(Cutle 80:210). Statistics on data set E are listed in Table B.7. A characteristic of this data set is
that the disjunction of the essential prime implicants of each function forms the only irredundant

SOP formula which may represent the function.

Function | Number | Number | Essen | Inessen | Least No
Identifier | Terms Pls Pls Pls Pls - IDF
El 10 10 10 0 10
E2 20 25 20 5 20
E3 30 42 30 12 30
E4 40 53 40 13 40
ES 50 65 50 15 50
E6 60 87 60 27 60
E7 70 109 70 39 70
E8 80 130 80 50 80
E9 90 184 90 94 90
E10 100 165 100 65 100
Ei1l 110 215 110 105 110
E12 120 220 120 100 120
E13 130 225 130 95 130
E14 140 347 140 207 140
E16 150 284 150 134 150
E16 160 362 160 202 160

Table B.7. Data Set E (Statistics)

The number of terms of the Blake canonical form, a simplified formula, and an irredundant
SOP formula to represent each function as well as the times required to calculate the respective
formulas are given in Table B.8. The time required to obtain an irredundant formula to represent

a function includes the time required to first generate the Blake canonical form.
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Function | Number | Time No Terms Time No Terms | Time

Identifier Pls BCF | Simp Form | Simp Form IDF IDF
El 10 2.25 10 2.53 10 2.47
E2 25 6.92 20 6.97 20 8.95
E3 42 16.59 30 14.12 30 23.01
E4 53 24.00 40 21.04 40 34.33
Eb 65 33.39 50 29.06 50 47.62
E6 87 56.35 61 43.83 60 1:27.33
E7 109 1:12.56 71 51.46 70 2:08.53
E8 130 1:24.43 80 1:00.26 80 2:34.62
E9 184 3:00.76 91 1:33.54 90 5:57.13
E10 165 2:40.94 100 1:31.17 100 4:58.47
El1 215 3:41.24 111 1:47.93 110 7:56.75
E12 220 3:50.68 120 1:55.95 120 8:56.51
E13 225 4:24.41 130 2:20.61 130 9:36.94
E14 347 8:09.61 142 2:53.35 140 *
E1b6 284 5:47.57 150 2:46.20 150 .
Ei6 362 8:47.06 165 3:28.71 160 *

Table B.8. Data Set E (Calculation Times)

Data Set IC

Data set IC is a set of 15 randomly-generated intervals defined by a lower-bound function g(X)

and an upper-bound function A(X). The definition of this data set is taken from (Hong 83:106).

Given the number n of variables and a specified minterm density d, we generate a random
number r; between 0 and 1 for each minterm m; of the 2" possible minterms to determine if the

minterm should be a member of the on-set, off-set, or don't care-set:

e if rj > d, then the minterm m; is in the off-set;
e if r; < d/2, then the minterm m; is assigned to the on-set;

e othe-wise, d/2 < 7, < d. In this case, the minterm is assigned to the don’t care-set.

Statistics on data set IC to include the number of variables, the minterm density d, and the number
of minterms in the on-set and dc-set for each function are listed in Table B.9. The number of prime

implicants for each function in Table B.9 is the number of prime implicants of the function A(X).
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Additionally, the number of terms listed for a simplified formula is the number of terms in a

simplified formula representing the lower bound function g(X).

Function | No Vars | Density | Minterms | Minterms | BCF | Essen | Inessen | Least No

Identifier n d ON-Set DC-Set Pls Pls Pls Pls - IDF
ICt 6 0.2 3 3 6 3 0 3
IC2 6 0.3 11 4 12 1 0 3
IC3 6 0.4 15 4 14 2 0 3
Ic4 7 0.2 15 11 23 7 0 8
ICs 7 0.3 19 18 25 4 0 8
I1Cé 7 0.4 18 24 34 10 0 14
I1Cc7 8 0.2 26 25 38 18 1 20
IC8 8 0.3 37 43 61 24 5 27
ICo 8 0.4 55 48 96 8 0 29
IC10 9 0.2 51 47 81 24 3 34
IC11 9 0.3 73 73 136 31 7 49
IC12 9 0.4 89 108 183 14 1 57
IC13 10 0.2 109 105 206 45 5 77
IC14 10 0.3 139 170 295 38 2 99
IC16 10 0.4 202 204 398 23 2 112

Table B.9. Data Set IC (Statistics)

The number of terms of the Blake canonical form of A(X), a simplified formula for g(X), and
an irredundant SOP formula to represent a function f(X) belonging to each interval [g(X), h(X)]
as well as the times required to calculate the respective formulas are given in Table B.10. The
method used to generate the Blake canonical form of each h(X) is the recursive multiplication
method (Procedure 2.20). Procedure 2.15 is the method used to formulate a simplified formula to
represent each g(X). Additionally, Procedure 2.33 is used to obtain an irredundant formula. The
time required to obtain each irredundant formula includes the time required to first generate the

Blake canonical form for h{X) and a simplified formula for ¢g(X).
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Function | Number | Time No Terms Time No Terms Time

Identifier Pls BCF | Simp Form | Simp Form IDF IDF
IC1 6 0.17 3 0.11 3 0.44
IC2 12 0.28 3 0.16 3 0.88
IC3 14 0.44 3 0.17 3 1.09
I1C4 23 0.93 8 0.50 8 5.60
ICB 25 0.93 13 0.88 9 13.02
I1C6 34 1.38 17 1.10 15 25.65
IC7 38 2.31 20 1.54 21 52.73
I1C8 61 5.06 29 2.69 27 3:15.10
I1C9o 96 8.57 34 3.07 32 10:27.03
IC10 81 7.80 35 3.74 35 7:45.99
IC11 136 17.47 53 6.59 52 43:02.77
IC12 183 29.33 79 11.04 61 2:08:50.16
IC13 206 39.16 80 12.58 79 2:52:17.04
IC14 295 1:15.58 119 21.31 106 11:07:56.23
IC15 398 2:09.51 141 27.52 123 *

Table B.10. Data Set IC (Calculation Times)
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Appendix C. Computational Results

In this appendix, we discuss the computational results of applying two of the algorithms
presented in Chapter 6 to the several sets of examples introduced in Appendix B. In the first
section, we discuss a number of important issues with respect to the prototypes of the algorithms.
The results of applying Algorithms 6.1 and 6.2 are then presented for several data sets; the fewest-
gates cost criterion is used for all examples listed in this appendix. The final section describes the

results of applying the search strategies discussed in Chapter 9 to a number of example functions.

Prototype Overview

Prototype implementations were developed for Algorithms 6.1 and 6.2 discussed in Chapter 6.
The initial program development was accomplished using PC Scheme and a 20 MHg, 80386-based,
IBM-compatible computer. After development on a PC, the procedures were ported to the T
programming environment, Version 3.1, hosted on a SUN SPARCStation 2. The T language—a
dialect of LISP—was developed at Yale University and is very similar to Scheme. The author
developed a set of translation routines which allow the use of code developed for PC Scheme in the
T environment with very little modification.! The results presented in this chapter were developed
using the T-based implementation. The ability to use a workstation facilitated the handling of larger
problems than was possible using a personal computer, particularly due to memory constraints.
Moreover, the T-based implementation running on a SUN SPARCStation 2 is on the average 11-12
times faster than the PC Scheme implementation for a given operation. (The speed-up appears to

be i.-variant no matter what operation is performed.)

For each set of examples, the time that it took to apply each algorithm to each member in the

set is given. This information should not treated as a measure of the true utility of the algorithms

! The macro facilities for PC Scheme and T differ. We could not determine how to translate macros appearing
in Scheme code to macros in T. "{ence, different macro routines must be written for the Scheme-based and T-based
implementations. However, macros are only used in input and output routines, and not in the implementation of
any procedures in this dissertation.
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in this work. The implementations are rough prototypes which do not faithfully represent the
algorithms presented in the text. Rather, they were developed in the course of research in an
attemnpt to validate the utility of various ideas. Program effectiveness was the primary consideration
during the development of the prototypes; program efficiency w«s not a major concern. After
procedures presented in the text were formalized, the implementations were not changed to reflect
the theory. Implementations based on the text will likely be “cleaner” than the programs used to

develop the data in this appendix.

Another issue that must be considered in examining the speed of these prototypes is the
implementation language. Since our concern was to quickly develop working programs, we chose to
use a LISP-based environment to implement the procedures. A procedural-based implementation—
such as C—would have required a significant time investment and would not have lended itself to
experimentation as did a LISP-based implementation. A future task is to recode the procedures
presented in this work using C. A procedural implementation of the techniques should provide a

gain in speed over the implementations used in this work.

Data Set B Results

Algorithm 6.1 uses the set of all useful, conditionally-eliminable prime implicants as the base
for developing inclusion formulas. Table C.1 presents the results of applying Algorithm 6.1 to the
functions in Data Set B. In the first column, the number of inclusion formulas developed in the
course of the algorithm is listed; this number corresponds to the number of terms in the base.
The total number of terms in the resulting set of inclusion formulas is given in the second column.
The average number of terms per inciusion formula is found by dividing the number in the second

column by the numt . in the first cnlumn.

In the third, fourth, and fifth columns, the number of prime implicants identified for contain-

ment in a minimal formula F during different stages of the process is given. The number of essential
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prime implicants is listed in the third column. The fourth column gives the number of prime impli-
cants identified during rule reduction. Finally, the fifth column lists the number of prime implicants
determined during the search process. The A* search strategy was used during the search process
with heuristic function h;(n), Topology #1, and an explicit node representation.? Column six gives
the number of prime implicants in a minimal formula F; this number is derived by summing the
numbers in columns three through five. Finally, the total time to develop a minimal F is given in

the last column.

Function | Num | Num | Essen | Rul Red | Search | Total | Total

Identifier | IFs | Terms Pls Pls Pls Pls Time
B1 - - 3 - - 3 0.62
B2 - - 4 - - 4 0.69
B3 - - 10 - - 10 0.74
B4 3 6 19 1 - 20 0.99
B6 19 33 26 6 - 32 2.16
B6 87 187 33 34 - 67 10.36
B7 123 236 72 37 7 116 28.75
B8 400 1370 112 129 12 253  263.58

Table C.1. Data Set B - Algorithm 6.1

Table C.2 gives the results of applying Algorithm 6.2 to Data Set B. In Algorithm 6.2 an
irredundant disjunctive form is developed; the base for each function is the set of conditionally-
eliminable prime implicants appearing in the IDF. Hence, the number of inclusion formulas de-
veloped for each function is greatly reduced, which decreases memory requirements. However, the
times in Table C.2 are greater than in Table C.1 due to the time required to form an IDF. Addition-
ally, the reduction of the number of inclusion formulas shifts effort to the search process. Whereas
most CEPIs used to constitute a minimal F are identified during rule reduction in Algorithm 6.1,

a search process is important for identifying prime implicants in Algorithm 6.2. The computation

2Unless otherwise noted, this search configuration is used for all examples in this appendix, except as discussed
in the final section of the sppendix.
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time is not listed for function B8; data for function B8 will be discussed in the section on search

strategies at the end of this appendix.

Function | Num | Num | Essen | Rul Red | Search | Total | Total
Identifier | IFs | Terms | Pls Pls Pls Pls | Time
Bi - - 3 - - 3 0.74
B2 - - 4 - - 4 0.74
B3 - - 10 - - 10 0.79
B4 1 2 19 - 1 20 1.12
Bb 7 11 26 3 3 32 2.32
B6 36 63 33 21 13 67 11.51
B7 54 97 72 18 26 116 39.31
B8 163 551 112 25 116 253 *

Table C.2. Data Set B - Algorithm 6.2

Since the number of terms in Base #3 is comparable to the number of CEPIs in the IDF
(See Table 6.1), we speculate that an implementation of Algorithm 6.3 should be faster than the

implementation of Algorithm 6.2.

Data Set C Results

The results of applying Algorithm 6.1 to functions in Data Set C are given in Table C.3.
Additionally, Table C.4 lists the result of applying Algorithm 6.2 to each of the functions. For
this data set, Algorithm 6.2 generally produces results faster than Algorithm 6.1. The reason for
this is that the average number of terms per inclusion formula is large for this data set; hence, a
significant amount of time is spent deriving inclusion formulas for each term of the base. The time
that it takes to form an IDF in Algorithmn 6.2 is more than offset by the reduction in the number

of inclusion formulas which must be formed.
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Function | Num | Num | Essen | Rul Red | Scarch | Total | Total

Identifier | IFs | Terms | Pls Pls Pls Pls Time
Cc1 - - 10 - - 10 1.20
Cc2 3 3 19 1 - 20 2.49
c3 - - 29 - - 29 6.34
C4 7 7 37 2 - 39 10.89
¢11 93 1572 42 7 - 49 113.32
ce 235 12471 37 21 - 58 4799.31
Cc7 174 3591 44 i7 - 61 319.13

Table C.3. Data Set C - Algorithm 6.1

Function { Num | Num | Essen | Rul Red | Search | Total | Total

Identifier | IFs | Terms | Pls Pls Pls Pls Time
Ci - - 10 - - 10 1.19
C2 1 2 19 - 1 20 2.58
Cc3 - - 29 - - 29 6.31
C4 2 4 37 - 2 39 10.75
c6 7 419 42 - 7 49 95.63
ceé 22 875 37 3 18 58 1428.54
c7 20 148 44 3 14 61 131.38

Table C.4. Data Set C - Algorithm 6.2

Data Set D Results

Data Set D is characterised by functions which have few conditionally-eliminable prime im-
plicants. Hence, minimal formulas which represent functions in this data set consist primarily of
essential prime implicants. Table C.5 contains the results of applying Algorithm 6.1 to functions
in Data Set D. Virtually all time spent developing a minimal formula is spent partitioning the
prime implicants; in particular, most processing time is devoted to identifying the essential prime
implicants. The result of applying Algorithm 6.2 differ little from the data in Tabie C.5 with the

exception that fewer inclusion formulas must be developed for functions DS and D11.
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Function | Num | Num | Essen | Rul Red | Search | Total | Total
Identifier | IFs | Terms Pls Pls Pls Pls Time
D1 - - 10 - - 10 1.24
D2 - - 20 - - 20 2.52
D3 - - 30 - - 30 6.18
D4 - - 40 - - 40 9.34
D6 - - 50 - - 50 17.64
Dé - - 60 - - 60 26.14
D7 - - 70 - - 70 35.62
D8 - - 80 - - 80 64.31
Do 22 102 84 2 - 86 230.64
D10 - - 100 - - 100 139.62
D11 12 60 107 1 - 108  225.19
D12 - - 119 - - 119  231.50

Table C.5. Data Set D - Algorithm 6.1

Data Set IC Results

Data Set IC is a set of intervals in which each is defined by a lower-bound function g(X) and an
upper-bound function h(X), i.e., don’t-care conditions exist. Table C.6 lists the results of applying
Algorithm 6.1 to each interval. All prime implicants contained in 8 minimal formula F representing
a function f(X) belonging to the interval [¢(X), h(X)] are either essential or are identified during
the application of reduction rules. Hence, search is not required using Algorithm 6.1 for members

of this data set.

The results of applying Algorithm 6.2 to members of Data Set IC are given in Table C.7.
Since a smaller base is used in Algorithm 6.2 than in Algorithm 6.1, fewer inclusion formulas are
generated for each interval. However, much effort is shifted to the search process. The formation
of an irredundant formula and the use of a search process causes the time required to develop a
minima] formula to be greater for Algorithm 6.2 than for Algorithm 6.1. An implementation of
Algorithm 6.3 should be an improvement over Algorithm 6.2 since the number of terms in Bases #2
and #3 is comparable and an IDF does not have to be formed in Algorithm 6.3 (See Table 6.3).

The total time for developing a minimal formula for intervals 1C12, IC14, and IC15 is discussed
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Function | Num | Num | Essen { Rul Red | Search | Total | Total

Identifier | IFs | Terms | Pls Pls Pls Pls Time
IC1 - - 3 - - 3 0.77
IC2 o 10 1 2 - 3 0.71
IC3 4 11 2 1 - 3 0.71
IC4 3 6 7 1 - 8 0.80
ICh 15 45 4 4 - 8 1.54
ICé 13 31 10 4 - 14 1.49
IC7 5 10 18 2 - 20 1.55
IC8 10 20 24 3 - 27 2.63
I1Co 69 241 8 21 - 29 10.37
IC10 27 57 24 10 - 34 4.75
IC11 57 163 31 18 - 49 12.24
I1C12 147 752 14 43 - 57 90.96
IC13 92 264 45 32 - 77 29.78
IC14 197 762 38 61 - 99 129.51
ICi5 324 2573 23 89 - 112 1215.19

Table C.6. Data Set IC - Algorithm 6.1

in the next section; the times given is Tables C.6 and C.7 are for the A* search strategy using

heuristic function h;(n).

Search Results

In this section, the result of applying the search strategies described in Chapter 9 to a number
of examples is discussed. The examples dealt with in this section are ones for which the search
process is non-trivial, i.e., considerable effort is required during the search process. In each case,
we discuss the search process required after the application of reduction rules in Algorithm 6.2.

Examples discussed in this section are B8, C6, IC12, I1C14, and IC15.

For each example, we present data developed applying the search strategies discussed in
Chapter 8 in a number of configurations. For every search strategy, Topology #1 with an explicit
node representation was used. Six different search strategy configurations were applied to each

example:
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Function | Num | Num | Essen | Rul Red | Search | Total | Total
Identifier | IFs | Terms | Pls Pls Pls Pls Time
Ic1 - - 3 - - 3 0.74
IC2 2 4 1 1 1 3 0.81
IC3 1 3 2 - 1 3 0.80
Ic4 1 2 7 - 1 8 1.03
I1Cch 4 14 4 - 4 8 1.45
Ice 5 12 10 3 1 14 1.50
Ic7 3 6 18 2 - 20 1.64
Ics 3 7 24 2 1 27 2.51
ICo 24 77 8 9 12 29 19.47
IC10 10 22 24 7 3 34 5.77
IC11 22 58 31 12 6 49 22.50
Ic12 47 251 14 13 30 57 743.69
IC13 34 103 45 14 18 77 85.39
IC14 70 272 38 25 36 99 867.16
IC16 105 928 23 22 67 112 *

Table C.7. Data Set IC - Algorithm 6.2

A* search using hy(n);

A*® se: ch using hy(n);

. dynamic-weighting using hy(n), ¢ = 0.1, and N = 0.333 - number of PIs in IFs;
. dynamic-weighting using h;(n), e = 0.1, and N = 0.333 - number of Pls in IFs;
beam search using h;(n) and a width w = 4; and

static-weighting using hz(n) and a weight W = 2.

@ o or W N -

Each search strategy is measured based on the following criteria:

1. number of nodes generated;
number of nodes expanded;
number of nodes found to be over the upper bound (if applicable);

cost of the solution found; and

ooawoN

time of the search.

Example C6. Search data for function C6 is given in Table C.8. The first and second
columns of the table are the number of nod.s generated and expanded, respectively. The number

of nodes generated which are greater than or equal to a previously-determined upper bound is
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given in the third column; an upper bound calculation is not developed for either the dynamic or
static-weighting methods. The cost of the resulting solution is in the fourth column. The fifth
column lists the amount of time spent in Algorithm 6.2 up to the point prior to the search process.
The time spent in the search process is given in the sixth column, followed by the total time in the

last column.

The minimal cost of a formula for C6 is 58. Each search strategy used produces a least-cost
result. The use of the heuristic function h3(n) rather than h;(n) yields a significant improvement
in the efficiency of the algorithm. For this example, the A*® search using function h3(n) produces a
result quicker than any other method, while the A* gearch using the admissible heuristic function

hi(n) requires the most processing time.

Nodes | Nodes | Number | Cost of | Prior | Search | Total

Gen | Expand | > UB Result Time Time Time
A* - hi(n) 28 14 15 58 1130.91 284.87 1415.78
A* - h3(n) 4 2 3 58 1130.81 169.97 1300.88
DW - h;(n) 72 36 - 58 1130.91 244.35 1375.26
DW - hy(n) 36 18 . 58 1130.91 183.84 1314.75
Beam - w =4 - hy 2 1 2 58 1130.91 184.54 1315.45
SW.W=2.h, 36 18 - 58 1130.91 184.65 1315.56

Table C.8. C6 (Search Data)

Example IC12. Search data for interval IC12 is given in Table C.9. The least-cost formula
for IC12 consists of 57 terms. As is the case with C6, the use of function hj(n) rather than
hi(n) yields a significant improvement in the efficiency of the algorithm. Other than the static-
weighting method which yieids a formula of 58 terms, each search strategy produces a least-cost
result. However, the static-weighting method produces a result faster than other methods. Hence,
there is a trade-off in this example between the quickness with which we attain a result versus the

minimality of the result.
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Nodes | Nodes | Number | Cost of | Prior | Search | Total |

Gen | Expand | > UB | Result | Time | Time | Time

A* - hy(n) 480 240 0 57 250.79 492.90 743.69

A* - hy(n) 54 27 8 57 250.79 54.20 304.99
DW - hy(n) 276 138 - 57 250.79 208.02 458.81
DW. hz(ﬂ) 68 34 - 57 250.79 47.62 298.41
Beam - w =4 - hy 154 77 35 57 250.79 83.68 334.37
SW.-W=2-h,; 54 27 - 58 250.79 28.29 279.08

Table C.8. IC12 (Search Data)

Example IC14. Table C.10 lists search data for interval 1C14. All of the search strategies
with the exception of static-weighting produce a minimal formula consisting of 99 terms. Static-
weighting yields a formula containing 100 terms; however, the static-weighting method also produces
a result faster than other search strategies. Additionally, as in previous examples, the heuristic
function hz(n) when used with A* and dynamic-weighting significantly increases the efficiency of
the search without a degradation in the quality of the solution. Beam search requires more effort
than several other strategies due to the fact that we are requiring that four nodes be expanded at
each level of the search tree; in other strategies fewer nodes are expanded at each level. However,
for functions which are highly complex, beam search may be used to develop a solution that is

unattainable using other methods.

Most of the time spent in the production of a minimal formula is spent developing an irre-
dundant disjunctive form when forming a base in Algorithm 6.2. The use of Algorithm 6.3 should

significantly decrease the computational time required to develop a solution.

Function IC15. Search data for interval IC15 is given in Table C.11. For this example, a
solution could only be developed in the search process using the beam search, static weighting, and
dynamic weighting search strategies. Using either heuristic function, the A* gsearch did not yield a
ac'ution after over 90 minutee of runtime and was not progressing towards a solution. Additionally,

a result was not developed in 90 minutes of runtime using ¢ = 0.1 for the dynamic weighting
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Nodes | Nodes | Number | Cost of | Prior | Search | Total

Gen | Expand | >UB | Result | Time | Time { Time

A* . hy(n) 279 146 28 99 735.18 131.98 867.16

A* - hy(n) 39 20 16 99 73518  20.97 756.15
DW . hy(n) 311 162 - 99 735.18 146.96 882.14
DW .- hg(n) 61 31 - 99 735.18 18.32 753.50
Beam - w =4 - h; 55 28 26 99 735.18 30.44 765.62
SW.W=2-h, 50 25 - 100 735.18 10.99 746.17

Table C.10. IC14 (Search Data)

strategy (the setting used for other examples). However, after increasing ¢ to 0.5, a solution was
attainable. Increasing € to 1 significantly increased the speed of the search process, without an
increase in the cost of the solution. As in other examples, a solution was developed faster using

static weighting than when using other strategies.

For each of the search strategies, the best solution attainable is a formula with 114 terms.
A minimal-cost formula, developed using Algorithm 6.1, is 112 terms. Thus, although a minimal
formuls was not attained using Algorithm 6.2, one reasonably close to a least-cost result was
developed. An irredundant formula for IC15 developed using Procedure 2.33 outlined in Chapter 2
consists of 123 terms (see B.10); hence, the result developed using Algorithm 6.2 and a search

strategy such static weiglting is better than one attained using a more simplistic approach.

Nodes | Nodes | Number | Cost of | Prior Search Total

Gen | Expand | > UB | Result | Time Time Time
DW .- h3(n)-e=0.5 199 100 - 114 3499.73 1144.54 4644.27
DW - hy(n)-e=1 122 61 - 114 3499.73 412.2 3911.93
Beam - w =4 - h; 225 113 19 114 3499.73 1678.63 5178.36
SW.-.W=2_h; 112 56 - 115 3499.73  390.55 3890.28

Table C.11. IC15 (Search Data)

Example B8. Search data for function B8 is given in Table C.12. Similar to IC15, a result
could not be developed in a reasonable amount of time for B8 using A* scarch. However, we also

were unable to produce a result using dynamic weighting for B8. Using beam search a result
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consisting of 257 terms was developed, compared to a least-cost formula of 253 terms constructed
using Algorithm 6.1. An IDF developed using Procedure 2.31 in Chapter 2 consists of 274 terms

(see B.2). Thus, we were able to develop a cheaper formula than attainable using a simpler method.

We conjecture that examples IC15 and B8 will be more easily handled once the graph-based

decomposition strategy outlined at the end of Chapter 9 is implemented.

Nodes | Nodes | Number | Cost of | Prior | Search Total
Gen | Expand | >UB Result | Time Time Time
Beam-w=4-h; | 344 172 26 257 387.05 3979.56 4366.61

Table C.12. B8 (Search Data)
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Appendix D. Procedures

In this appendix, the procedure format used throughout this dissertation is introduced. Pro-
cedures and algorithms are generally listed at the point in the text at which the theory for the
method is described. However, for the sake of brevity, this appendix contains the procedures
for which the theoretical basis is described in Chapters 2 and 8, which are primarily background

chapters.

We make a distinction between what are called “procedures” and “algorithms” in this disser-
tation. Procedures are simple techniques that are used as the “building blocks” for larger methods.
We designate as algorithms the methods used to produce minimal formulas. In this distinction,
procedures compose algorithms. Procedures and algorithms are written in a manner that should

facilitate easy computer implementation.

Procedure Format

Each procedure or algorithm is given in a step-by-step format. We have attempted to form
each procedure so that a specific action is taken in a step. However, substeps are sometimes

contained in a step. We denote such a condition by the form:

Step X.

1. first substep;
2. second substep; and
3. third substep.
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Steps for which only one of several actions is to be performed—similar to a case statement—are

denoted by the form:

Step Y.

e action one;
e action two; or

o action three.

Additionally, Step 0 in procedures is reserved for initialization steps such as setting an

accurnulator to some initial value.

Chapter 2 - Fundamentals of Boolean Reasoning

Procedure 2.1 (Boolean Addition): Given two Boolean SOP formulas F and G which represent
Boolean functions f and g, f + ¢ is computed in the following manner:

Step 1. If F consists of no terms, return G. Otherwise, continue.

Step 2. If the first term in F is absorbed by any term in G, remove the term from F and repeat
Step 2. Otherwise, continue.

Step 3. Remove from G any terms absorbed by the first term in F. Remove the first term from
F, append it to G, and return to Step 1.

Procedure 2.2 (Cross-Product): Given two Boolean SOP formulas F and G which represent
Boolean functions f and g, f x g is computed in the following manner:

Step 0. Initialise an accumulator ACC to empty.
Step 1. If F consists of no terms, return ACC. Otherwise, continue.
Step 2. Multiply the first term in F successively by each term in G. The term-b,-term multipli-
cation is performed in the following manner:
o If the term in F and the term in G have any opposed literale, the result is 0 by the
complements axiom (2.9).

e If the term in F and the term in G have duplicate lite:als, the terms are appended
together and the duplicates are removed.

e Otherwise, the terms simply are appended together.

Resulting terms which are not 0 are added to ACC.

Step 3. Remove the first term from F, and return to Step 1.
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Procedure 2.3 (Unate Cross-Product): Given two Boolean SOP formulas F and G which
represent relatively unate Boolean functions f and g, f x g is computed in the following manner:

Step 0. Initialise an accumulator ACC to empty.

Step 1. If F consists of no terms, return ABS(ACC). ABS(ACC) is the minimum-term formula
representing f x g. Otherwise, continue.

Step 2. Multiply the first term in F successively by each term in G. The term-by-term multipli-
cation is performed in the following manner:

o If the term in F and a term in G have duplicate literals, the terms are appended together
and the duplicates are removed.

e Otherwise, the terms simply are appended together.

All resulting terms are added to ACC.
Step 3. Remove the firat term from F, and return to Step 1.

Procedure 2.4 (Boolean Division): Given an SOP formula F representing a function f and a
term t, f/t is computed as follows:

Step 0.

o Ift =1, return F. (f/1 is defined as the function f.)

e Otherwise, continue to Step 1.
Step 1.

e If t consists of no literals, return F.

e Otherwise, continue to Step 2.
Step 2. Divide each term in F by the first literal of ¢. This is performed in the following manner:

o If the literal exists in a term in F, form a new term by removing the literal from the
term. Replace the previous term in F by the new term.

e If the literal is opposed in a term in F, delete that term in F.

o If the literal does not exist in a term in F, keep the term and do nothing.

Step 3. Remove the first literal from ¢, and return to Step 1.

Procedure 2.5 (Splitting-Variable Heuristic): Given an n-variable SOP formula F':

Step 1. For each variable z; which exists in F, determine:

1. n}: the number of terms of F in which the literal z! appears; and

2. n: the number of terms of F in which the literal z; appears.

Step 2. For each i, calculate o ' .
- min(nb, ) + B (b + ni). (D.1)
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Step 3.

e If max; min(nj,n}) > 0, then at least one variable is binate. If so, then return the
associated z; for which (D.1) is maximal. z; is the splitting variable. a and 3 are
constants which are usually set equal to 1 and 2, respectively.

e If max; min(n, n{) = 0, then all variables in F are unate. Hence, apply the unate
version of the operation on the given function(s).

Procedure 2.6 (Merge Operation): Given two SOP formulas Hy and H; representing functions

ho and h,;, the merge operation to construct formulas to represent functions hAo, ﬁ:, and h; is
performed as follows:

Step 0. Initialise accumulators Ho_4cc and Hj to empty.

Step 1. If Hy consists of no terms:

1. Return Ho_4cc 8s the formula representing Fo;
2. Return H; as the formula representing ”l;; and

3. Return H; as the formula representing h;.

Otherwise, continue to Step 2.
Step 2. Initialise an accumulator H;_acc to empty.

Step 3. If H, is empty, place all of the terms of H;_4¢cc in H;. Remove the first term in Hp and
place it in Ho_ 4cc. Return to Step 1.

Step 4. Compare the first term in Hy to the first term in H;.
o If the term in Hp is both the subset and superset of the term in H,, i.e., s; = ¢;, then

delete the terms from both Hy and H,. Place the term in Hp in H;. Append the
remaining terms of H; to H)_acc and call it H;. Return to Step 1.

e If the term in Ho is the superset of the term in H,, i.e., 8; < ¢, then delete the term
from Ho and place the term in H;. Append H, to H,_4cc and call it H;. Return to
Step 1.

e If the term in Hy is the subset of the term in Hy, i.e., ¢; < 8;, then delete the term from
H; and place the term in H;. Return to Step 3.

e If the term in Hj is neither the subset nor the superset of the term in H;, then remove
the first term from H; and place it in H;_4cc¢. Return to Step 3.

Procedure 2.7 (Complementation): Given an SOP formula F which represents a Boolean
function f, f' is computed as follows:

Step 0.

e If F =0, then return a value of 1.
o If F =1, then return a value of 0.

o Otherwise, continue to Step 1.
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Step 1. Determine a good splitting variable z using Procedure 2.5.
e If a binate z does not exist, then apply the unate complementation algorithm given by
Procedure 2.8.
e Otherwise, continue to Step 2.
Step 2. Apply Boole’s Expansion Theorem using the splitting variable found in Step 1. Determine
the complements of leaf functions f/z' and f/z.

Step 3. Using the formulas which represent (f/z’)’ and (f/z), apply the merge operation given
by Procedure 2.6. Three formulas are returned by the merge operation. One consists of the
remaining terms of the formula representing (f/z')’, the second consists of the remaining
terms of the formula representing (f/z)’, and the third consists of the terms taken from the
original two formulas.

Step 4.

1. Prefix the remaining terms of the formula representing (f/z')’ with the literal z'.
2. Prefix the remaining terms of the formula representing (f/z)’ with the literal z.
Step 5. Append the two formulas created in Step 4 to the third formula returned by the merge

operation (the terms taken from (f/z’)’ and (f/z)'). The resulting formula represents the
function f'.

Procedure 2.8 (Unate Complementation): Given an SOP formula F which represents a unate
Boolean function f, f' is found as follows:

Step 0.

o If F =0, then return a value of 1.
e If F =1, then return a value of 0.

e If F consists of a single term, calculate the complement of f using DeMorgan’s Law
(2.29) and return it.

e Otherwise, continue to Step 1.

Step 1. Find the term with the fewest number of literals in the formula F. Of the literals in this
term, determine the literal z which appears most frequently in F.

Step 2. Partition the terms of F into terms which include the literal z and those which do not
include z.

Step 3. The terms of F which do not include z represent the function f/z’. Since f/z’ is a unate
function, determine the complement of f/z' using the unate complementation algorithm.

Step 4. Divide the terms of F which include z by the literal z. Append the result to the terms
which do not include z. The resulting formula represents the function f/z. Since f/z is a
unate function, determine the complement of f/z using the unate complementation algorithm.

Step 5. Prefix every term of the formula representing (f/z')’ found in Step 3 with the complement
of literal z. Append the resulting formula to the formula representing (f/z)’ found in Step 4.
The resulting formula represents the function f’.
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Procedure 2.9 (Product): Given SOP formulas F and G which represent Boolean functions f
and g, f - g is computed as follows:

Step 0.

e If F =0 or G = 0 then return a value of 0.
e If F =1, then return ABS(G).
e If G =1, then return ABS(F).
e Otherwise, continue to Step 1.
Step 1. Given formulas F and G, determine a good splitting variable z using Procedure 2.5.
o If a binate z does not exist, then multiply f and g with the unate cross-product algorithm
given by Procedure 2.3.
e Otherwise, continue to Step 2.
Step 2. Apply Boole's Expansion Theorem using the splitting variable found in Step 1. Recursively
apply the product operation to form (f/2z' - g/z’) and (f/z - g/z).

Step 3. Using the formulas which represent (f/z'-g/2’) and (f/z-g/z), apply the merge operation
given by Procedure 2.6. Three formulas are returned by the merge operation. One consists
of the remaining terms of the formula representing (f/z’ - g/z’), the second consists of the
remaining terms of the formula representing (f/z - g/z), and the third consists of the terms
taken from the original two formulas.

Step 4.

1. Prefix the remaining terms of the formula representing (f/z’ - g/z') with the literal 2'.
2. Prefix the remaining terms of the formula representing (f/z - g/z) with the literal z.

Step 5. Append the two formulas created in Step 4 to the third formula returned by the merge
operation (the terms taken from (f/z’-g/z') and (f/z-g/z)). The resulting formula represents
the function f-g.

Procedure 2.10 (Subtraction): Given SOP formulas F and G which represent Boolean functions
f and g, f — g is computed as follows:

Step 0.

o If F=0or G =1, return a value of 0.
e If G =0, return ABS(F).
e If F =1, return g’. Use Procedure 2.7 to determine g’.

e Otherwise, continue to Step 1.
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Step 1. Given formulas F and G, determine a good splitting variable z using Procedure 2.5. If a
binate z exists, continue to Step 2. Otherwise:
1. Form g’ using the unate complementation algorithm of Procedure 2.8.
2. Multiply f by ¢’ with the cross-product algorithm given by Procedure 2.2.
3. Form ABS(F — G); it is the formula which represents f — g.
Step 2. Apply Boole’s Expansion Theorem using the splitting variable found in Step 1. Recursively
apply subtraction to form (f/z' — g/z’) and (f/z — g/z).

Step 3. Using the formulas which represent (f/z' — g/z’) and (f/z — ¢/z), apply the merge
operation given by Procedure 2.6. Three formulas are returned by the merge operation. One
consists of the remaining terms of the formula representing (f/z’ — g/z'), the second consists
of the remaining terms of the formula representing (f/z — g/z), and the third consists of the
terms taken from the original two formulas.

Step 4.

1. Prefix the remaining terms of the formula representing (f/z' — g/z') with the literal z’.
2. Prefix the remaining terms of the formula representing (f/z — g/z) with the literal z.
Step 5. Append the two formulas created in Step 4 to the third formula returned by the merge

operation (the terms taken from (f/z’ ~ g/z') and (f/z — g/z)). The resulting formula
represents the function f —g.

Procedure 2.11 (Exclusive-OR): Given SOP formulas F and G which represent Boolean func-
tions f and ¢, f @ g is found as follows:

Step 0.

o If F =0, return g.
o If G =0, return f.
e If F =1, then use Procedure 2.7 to determine g’. Return ¢’.
e If G = 1, then use Procedure 2.7 to determine f’. Return f'.
e Otherwise, continue to Step 1.
Step 1. Given the formulas F and G, determine which formula has the fewest number of terms.

Arbitrarily pick a variable which appears in the smallest formula. This is the splitting variable
z.

Step 2. Apply Boole’s Expansion Theorem using the splitting variable found in Step 1. Recursively
apply XOR operations to form (f/z' ® g/z') and (f/z @ g/z).

Step 3.

1. Prefix the terms of the formula representing (f/z’ @ g/z') with the literal z'.
2. Prefix the terms of the formula representing (f/z @ g/z) with the literal z.

Step 4. Append the two formulas created in Step 3. The resulting formula represents the function
fog.
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Procedure 2.12 (Exclusive-OR): Given Boolean formulas F and G which represent Boolean
functions f and g, f & ¢ is found as follows:

Step 0.

e If F =0, then return g.
e If G = 0, then return f.
o If F = 1, then use Procedure 2.7 to determine g'. Return g'.
e If G =1, then use Procedure 2.7 to determine f'. Return f'.
e Otherwise, continue to Step 1.
Step 1. Given formulas F and G, determine a good splitting variable z using Procedure 2.5. If a
binate z exists, continue to Step 2. Otherwise:
1. Form f' and g’ using the unate complementation algorithm of Procedure 2.8.
2. Using the cross-product algorithm given by Procedure 2.2, multiply f by ¢’ and f' by g.

3. Make the formula which represents f - ¢’ absorptive. Likewise, form the equivalent
absorptive formula for the formula representing f'-g. Form a new formula by appending
the resulting absorptive formulas; it represents f @ g.

Step 2. Apply Boole's Expansion Theorem using the splitting variable found in Step 1. Recursively
apply the XOR operation to form (f/z' @ g/z') and (f/z & g/z).

Step 3. Using the formulas which represent (f/z' @ g/z') and (f/z ® g/z), apply the merge
operation given by Procedure 2.6. Three formulas are returned by the merge operation. One
consists of the remaining terms of the formula representing (f/z’ ® g/z’), the second consists
of the remaining terms of the formula representing (f/z @ g/z), and the third consists of the
terms taken from the original two formulas.

Step 4.

1. Prefix the remaining terms of the formula representing (f/z’ © g/z') with the literal z'.
2. Prefix the remaining terms of the formula representing (f/z @ g/z) with the literal z.
Step 5. Append the two formulas created in Step 4 to the third formula returned by the merge

operation (the terms taken from (f/z' @ g/z') and (f/z @ g/z)). The resulting forn.ula
represents the function f @ g.

Procedure 2.13 (Exclusive-NOR): Given SOP formulas F and G which represent Boolean
functions f and ¢, f © g is computed as follows:

Step 0.

e If F =0, then use Procedure 2.7 to determine ¢’. Return g'.
e If G = 0, then use Procedure 2.7 to determine f’. Return f'.
o If F =1, then return g.
e If G =1, then return f.

Otherwise, continue to Step 1.
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Step 1. Given the formulas F and G, determine which formula has the fewest number of terms.
Arbitrarily pick a variable which appears in the smallest formula. This is the splitting variable
z.

Step 2. Apply Boole’s Expansion Theorem using the splitting variable found in Step 1. Recursively
apply X NOR operations to form (f/z' ® g/2') and (f/z ® g/z).

Step 3.

1. Prefix the terms of the formula representing (f/2’' © g/2') with the literal 2/,
2. Prefix the terms of the formula representing (f/z ® g/z) with the literal z.

Step 4. Append the two formulas created in Step 3. The resulting formula represents the function
fog.

Procedure 2.14 (Exclusive-NOR): Given Boolean formulas F and G which represent Boolean
functions f and g, f © ¢ is found as follows:

Step 0.

e If F =0, then use Procedure 2.7 to determine g’. Return g'.
e If G = 0, then use Procedure 2.7 to determine f'. Return f'.
e If F =1, then return g.
e If G =1, then retu.n f.
e Otherwise, continue to Step 1.
Step 1. Given formulas F and G, determine a good splitting variable z using Procedure 2.5. If a
binate z exists, continue to Step 2. Otherwise:
1. Form f’ and g’ using the unate complementation algorithm of Procedure 2.8.

2. Using the unate cross-product algorithm given by Procedure 2.3, multiply f’ by ¢’ and
fbyg.
3. Append the formulas together which represent f' - g’ and f-g. It represents f © g.

Step 2. Apply Boole’s Expansion Theorem using the splitting variable found in Step 1. Recursively
apply the X NOR operation to form (f/z' ® g/z’) and (f/z ® g/z).

Step 3. Using the formulas which represent (f/z’ © g/z') and (f/z © g/z), apply the merge
operation given by Procedure 2.6. Three formulas are returned by the merge operation. One
consists of the remaining terms of the formula representing (f/z' © g/#’), the second consists
of the remaining terms of the formula representing (f/z © g/z), and the third consists of the
terms taken from the original two formulas.

Step 4.

1. Prefix the remaining terms of the formula representing (f/z’' © g/z’) with the literal z'.
2. Prefix the remaining terms of the formula representing (f/z © g/z) with the literal z.

Step 5. Append the two formulas created in Step 4 to the third formula returned by the merge
operation (the terms taken from (f/z' ©® ¢/z') and (f/z © g/z)). The resulting formula
represents the function f ® g.
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Procedure 2.15 (Simplification): Given an SOP formula F which represents a Boolean function
f, an equivalent formula to represent f is formed as follows:

Step 0.

e If F =0, then return a value of 0.
o If F =1, then return a value of 1.

o Otherwise, continue to Step 1.
Step 1. Given formula F, determine a good splitting variable z using Procedure 2.5.

o If a binate z does not exist, form ABS(F). It is the simplified formula for f.
e Otherwise, continue to Step 2.
Step 2. Apply Boole’s Expansion Theorem using the splitting variable found in Step 1. Simplify
the leaf functions f/z’ and f/z.

Step 3. Using the formulas which represent f/z' and f/z, apply the merge operation given by
Procedure 2.6. Three formulas are returned by the merge operation. One consists of the
remaining terms of the formula representing f/z', the second consists of the remaining terms
of the formula representing f/z, and the third consists of the terms taken from the original
two formulas.

Step 4.

1. Prefix the remaining terms of the formula representing f/z' with the literal z’.
2. Prefix the remaining terms of the formula representing f/z with the literal z.
Step 5. Append the two formulas created in Step 4 to the third formula returned by the merge

operation (the terms taken from f/z' and f/z). The result is a simplified formula for the
function f.

Procedure 2.16 (Simplification): Given a Boolean formula F which represents a Boolean func-
tion f, an equivalent formula to represent f is formed as follows:

Step 0. Initialise an accumulator ACC by removing the first term from F and placing it in ACC.
Step 1.

o If F is empty, form ABS(ACC). It is a simplified formula which represents f.

e If the first term in F is absorbed by any term in ACC, then remove the term from F
and repeat Step 1.

e Otherwise, continue to Step 2.
Step 2. Remove the first term F and call it 7. Initialize an accumulator ACC by assigning it the
contents of ACC. Initialize a second accumulator ACConens to empty. Continue to Step 3.
Step 3.
o If ACC is empty, no consensus terms (if any) formed by comparing T to the terms orig-

inally in ACC absorb T. Therefore, add T to ACC. Append the contents of ACC.onsens
to F and return to Step 2.
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e Otherwise, continue to Step 4.

Step 4. Using the first term in ACC and T, form a consensus term if one can be formed and the
consensus term absorbs at least one of the parent terms. Depending on the result, take one
of the following actions:

¢ If no consensus term was formed, remove the first term from ACC and return to Step 3.

o If the consensus term is identically equal to 1, then the original function f is also identi-
cally equal to 1. Return a formula which represents a function which is identically equal
to 1 as the result of the procedure.

o If the consensus term absorbs the term T, add the consensus term to ACCeonsens. AP-
pend the contents of ACC.onsens to F and return to Step 2.

e Otherwise, a consensus term was formed and it absorbs only the first term in LCTC. In
this case add the consensus term to ACCeonsens- Remove the first term from ACC and
return to Step 3.

Procedure 2.17 (Relative Simplification): Given a formula F which represents a Boolean
function f and a formula G which represents a Boolean function g, formula G is simplified relative
to F forming a new function § as follows:

Step 1.
e If F is empty, return the current formula G. It is the formula G which represents the
new function §.
o Otherwise, remove the first term from F and call it T. Initialize an accumulator ACC
to empty and continue to Step 2.

Step 2.

e If G is empty, assign it the contents of ACC. Return to Step 1.
e Otherwise, continue to Step 3.
Step 3. Using the first term in G and T, form a consensus term if one can be formed and the

consensus term absorbs at least one of the parent terms. Depending on the result, take one
of the following actions:

o If the consensus term is identically equal to 1, then the new function § also is identically
equal to 1. Return a formula which represents a function which is identically equal to 1
as the result of the procedure.

e If no consensus term was formed, remove the first term from G and place it in ACC.
Return to Step 2.

o If the consensus term absorbs the first term in G, add the consensus term to ACC.
Remove the first term from G and return to Step 2.

o Otherwise, remove the first term from G and place it in ACC. Return to Step 2.
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Procedure 2.18 (Blake canonical form - Successive Extraction): Given an SOP formula F
which represents a Boolean function f, we generate the Blake canonical form for f as follows:

Step 0. By examining the formula F, form the set OPP of opposed variables for the function f.
Step 1.

e If OPP is empty, then f is unate. Return ABS(F) as the Blake canonical form of f.

e Otherwise, continue to Step 2.
Step 2.

e If OPP is empty, return F. It is the Blake canonical form of f.

e Otherwise, continue to Step 3.
Step 3. Remove the first variable from the set OPP of opposed variables. Call this variable z.
1. Form a formula G which consists of all of the terms of F in which = is positive. Divide

G by z using Procedure 2.4.

2. Form a formula H which consists of all of the terms of F in which z is negative. Divide
H by z’ using Procedure 2.4.

3. Using the cross-product operation (Procedure 2.2), multiply G/z by H/z'. The resulting
terms are all of the consensus terms that can be formed in which the variable z is opposed.
Call the resulting formula F.

Step 4. Add F to F. Form ABS(F + F) and replace the contents of F with ABS(F + F). Return
to Step 2.

Procedure 2.19 (Modified Splitting- Variable Heuristic): Given an n-variable SOP formula
F:

Step 1. For each variable z; which exists in F, determine:

1. n{: the number of terms of F in which the literal z; appears; and

2. n}: the number of terms of F in which the literal z; appears.

Step 2. For each i, calculate o
ng * 1. (D.2)

Step 3.

o If max;(n{«ni) > 0, then at least one variable is binate. If 50, then return the associated
z; for which (D.2) is maximal. z; is the modified splitting variable.

o If max;(nf * n}) = 0, then all variables in F are unate. Hence, apply the unate version
of the operation on the given function(s).
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Procedure 2.20 (Blake canonical form - Recursive Multiplication): Given an SOP formula
F which represents a Boolean function f, we generate the equivalent formula which is the Blake
canonical form for f as follows:

Step 0.

e If F =0, then return a formula which represents 0.
o If F =1, then return a formula which represents 1.

o Otherwise, continue to Step 1.
Step 1. Determine a modified splitting-variable z using Procedure 2.19.

o If a modified splitting-variable z does not exist, then f is a unate function represented
by a formula which only consists of unate variables. Form ABS(F) and return it; it is
the Blake canonical form of f.

e Otherwise, continue to Step 2.

Step 2. Form BCF(f/z) and BCF(f/z').
Step 3.
1. Form BCF(f/z)x BCF(f/z') using the cross-product operation given by Procedure 2.2.
Call the result H.
2. Form ABS(H).

Step 4. Form ABSREL(BCF(f/z), ABS(H)) and ABSREL(BCF(f/z'), ABS(H)).
Step 5.

1. Prefix the terms of the formula representing ABSREL(BCF(f/z), ABS(H)) with the
literal =.

2. Prefix the terms of the formula representing ABSREL(BCF(f/z'), ABS(H)) with the
literal 2'.

Step 6. Append the two formulas developed in Step 5 with ABS(H). The resulting formula is
the Blake canonical form of f.

Procedure 2.21 (Least-Binate Argument): Given a Boolean function f represented by an
SOP formula F and a set T of variables which appear in F, the least binate variable z relative to
the variables in T is calculated as follows:

Step 1. For each variable z € T determine:

1. no: the number of terms of F in which z' appears; and

2. ny: the number of terms of F in which = appears.

Step 2. For each z, calculate
7 * (no * n1) — max(no, ny) (D.3)

where « is a large constant (> 10).
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Step 3. Return the associated z for which (D.3) is the smallest value. It is the least binate variable
in T relative to the other variables in T.

Procedure 2.22 (Conjunctive Eliminant - ECON): Given an SOP formula F which represents
the Boolean function f and a set T of literals, the conjunctive eliminant of f with respect to T,
ECON(f,T), is constructed as follows:

Step 1.

o If T is empty, then return F. It is ECON(f,T).

e Of the variables in set T', determine the least binate variable using Procedure 2.21. Call
this variable z.

Step 2.

e If F =0, then return a formula F which represents 0. It is ECON(f,T).
e If F =1, then return a formula F which represents 1. It is ECON(f,T).

e Otherwise, continue to Step 3.
Step 3. Partition the terms of F into the following sets:

e P, the terms of F which include the literal z’, with the literal divided out;
e Q, the terms of F which include the literal 2, with the literal divided out; and

o R, the terms of F which include neither = nor 2.

Using Procedure 2.9, multiply p by q. Append the result to r. The resulting formula represents
ECON(f,{z}).

Step 4. Using Procedure 2.15, simplify the formula generated in Step 3. Replace the contents of
F with the simplified formula and return to Step 1.

Procedure 2.23 (Test for Tautology): Given a function f which is represented by the SOP
formula F', we test whether f is a tautology in the following manner:

Step 1.

o If F =0, then return a value of FALSE. f is not a tautology.
e If F =1, then return a value of TRUE. f is a tautology.

e Otherwise, continue to Step 2.
Step 2. Determine if any variables in F are unate.

o If 50, delete all terms in F which include as a literal any variable which is unate. The
revised formula F represents a new function f; f is a tautology if and only if f is a
tautology. Return to Step 1 to determine if f is a tautology.

e Otherwise, continue to Step 3.

Step 3. Determine a good splitting variable z using Procedure 2.5. Form f/z and f/z'.
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Step 4. Determine if f/z and f/z' are tautologies. f is a tautology if and only if both f/z and
f/z' are tautologies.

e If both f/z and f/z’ are tautologies, then return a value of TRUE.
o If at least one of f/z and f/z’' is not a tautology, then return a value of FALSE.

Procedure 2.24 (Test for Tautology): Given a function f which is represented by the SOP
formula F, we test whether f is a tautology in the following manner:

Step 1.

o If F =1, then return a value of TRUE. f is a tautology.

e Otherwise, continue to Step 2.
Step 2. Determine if F includes a term consisting of a single literal z.

o If 80, then determine whether f/2z’ is a tautology. f is a tautology if and only if f/z’ is
a tautology.

e Otherwise, continue to Step 3.

Step 3. Determine whether F has a binate variable. If F has any binate variables, arbitrarily
choose one and call it z.

e If a binate variable z exists, determine whether f/z’' and f/z are tautologies. f is a
tautology if and only if both f/x and f/z’ are tautologies. If both f/z and f/z’' are
tautologiss, then return a value of TRUE; otherwise, return a value of FALSE.

e Otherwise, continue to Step 4.

Step 4. If we reach this step, then f is not identically equal to 1. Nor does F include any opposed
variables; hence, f is a unate function. Thus, f is not a tautology. Return a value of FALSE.

Procedure 2.25 (Test for Inclusion): Given two Boolean functions g and k and SOP formulas
G and H which represent them, we determine if ¢ < k in the following manner:

Step 1.

o )i & consists of no terms, then g is included in A. Return TRUE.

e Otherwise, continue to Step 2.

Step 2. Remove the first term from G and call it . Apply (2.171) to determine if t is included in
h.

o Ift £ h, then g # h. Return FALSE.

e Otherwise, return to Step 1.
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Procedure 2.26 (Test for Inclusion): Given two Boolean functions g and h and SOP formulas
G and H which represent them, we determine if g < h in the following manner:

Step 1. Uuing the subtraction operation specified by Procedure 2.10, subtract function A from
function g.

Step 2. Test the result ¢ — h obtained in Step 1 for equality to 0.

e If g— h=0, then g < h. Return TRUE.
o If g— h#0, then g £ h. Return FALSE.

Procedure 2.27 (Test for Equivalence): Given two Boolean functions ¢ and h and SOP
formulas G and H which represent them, we determine if g = A in the following manner:

Step 1. Using the test for inclusion given by Procedure 2.25, determine if g < A.

o If g £ h, then g # h. Return FALSE.
e If g < h, then continue to Step 2.

Step 2. Use Procedure 2.25 to determine if h < g.

o If A £ g, then g # h. Return FALSE.
e Otherwise, h < g. It follows that ¢ = h. Return TRUE.

Procedure 2.28 (Test for Equivalence): Given two Boolean functions ¢ and A and SOP
formulas G and H which represent them, we determine if ¢ = A in the following manner:

Step 1. Using the Exclusive-OR operation specified by Procedure 2.11, form g & h.
Step 2. Test the result g ® h obtained in Step 1 for equivalence to 0.

e Ifg®h=0, then g = h. Return TRUE.
o If g® h#0, then ¢ # h. Return FALSE.

Procedure 2.29 (Test for Membership in Interval): Given a Boolean function f and two
Boolean functions g and A which specify an interval [g, h], we determine if ¢ < f < h in the following
manner:

Step 1. Using Procedure 2.25, determine if g < f.

e If g £ f, then f is not a member of interval [g, h]. Return FALSE.
e If g < f, then continue to Step 2.

Step 2. Use Procedure 2.25 to determine if f < A.

o If f £ h, then f is not a member of interval [g, h]. Return FALSE.
e Otherwise, g < f < h. Return TRUE.




Procedure 2.30 (Test for Membership in Interval): Given a Boolean function f and two
Boolean functions g and A which specify an interval [g, k], we determine if ¢ < f < h in the following
manner:

Step 1. Using Procedure 2.26, determine if g — f = 0.

e If g— f#0, then f is not a member of interval [g, h]. Return FALSE.
e If g — f = 0, then continue to Step 2.

Step 2. Use Procedure 2.26 to determine if f — h = 0.

o If f— h#0, then f is not a member of interval [g, h]. Return FALSE.
e Otherwise, g — f = 0 and f — h — 0. Therefore, g < f < h. Return TRUE.

Procedure 2.31 (Irredundant Formula - Completely-Specified Function): Given a Boolean
function f and its corresponding Blake canonical form BC F(f), a sub-minimal formula representing
f is obtained in the following manner:

Step 0. Sort the terms of BCF(f) such that the terms with the greatest number of literals appear
before terms of fewer literals. Call the resulting formula F. Initialize an accumulator ACC
to empty.

Step 1.

e If F is empty, then ACC is a sub-minimal formula which represents f. Return ACC.

e Otherwise, continue to Step 2.

Step 2. Remove the first term from F and call it T.
Step 3. Apply (2.171) to determine if T is included the formula formed by appending the remaining
terms of F to ACC,i.e.,, T < F+ ACC.
e T < F+ ACC, then T is a redundant term. Return to Step 1.
o Otherwise, T is a required term. Place T in ACC and return to Step 1.

Procedure 2.32 (Irredundant Formula - Completely-Specified Function - Essentials
Identified): Given a Boolean function f, its corresponding Blake canonical form BCF(f), and
the function’s essential prime implicants, a sub-minimal formula is obtained to represent f in the
following manner:

Step 0. Initialise an accumulator ACC to the set of essential prime implicants of f. Sort the
remaining primes of BCF(f) such that the terms with the greatest number of literals appear
before terms of fewer literals. Call the resulting formula F.

Step 1.

e If F is empty, return ACC. ACC is a sub-minimal formula which represents f.

e Otherwise, continue to Step 2.

Step 2. Remove the first term from F and call it T.
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Step 3. Apply (2.171) to determine if T is included the formula formed by appending the remaining
terms of F to ACC,ie.,, T< F + ACC.
e If T< F+ ACC, then T is a redundant term. Return to Step 1.
e Otherwise, T is a required term. Place T in ACC and return to Step 1.

Procedure 2.33 (Irredundant Formula - Interval): Given an interval [g, h] consisting of
Boolean functions g and h and the corresponding Blake canonical form BCF(h), an irredundant
formula representing an f in [g, k] is derived as follows:

Step 0. Sort the terms of BCF(h) such that the terms with the greatest number of literals appear
before terms of fewer literals. Call the resulting formula H. Initialize an accumulator ACC
to empty.

Step 1.
e If H is empty, return ACC. ACC is a sub-minimal formula which represents f.

e Otherwise, continue to Step 2.

Step 2. Remove the first term from H and call it 7.
Step 3. Apply Procedure 2.25 to determine if g is included in the function represented by the
formula formed by appending the remaining terms of H to ACC, i.e., g < H + ACC.
e If g < H+ ACC, then T is a redundant term. Return to Step 1.
e Otherwise, T is a required term. Place T in ACC and return to Step 1.

Procedure 2.34 (Irredundant Formula - Interval - Essentials Identified): Given an interval
[9, h] consisting of Boolean functions g and h, the corresponding Blake canonical form BCF(h),
and the set of essential prime implicants of h, an irredundant formula representing an f in [g, k] is
derived as follows:

Step 0. Initialise an accumulator ACC to the set of essential prime implicants of h. Sort the
remaining primes of BCF(h) such that the terms with the greatest number of literals appear
before terms of fewer literals. Call the resulting formula H.

Step 1.

o If H is empty, return ACC. ACC is a sub-minimal formula which represents f.

e Otherwise, continue to Step 2.

Step 2. Remove the first term from H and call it T'.

Step 3. Apply Procedure 2.25 to determine if g is included in the function represented by the
formula formed by appending the remaining terms of H to ACC, i.e.,, g < H + ACC.

o If g < H+ ACC, then T is a redundant term. Return to Step 1.
e Otherwise, T is a required term. Place T in ACC and return to Step 1.

576




Chapter 8 - An Introduction to Search

Procedures listed in this section are similar to those in Artificial Intelligence (Winst 84).
These procedures should be viewed as general outlines of each approach, since two considerations
are ignored which are usually handled in search processes. First, as nodes are generated, they are
not compared to existing nodes in the OPEN list to determine duplicates (a queue Q, stack S, or
list L corresponds to the OPEN list of nodes.). Hence, duplicate nodes may exist on the OPEN
list. Second, a CLOSED list is not maintained. All newly-generated nodes are treated as never

having been expanded.

Procedure 8.1 (Breadth-First Search): Given a root node, breadth-first search is performed
in the following manner:

Step 1. Form a one-element queue Q consisting of the root node.
Step 2.

o If Q is empty, then no solution exists. Announce the failure of the procedure.

e Otherwise, continue to Step 3.
Step 3. Remove the first node n from Q and determine if it is the goal node.

e If n is the goal node, a solution has been found. Return the solution.

e Otherwise, continue to Step 4.
Step 4.

1. Expand n by generating all of n’s children, if any.
2. Add n’s children to the back of Q.

Return to Step 2.
Procedure 8.2 (Depth-First Search): Given a root node, depth-first search is performed in the
following manner:

Step 1. Form a one-element stack S consisting of the root node.

Step 2.

e If S is empty, then no solution exists. Announce the failure of the procedure.

e Otherwise, continue to Step 3.
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Step 3. Remove the first node n from S and determine if it is the goal node.

e If n is the goal node, a solution has been found. Return the solution.

e Otherwise, continue to Step 4.
Step 4.

1. Expand n by generating all of n’s children nodes, if any.
2. Add n’s children to the top of S.

Return to Step 2.

Procedure 8.3 (Branch-and-Bound Search): Given a root node, branch-and-bound search is
performed in the following manner:

Step 1. Form a one-element list L consisting of the root node.
Step 2.

e If L is empty, then no solution exists. Announce the failure of the procedure.

e Otherwise, continue to Step 3.
Step 3. Remove the first node n from L and determine if it is the goal node.

e If n is the goal node, a solution has been found. Return the solution.

e Otherwise, continue to Step 4.
Step 4.

1. Expand n by generating all of n's children nodes, if any.
2. For each of the children, determine the cost g(n).

3. Insert each of the children into L in a manner that maintains a node ordering in L such
that nodes appear in L in ascending order of their associated cost g(n).

Return to Step 2.

Procedure 8.4 (Greedy Method): Given a root node, the greedy method is performed in the
following manner:

Step 1. Denote the root node as the current node n.

Step 2. Expand the current node n by generating all of n's children.

o If n has no children, then no solution was found. Announce the failure of the procedure.

e Otherwise, continue to Step 3.
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Step 3.

e For each of the children, determine if any is a goal node. If so, then return the node
associated with the least-cost solution.

e Otherwise, determine the cost g(n) for each of the children. Then, discard all but the
cheapest cost node; denote it as the new current node n.

Return to Step 2.

Procedure 8.5 (Hill-Climbing): Given a root node, hill-climbing is performed in the following
manner:

Step 1. Denote the root node as the current node n.
Step 2. Expand the current node n by generating all of n’s children.

o If n has no children, then no solution was found. Announce the failure of the procedure.

e Otherwise, continue to Step 3.
Step 3.

e For each of the children, determine if any is a goal node. If so, then return the node
associated with the least-cost solution.

e Otherwise, determine the estimated distance h(n) between each child and a goal node
for each of the children. Then, discard all but the node with the smallest A(n); denote
it as the new current node n.

Return to Step 2.

Procedure 8.6 (Best-First Search): Given a root node, best-first search is performed in the
following manner:

Step 1. Form a one-element list L consisting of the root node.

Step 2.

o If L is empty, then no solution exists. Announce the failure of the procedure.

e Otherwise, continue to Step 3.
Step 3. Remove the first node n from L and determine if it is the goal node.

e If n is the goal node, a solution has been found. Return the solution.

e Otherwise, continue to Step 4.
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Step 4.

1. Expand n by generating all of n’s children nodes, if any.

2. For cach of the children, determine the estimated distance h(n) between the child and a
goal node.

3. Insert each of the children into L in a manner that maintains a node ordering in L such
that nodes appear in L in ascending order of their associated value h(n).

Return to Step 2.

Procedure 8.7 (Beam Search): Given a root node and a width w, beam search is performed in
the following manner:

Step 1. Form a one-element list L consisting of the root node.
Step 2.

e If L is empty, then no solution exists. Announce the failure of the procedure.

e Otherwise, continue to Step 3.
Step 3. Remove all nodes from L and expand each node by generating the children of each node.

e If any of the children are gnal nodes, then return the node associated with the least-cost
solution.

e Otherwise, continue to Step 4.
Step 4.

1. Evaluate each of the children using an evaluation function f(n).
2. Sort the children in ascending order of the value f(n).
3. Discard all but the w best children.

4. Place the remaining w nodes on L.

Return to Step 2.

Procedure 8.8 (A* Search): Given a root node, A* search is performed in the following manner:

Step 1. Form a one-element list L consisting of the root node.

Step 2.

o If L is empty, then no solution exists. Announce the failure of the procedure.

o Otherwise, continue to Step 3.
Step 3. Remove the first node n from L and determine if it is the goal node.

o If n is the goal node, a solution has been found. Return the solution.

e Otherwise, continue to Step 4.
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Step 4.

. Expand n by generating all of n’s children nodes, if any.

For each of the children, determine the cost g(n) of the path between the root node and
the child.

For each of the children, determine the estimated distance h(n} between the child and a
goal node.

4. For each of the children, form f(n) = g(n) + h(n).

5. Insert each of the children into L in a manner that maintains a node ordering in L such

that nodes appear in L in ascending order of their associated value f(n).

Return to Step 2.

Procedure 8.9 (Dynamic Weighting): Given a root node and constants ¢ and N, the dynamic-
weighting method is implemented in the following manner:

Step 1. Form a one-clement list L consisting of the root node.

Step 2.

o If L is empty, then no solution exists. Announce the failure of the procedure.

e Otherwise, continue to Step 3.

Step 3. Remove the first node n from L and determine if it is the goal node.

o If n is the goal node, a solution has been found. Return the solution.

e Otherwise, continue to Step 4.

Step 4.

1.
2.

Expand n by generating all of n’s children nodes, if any.

For each of the children, determine the cost g(n) of tLe path between the root node and
the child.

For each of the children, determine the estimated distance h(n) between the child and a
goal node.

For each of the children, determine their depth d(n) in the search tree.

. For each of the children, form f(n) = g(n) + h(n) + €{1 — d(n)/N}h(n).

. Insert each of the children into L in a manner that maintains a node ordering in L su:h

that nodes appear in L in ascending order of their associated value f(n).

Return to Step 2.
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Procedure 8.10 (Static Weighting): Given a root node and a constant w, the static-weighting
method is implemented in the following manner:

Step 1. Form a one-element list L consisting of the root node.

Step 2.

e If L is empty, then no solution exists. Announce the failure of the procedure.

e Otherwise, continue to Step 3.
Step 3. Remove the first node n from L and determine if it is the goal node.

e If n is the goal node, a solution has been found. Return the solution.

e Otherwise, continue to Step 4.

Step 4.

1. Expand n by generating all of n’s children nodes, if any.

2. For each of the children, determine the cost g(n) of the path between the root node and
the child.

3. For each of the children, determine the estimated distance h(n) between the child and a
goal node.

4. For each of the children, form f(n) = g(n) + w- h(n).

5. Insert each of the children into L in a manner that maintains a node ordering in L such
that nodes appear in L in ascending order of their associated value f(n).

Return to Step 2.
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