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INTRODUCTION

Many technological areas currently use designs that rely on thin films for a variety of
effects that include mechanical, thermal, electrical, optical and magnetic properties. As typical
examples we mention microelectronics, optical coatings and multilayers for use in optical arrays
or solid—state lasers, optical-magnetic recording and storage devices. It is becoming
increasingly clear that such thin films are exposed to a variety of loadings which may be
mechanical (for example coatings for tribological applications), chemical (for example anti—
corrosion coatings), thermal (for example the dissipation of heat in microelectronic chip and
package designs), electrical or magnetic (such as the failure of superconducting thin films at a
critical value of the magnetic field). Furthermore, there often is observed a strong coupling
between such loads, as for example the interplay between mechanical properties (elastic moduli),
thermal properties (thermal conductivity, thermal expansion coefficient), and optical properties

(absorption) in determining the laser damage resistance of thin films.

This report discusses work in three areas concerning thin films: The first area is the
determination of anisotropic elastic stresses in thin films, where the primary area of application
would be epitaxial films. In this work, the film thickness enters only as a geometrical parameter

which otherwise does not affect the mechanical response of the film.

The second area discusses stress relaxation in thin films by plastic deformation along the
film/substrate interface due to thermomechanical loading, by diffusional creep during film
growth, or by cracking. The interesting point to be made is that diffusional creep introduces a
length scale to which the film thickness is to be compared. This length scale, therefore, can be
used to determine whether or not the film is "thin". Interestingly, this length scale depends both
on film material properties as well as growth or processing properties.

The third area discusses the thermomechanical properties of thin films, and specifically
addresses the issue of the thermal conductivity and interfacial thermal resistance in thin films.
The work consists of an experimental part, an analytical part, and a computational part (finite
elements). It is shown that thermomechanical properties of thin films may be considerably
different from those of the corresponding bulk solids, and this discrepancy is resolved by
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considering microstrucztural contributions in thin film thermal conductivity. Again, a length scale
is found against which the film thickness must be compared in order to determine whether or
not the film is "thin"..

The report comsists of two parts, a main part and a set of Appendices containing the
work published in refiereed journals or books. When work is described that has been already
published, only the main assumptions and results are contained in the main part of the report,
and the reader is refermed to the enclosed Appendices for further details or for further
bibliographical referemces. When the described work has not yet been published, the main report
contains the formulatiion of the problem, the analysis, and the relevant results and references.
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1. ANISOTROPIC ELASTIC STRESSES IN FILMS

The objective is to determine the effect of elastic anisotropy on the stress levels in thin
films. A primary area of application would be epitaxial thin films. The two areas of particular
interest are near the film's free edge and far from the free edges where the film is uniformly
stressed. For the calculation of the stresses, we first find the constitutive law that applies to a
specific orientation of the film with respect to the substrate, and we then use the constitutive law

for the numerical calculation of the stresses.

1.1 CONSTITUTIVE LAW

Consider a thin film made of a material with cubic anisotropy. The elastic response of
such a material is characterized by the elastic coefficients C{{, C1, C44 so thatin the

crystallographic axes the stress strain relation is

11 =Cii €11 + Cra(ex2 + €33) etc,, O12=2Cyu €)1y etc. (1.1)

It is convenient to define an equivalent Poisson ratio v, and the anisotropic constants A and H

via

-_Cn

2 Cas
=t A=_"2_ H=2Cu-C;1+C 1.2
Ci1 +Coy a4 — Ci1 12 (1.2)

“Cn -Ci2

For an isotropic material H=0 and A=1. The anisotropic parameters H and A are related by

-Had-v)

H=c A C_-=C11+C12-—2—C-21-2- (1.3)

1+v Cn

The constant C reduces to E/(1-v) for isotropic materials. For typical semiconductors and
metals A lies between 1 and 4, and the equivalent Poisson ratio v lies between 0.2 and 0.45.
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Common orientations of thin anisotropic films deposited on substrates are along the
<100>, <110> or <111> directions. For the stress analysis of such films, the stress—strain law
must be converted from the crystallographic axes to axes appropriate for the orientation of the
film/substrate.

Consider a cylindrical coordinate system where the z axis coincides with the film normal
n, and the r, 0 directions lie in the film plane. It is convenient to evaluate the elastic constants
that relate the stresses and strains in the cylindrical coordinate system r, 8, and n=z. The elastic

stress—strain law relates the stress vector [G] to the strain vector [€] as
(o] =[C] [g] (1.4-a)
[G] =[°rr Ogo Ozz Oz Op: 0'9:] [E] =[€ﬂ €60 €2z Yrz Yoz Yer] (1.4-b)

The results below summarize the form of the 6X6 matrix [C] appropriate for three

commonly used film orientations.
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A. FILMS WITH NORMAL ALONG <001>

For [001] films, we denote by 6 the angle measured from [100] in the film plane. Due
to symmetry, we only examine the range O<8<n/4. The matrix [C] is given by

C,;, Can Ca O 0 Cy |
Ci; Cn 0 —Ci
C 0 0 0
(Cl 5 ! (1.52)
Cas 0 0
symm. Caa 0
g Cag
C‘11=C11+I}(1—C05 49) , C'12=C12—§-(1—cos 49)
(1.5b)

C;;4=C44—%(1—cos46) , C'l(,=%- sin 40




B. FILMS WITH NORMAL ALONG <I11>
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For [111] films, 8 measures the angle in the film plane from the projection of [110]
onto that plane. Due to symmetry 0<@<n/3. The result is

Ci Ciz
Cn
[Cl 4
symm.
C.“=C11+L{2— , C'l2
C33=Cn +2—3ﬂ . Ci
H, H—6Q cos 30

-H, o |
H;
0
(1.6a)
—H,
Ciz  -He
Cis
C12=Cr2 -}31—
Cl3=Cas -% (1.6b)
sin 30
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C. FILMS WITH NORMAL ALONG <011>

For films with normal along [011], © denotes the angle from [100] in the film plane.
Now, due to symmetry the region of interest is 0<0<n/2. The result is

C;y Ca Cis 0 Cis
Cii  Cis Cis
[C] G O ) G (1.72)
Cas  Cys 0
symm. C;4 0
! Cag

Ci; =Cny —-1H6-(—7 + 4 cos 26 + 3 cos 49) ., Ch =C11—%(—7—4cos 26 +3cos49]

Ciz= Clz—%{-(l —cos 46) , Ci3 = Clz—-I—i—(l —cos 29)

C‘{3:C12—%(1+C0529) . C'33=C11+—I‘;21— , C'36=—-I}sin 20

(1.7b)
Cie= Esl sin20(1 +3cos20) , Cj¢= % sin 26 (1 — 3 cos 26)

Cas = c44—%(1 ~cos28), Ca= c44-%(1 + cos 26)

C24=C44—3T£I-(l—cos 49), Cjys= —141 sin 20
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1.2 ANISOTROPIC STRESSES

The stresses have been calculated numerically by using finite elements for the case when
far froom the free edges the film is in a state of residual balanced biaxial tensile or compressive
strain. ‘Such a state of strain arises either due to the thermal mismatch between the film and the
substr:ate, or due to the film deposition process. To reduce the numerical complexity of the
proble:m, conditions of plane strain were imposed so that the three—dimensional constitutive law
of eqms (1.5)—(1.7) could be further reduced to two—dimensional. For the cases n=[001], [111]
and {0’11] the plane strain conditions were imposed along the directions [010], [1 -2 1] and
[100], respectively. The details of the calculation and references can be found in Appendix 1.

The main conclusions are as follows for the case of a film supported on a much stiffer

substrate:

The main effect of elastic anisotropy (i.e. the deviation of the anisotropic parameter from
unity) iis to increase the stresses both in the vicinity of the free edge of the film, as well as in
the part of the film which is uniformly stressed, i.e. far from the free edges. The extent of the
interface which is subjected to large shear stresses increases considerably as A increases,

especially for the cases of n=[111] and n=[011].

The stresses for n=[111] or [011] were very similar for the same level of anisotropy.
These stress levels have a strong dependence on the anisotropic parameter A. For n=[001] the

stresses are lower, and have a weaker dependence on the anisotropic factor A.




2. STRESS RELAXATION

The objective in this part of the work was to examine several mechanisms which may

lead to stress relaxation in thin films, since the stresses calculated previously in Part 1 do not

account for any relaxation.

Stress relaxation can occur three ways: By time—independent elastic~plastic deformation,
or by time—dependent creep which may occur by dislocation climb—and—glide or by stress—

driven mass diffusion, or by cracking of the film.

2.1 PLASTIC DEFORMATION ALONG THE INTERFACE

We assume that the film is elastic—plastic, and that far from the free edges itisina
uniform state of stress corresponding to a differential thermal mismatch between the film and the
substrate. We are primarily concerned with the case when far from the free edges the stress is
in the elastic region, whereas the stress concentration near the free edges leads to a concentrated

zone of intense plastic deformation.

The film material is modeled as elastic—plastic, with the constitutive law in simple shear

2.1

where 1) is the yield stress in simple shear, and eo=1:0/20 is the yield strain in simple shear, G
being the shear modulus. the hardening exponent n ranges from 1 (for linear elastic material) to
oo (for elastic, perfectly plastic material).

For multiaxial states of stress, the strain €jj is given by
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g =€+ e:‘l’J + e'g (2.2)

where the elastic strain ei-e is related to the stress o;: via the usual linear elastic constitutive

y Y
response, the plastic strain eijp is related to the deviatoric stress tensor sifcifckksij/ 3byl,
deformation theory thus

-1
eV n -1

e‘i)j =fs;, f= ________E()) 3G (2.3)

where the equivalent shear strain € is defined via the strain deviator

_ e.e:.
e= -5  ei=ey —%k 8 (2.4)

Under these circumstances, the equivalent shear stress T = (Sij Sjj /2)? is also related to the

equivalent shear strain € by eqn (2.1).

The last term in eqn (2.2) is the misfit strain, which consists of only a volumetric

component
e = €T §; 2.5)

T

Thus, thermal mismatch strain can be represented by €, which can also represent misfit strain

due to the film deposition process.

The non—dimensional loading parameter was taken to be the ratio of misfit to yield
strain,

@
"
Sy

(2.6)
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The far—field film material will first become plastic when 6=0.93 for a Poisson ratio of 0.3.

The details of the calculations can be found in Appendices 2 and 3. The main results are
as follows for the case of a film bonded to a stiff substrate:

For 6<0.93, the plastic deformation is localized near the free edge. The plastic zone is
localized within a thin strip near the free edge and along the film/substrate interface. The length
D and height H of the plastic zone are not very sensitive to the hardening exponent n, but
depend strongly on the loading parameter 6. Thus, linear elastic stress distributions may be
used to approximate the extent of the plastic zone. When 6=0.93 the plastic zone extends
through the whole film. This continuum estimate of the extent of plastic deformation agrees
quantitatively with the fact that interfacial dislocations relieve the high stresses near the free edge
by propagating along the film/substrate interface.

The stress concentration in thick films (where the areal extent of the film is comparable
to the film thickness, thus modeling the island mode of film growth) is lower than in thin films.
The difference in stresses between thick and thin films is largest for linear elastic materials, and

it diminishes considerably as the amount of hardening diminishes.

It was found that even for small amounts of hardening the stresses along the film
interface near the film's free edge can considerably exceed the yield stress of the material. For
example, for n=30, within a distance of 10% of the film thickness, the shear stress along the
interface is comparable to the yield stress whereas the peeling normal stress may be several
times higher than the yield stress.

The calculated stresses can be also used for the case of film growth where stress
relaxation along the interface occurs during film growth rather than post—processing. The
observation that allows this extension is that the yield stress T of thin films is a diminishing
function of the film thickness. Thus, plastic deformation is suppressed in very thin films which
are expected to fail in a brittle manner. As growth continues, plasticity is enhanced and the
loading parameter is thus an increasing function of the film thickness.
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2.2 DIFFUSIONAL CREEP DURING FILM GROWTH ’

The structure of deposited films depends on parameters such as incident flux, film atom
adsorption, density of surface nucleation sites, and adatom surface mobility. The resulting
microstructure consists of small grains, which are often columnar and extend through the film
thickness (Thornton, 1974, 1977; Movchan and Demchishin, 1969; Messier, 1986). The small
grain size of thin films implies that inelastic stress relaxation mechanisms which are observed in
bulk materials at high temperatures may be actually operative in thin films at lower temperatures.
Thus, stress—driven diffusional flow in films is enhanced.

To examine the effect of microstructure and growth parameters on diffusional flow
during the growth of a thin film, we first observe that the total strain vanishes for a thin film
deposited onto a thick substrate due to the geometrical constraint of the substrate. Thus,

e+l +eP=0 2.7

where the first term is the elastic strain related to the biaxial film stress ¢ by €2=(1-v)G/E via

the film Poisson ratio v and Young's modulus E, the second term €7 is the misfit strain which
creates the stress in the film and is assumed to be independent of the film thickness, and the
third term is the creep strain which may be due to grain—boundary diffusion (or, Coble creep,
dominating at lower temperatures and higher grain sizes) or bulk diffusion (Nabarro—Herrimg
creep, dominating at higher temperatures).

For a point in the film at a fixed distance x, above the film/substrate interface no creep
relaxation can occur if the film thickness h is less than x,. Thus, points near the interface have
undergone larger amounts of relaxation as compared to points closer to the growing film surface
for two reasons: Points near the interface are exposed to diffusional flow for longer periods of

time, and they have experienced creep at lower grain size. The total creep strain is thus found
by
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t
£P = f e? dt (2.8)
X2/po

The creep strain rate is given by

£P = &m O | grain-boundary diffusion

h2d o
'CP=Bst O 1k di 3
£ hd og bulk diffusion 2.9)
GoEk—T-
Q

where h is the film thickness, d is the width of the columnar grains, and Q is the atomic

volume. The current film thickness h, increases in proportion to the film growth rate py, so that
hg=pg t. The constants B¢ and B, are approximately equal to 10, and D8 (units of m3/s), D,

(units of m?/s) are the temperature—dependent diffusivities for grain—boundary and bulk
diffusion, respectively.

Eqn (2.7) leads to a differential equation for the rate at which the stress ¢ in the film
evolves with time. The details of the calculation can be found in Appendix 4. The main result is
that the elastic and misfit strains are of the same order of magnitude, and that the creep strain
rate via grain—boundary diffusion is proportional to the non—dimensional number N defined by

N-E B8 8, _E B(Dy3 2.10)
6o hodpo ho oo dpo
where 4 is a length scale which depends on material properties and on the growth parameters d
and pg. When N>1 (or, equivalently, the film thickness hy is less than the length scale Q) the
effect of grain boundary diffusion is important in relaxing the stresses induced by the misfit

strain €1,
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To estimate the length scale &, typical values were used for the film growth rate Py
(from 0.1 to 10 nm/s) and the grain width d (from 20 to 500 nm). Using these typical values,
the range of the length scale 2 (from Qmin to Q'max) was found so that grain—boundary
relaxation becomes important when the film thickness is less than %. The results for many FCC
and HCP metallic films are summarized in Appendix 4. As an example, for Ni films grown at
500 °K, the range for £ is from 2 nm to 5 um. Clearly, therefore, the growth parameters can be
chosen so as to minimize or maximize the effect of creep strain rate for a given film thickness in
the micron or submicron range.

Another consequence of this analysis is that grain—boundary diffusion is most important
for thin films, or in the early stages of film growth when the film thickness is low. As a result,
the stress in the film is low near the film/substrate interface and high near the film's free
surface, so that the average stress in the film (which is often measured by monitoring the radius
of curvature of the supporting substrate) is a diminishing function of the film thickness.




-
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2.3 CRACKING OF THIN FILMS

Recent experiments have shown that the mechanical strength of nominally brittle
components can be greatly enhanced by thin films which are in a state of residual compression.

Several such experiments have been summarized in Appendices 5 and 6 where references can
also be found.

The films need not be distinct from the substrate itself. As an alternative example, ion—
exchange in glass components can be used to significantly improve the strength of glass. For
example, three different fracture experiments had been conducted at the University of Rochester
on phosphate glasses whose mechanical strength was improved by ion—exchange. The first
geometry involved small disks (diameter of 20 mm, thickness of 3 mm), and the second
geometry was that of squat cylinders (diameter 6.4 mm, height 6.4 mm). These two geometries
were tested in thermal shock tests, and a finite element analysis was performed in order to
correlate the temperature drop at fracture to the magnitude of the resulting thermal stresses. For
the unstrengthened specimens, the fracture strength was thus estimated to be about 25 MPa,
whereas for the strengthened specimens it was about 135 MPa.

The third geometry was that of rectangular slabs (8X15X160 mm3) which were

thermally pumped to failure. Appendix 5 contains the details of the stress calculations. A finite
element analysis again correlated the thermal power input to the resulting thermal stresses under
steady—state thermal pumping. It was found that the unstrengthened specimens had a fracture
strength of 19-23 MPa, whereas after ion—exchange the strength was improved to about 110
MPa. The conclusion from such tests was that ion—exchange can greatly improve the apparent
fracture toughness of brittle glass by imparting an average compressive surface stress of
approximately 90—110 MPa for phosphate glass. The value of the average compressive stress
was correlated to the amount of the average dilation (due to the ion—exchange) which was found
to be about 0.0034. Independent measurements of the ion concentration at the surface of the

glass and of the thickness of the ion—exchange layer (50—60 pum) were in good agreement with
the analytical predictions.

The idea of strengthening was further examined by examining the shielding imparted to a
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surface crack by two individual nearby spots which undergo a volume expansion (Appendix 6).
The expanding spots were further arranged in the form of a film perpendicular to the crack
plane. It was found that the location of the film with respect to the crack front is an important
parameter in determining the shielding due to the film. When the film is ahead of the crack
front, it does not provide any shielding; It is only when the crack front traverses the film that a
shielding is induced. This clearly shows that only the part of the film that is already cracked
contributes to shielding.

This idea was expanded to include crack growth resistance curves by plotting the amount
of crack tip shielding AK vs. the crack length a. It was found that for two typical film stress
distributions (either exponentially decaying from the sample's free surface, as in the case of
ion—exchange, or constant over the film thickness, as in the case of physically distinct films)
AK reaches a maximum when the crack length is equal to the length scale characterizing the film
stress distribution, and slowly decays for greater crack sizes. Thus, the maximum shielding
effect is imparted when the crack reaches the interface of the film and the substrate.
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3. THERMOMECHANICS OF THIN FILMS

In the work described above, it has been assumed that the mechanical properties of thin
films are independent of temperature, and that there is no coupling between the thermal and
mechanical response of the thin film. However, there are many technological applications where
there is a very strong interplay between the thermal and the mechanical properties of the film, so
that it is more convenient to think of the thermomechanical properties.

Three primary examples of technological areas where the thermomechanical properties of
thin films are of paramount importance are microelectronic circuits (Maldonado, 1990),
magneto—optical recording devices (Bartholomeusz, 1989; Evans and Nkansah, 1988; Halley
and Midwinter, 1987; Koyanagi et al., 1989), and laser damage in optical films and multilayers
(Guenther and Mclver, 1988; Lange et al., 1984, 1985; Lowdermilk and Milam, 1981; Walker
et al., 1981a, 1981b).

In microelectronic design, the removal of (he generated heat due to the power consumed
is controlled by the thermal properties of the electronic package which often involve a variety of
thin films.

In magneto—optical recording the write process is achieved by the localized heating of
the recording medium by a laser beam. The size and spacing of the written bits, and thus the
density of information that may be stored, is controlled by the thermal conductivity of the
recording medium.

In laser damage of optical films, which is due to the localized absorption of the incident
radiation by submicron inhomogeneities embedded within the otherwise non—absorbing film, the
damage resistance (the areal energy density at failure, defined as the level of energy at which the
inhomogeneity melts) is directly related to the thermal conductivity of the thin film within which
the absorbing inclusion is embedded. The energy density at damage for inhomogeneities
embedded in infinite matrices (Hopper and Uhlmann, 1970; Lange et al. 1984, 1985) has been
found from the work of Goldenberg and Tranter (1952) as
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E ~T.VYpcky (3.1)

where T is the melting point of the inclusion, p, c, k are the density, specific heat, and thermal

conductivity of the host material, and b is the laser pulse duration.

Other references of technological interest where the thin film thermal conductivity is
important can be found in Appendices 7, 8, and 9.

In this part of the reported work, we describe the experimental technique which was
used for the measurement of the thermal conductivity of thin films (Lambropoulos et al., 1989),

and the implications of such measurements for laser damage.
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3.1 THERMAL CONDUCTIVITY OF THIN FILMS

The analysis and measurement of the thermal conductivity of thin dielectric films for

optical applications was motivated from the Laboratory for Laser Energetics at the University of
Rochester. The measurement is done by using the thermal comparator technique, whereby a
heated tip (typically 20 °C above ambient) is brought into contact with the free surface of a thin
film deposited onto a substrate. The resulting temperature drop of the tip is directly related to

the combined thermal conductivity k. of the film/substrate assembly which involves

a
contributions from the film itself (ther}:ial conductivity kF), the film/substrate interface (thermal
resistance R; ) and the substrate (thermal conductivity kg,,). The measurement and the analysis
required to extract the thermal conductivity kg of the film from the measured kapp is described
in great detail in Appendix 7 for isotropic films in which the in—plane and out~of-plane thermal

conductivities are equal.

Since the original publication of the work in 1989 many other thin films have been
examined, including oxides, nitrides, fluorides, amorphous metals, and superconductors Shaw—
Klein et al., 1991; Shaw-Klein, 1992). The main result has been that the thermal conductivity
of thin films may be up to two orders of magnitude lower than the conductivity of the
corresponding bulk solid. Table 1 shows the ranking of the film thermal conductivity with
respect to bulk solids, and Table 2 summarizes the results of the measurement of the thin film
thermal conductivity. Further results can be found in Appendix 7.
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" TABLE 1: Thermal conductivity of selected bulk and film materials

Co Materials k(W/m-K)
Diamond (I and II) 1200-2300
Cu (polycrystalline) 200-500
Si (single crystal) 150
ALOq (single crystal) 35
AL Oy (sintered) 20

Many oxides and fluorides,
bulk solids 1.0tw 10

Oxide and fluoride films,

nominally 1 pm thick 0.05 10 1.0

Air 0.025




TABLE 2:
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Measured thermal conductivity of various thin films
Film Microstructure Thickness kg Kpulk
(km) (W/ m—K) (W/ m-K)
Si0, Amorphous 0.50-2.0 0.4-1.1 1.2-10.7
TiO, - 0.50-2.0 0.5-0.6 7.4-10.4
0, - 0.15-0.47 0.04
AlLO4 - 0.17-0.46 0.72 2046
MgF, - 0.21-0.58 0.58 15-30
AIN Dense, <0.15 0.5 70-180
polycrystalline 0.25-1.0 16
Tb—Fe compound  dense, amorphous  0.25-1.0 5.3 (I 3040
7.0 1)
Tb—Fe compound columnar, 0.25-1.0 0.3 ()
amorphous 4.3 (1)
YBa,Cu304 crystalline 0.25-1.0 0.1-0.2 8-10

Notice that (I) denotes the conductivity parallel to the film, and (1) perpendicular to the film.
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3.2 FILM THERMAL ANISOTROPY
AND INTERFACIAL THERMAL RESISTANCE

An interesting feature of the thermal conductivity of thin films is that it is often
anisotropic, so that the conductivity in the plane of the film k;| is different from the thermal

conductivity perpendicular to the plane of the film k , . This anisotropy may be due to the

anisotropic crystallography of the film itself, or due to the film microstructure that develops
during deposition. For example, Shaw—Klein (1992) has recently measured the thermal

conductivity of superconducting Y BayCu30,_g films. It was found that both k| and k | were

considerably lower than the corresponding bulk single crystal values, and that a significant

anisotropy existed in the thin films with k| &< kj.

Shaw—Klein (1992) has also measured the thermal conductivity of amorphous films of
rare—earth transition metals used in magneto—optic recording. The film thickness was in the
range 0.25-1 pum, and the substrate was fused silica. When the films were deposited at low
pressures, SEM analysis showed that the film microstructure did not exhibit any significant
anisotropy, and measurement of the in—plane (k) and out—of-plane (k ) thermal conductivities
showed that the film was approximately isotropic with k) /k .L=O‘7' At higher deposition
pressures, the films exhibited the characteristic g:olumnar microstructure, and a significant

anisotropy in the thermal conductivity developed, with ky; /k 1 approximately equal to 0.07.

In the work of Shaw—Klein et al. the in—plane thermal conductivity was determined by
measuring the electrical in—plane resistivity and converting to electronic thermal conductivity via
the Wiedemann—Franz law. The phonon contribution to the thermal conductivity was estimated
and added to the electronic contribution to yield kj. The thermal conductivity normal to the plane
of the film k| was measured with the thermal comparator method. It is thus clear that,
«depending on the film material, anisotropy, and microstructure, the film's thermal anisotropy
wnay be such that k; /k_L»l or ky/k; «1.

Another interesting feature of film thermal conductivity is that a considerable amount of
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interfacial thermal resistance may develop between the film and the substrate (Cahill et al. 1989,
Swartz, 1987; Swartz and Pohl, 1987, 1989). The existence of an interfacial thermal resistance
implies that the temperature is not continuous across the film/substrate interface, and that the
amount of temperature discontinuity is linearly related to the power flux per unit area through
the interfacial thermal resistance. For example, the measurements of Lambropoulos et al.
(Appendix 7) on a wide variety of oxide and fluoride films with thickness in the submicron
range may be as large as 3 mm? K/W when deposited on single crystal Si or sapphire

substrates.

More recently, Kuo (cngoing work at the University of Rochester, 1991-92,
unpublished) has measured the interfacial thermal resistance between thin films of amorphous Si
(with thickness from 0.25 to 1.8 pum) deposited on single crystal Si substrates. Kuo's technique
did not involve any contact with the film's free surface, but relied on the local swelling in the
surface of the film when a laser beam of known power illuminated the surface. Kuo found that
when the Si films were deposited on the as—received Si substrates, the interfacial thermal
resistance was approximately 0.6 mm? K/W. When the Si substrate was cleaned with an ion
beam before film deposition, the interfacial thermal resistance dropped to about 0.2 mm? K/W.
For comparative purposes, we mention that the thermal resistance of a 1-fim thick layer of
Si02 (with thermal conductivity of 10 W m™ K™) would be 0.1 mm? K/W. It is thus clear that
the interfacial thermal resistance between a film and a substrate may be considerable. There are
cases, however, when the interfacial thermal resistance is much lower. For example, the
analysis of the data for the rare—earth transition- metal amorphous films studied by Shaw—Klein
(1992) showed that the interfacial thermal resistance was several orders of magnitude lower than

the values quoted above.

This section of the report discusses the effective thermal conductivity due to an
anisotropic film which is bonded to a substrate via an imperfect interface which is characterized
by its interfacial thermal resistance. The effective thermal conductivity due to the film and the
substrate is determined for a wide range of ratios of (1) film to substrate thermal conductivity,
(2) film thickness to heat flow radius, (3) interfacial to substrate thermal resistance, and (4) film
thermal anisotropy. For the limiting case of small interfacial thermal resistance, analytical
expressions are derived for the dependence of the effective thermal conductivity on these ratios.
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It is also shown that for arbitrary amounts of thermal anisotropy in the film, an equivalent
thermally isotropic film can be deduced with an equivalent thickness depending on the degree of
anisotropy and the actual film thickness, and an equivalent thermally isotropic conductivity

which is the geometric mean of the in—plane and out—of plane film thermal conductivities.




_25-
3.2.1 TEMPERATURE DISTRIBUTION

Consider a film of thickness t bonded to a semi—infinite substrate as shown in Fig. 1.
The film is thermally anisotropic, with thermal conductivity k | normal to the film—substrate
interface, and thermal conductivity kj| parallel to the interface. The substrate has the isotropic
thermal conductivity k. Under steady—state conditions, the temperature T (r, 2) in the film

satisfies

9°T; 10Ty 9Ty _ -
1<..(ar2 tra | thig, =0 0srse, 0zt (3.2 2)

whereas in the substrate the temperature T,(r, 2) satisfies

82T2 oT, 82T2 _
l(z(ar2 +-Il_- o + ) =0, O0=%r<e, t<z (3.2 b)

where (r, z) are cylindrical coordinates, with z=0 at the film's free surface. The boundary

conditions along the film—substrate interface are

klaﬂ=kzéh Vr, z=t
oz 0z (3.3)
kza_T}..,.M:o Vr, z=t
0z Rint ’

where the first of (3.3) expresses the continuity of power flux, and the second approximates the
temperature discontinuity at the interface which is proportional to the interfacial thermal
resistance R; .. Notice that if R;, =0, then the temperature is continuous at the interface. If
R;p ¢ then the interface is thermally insulated. In the case of the isotropic film and in the
absence of any interfacial thermal resistance, the surface temperature distribution has been
calculated by Dryden (1983).

No attempt will be made to predict the value of the interfacial resistance R, .. For a first

principles calculation of R;,, and its dependence on temperature, especially at low temperatures
(typically less than 100-200 K), the reader is referred to the work of Cahill et al. (1989), and
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Swartz and Pohl (1987, 1989). In the sequel R;;,, will be treated as a phenomenological
parameter describing the film/substrate interface. However, interfacial microstructural effects on
R, Will be discussed later on in this report.

At the free surface of the film (z=0) it is assumed that there is a prescribed power flux
so that

oT; _{ q(r), O<r<a _
kl_éz——. 0, a<r z=0 (34)

The radius a over which heat flow occurs is called the thermal contact radius. It is also assumed

that Ty, T5 —> 0 as 2+2)1/2 5 oo,

The problem is solved by using Hankel transforms of order zero. The transforms of the
temperature distributions T and T, are then given by

Ti(A, 2) = AQQ) exp(ABz) + B(A) exp(-ABz)

_ 3.5)
Ta(A, z) = C(A) exp(-Az)
where the relative thermal anisotropy B is defined as
B=vkn/k, (3.6)
In particular, if the power flux distribution q(r) of eqn (3.4) is
Q G.7)

qr) = - ——
2naval—r2

so that the total power flowing through the area xaZ at z=0 is Q, then the constants A, B, C of

eqn (3.5) are found by imposing the boundary conditions of eqn (3.3) and (3.4). They are
given by
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_ exp(-2AB) (1 - ——“‘l'("‘i (1 + %k Riny) )

A l 2

B | =X 1+ ’_Mfc': (1 + 4 k2 Rin) 3.8)
c ’

2 -—-l-“‘]'('zk expl-A(B-1)1)
Q sin (al)
y = 2Vky/k, ma 2
1+ exp(-2Aft) + -——'kl'('zkl (1-exp(-2ABt)) (1 + A ka Rype )

The temperature in the film is now found by inverting the Hankel transform, so that

Ti(r, z) = f Ti(A, 2) Jo(Ar) A dA (3.9)
0

J( being the Bessel function of the first kind and of order zero.

The analytical treatment of heat flow, from a circular region of radius a on the surface of
a semi—infinite half-space of uniform conductivity k, can be found in Carslaw and Jaeger
(1959), where the thermal constriction is defined as the ratio of temperature increase to the
power flowing through a spot of size a (see also Dryden, 1983). We define the thermal
resistance R in a slightly different manner, as

=AT
R Q/A (3.10)

where AT is the average change in temperature ove. the area A=na? of the circle of radius a as

compared to the temperature of the half-space far from the heated spot, and Q is the net power
passing through A. The thermal resistance can be calculated if the distribution of power flux
q(r) (power per unit area) is known over O<r<a. For the specific power flux q(r) given by eqn
(3.7), which also makes the circle of radius a isothermal, the thermal resistance for the
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homogeneous half-space is

= a
R 4k (3.11)

For the case of the anisotropic film bonded to the substrate via the imperfect interface
characterized by Ry, the thermal resistance is calculated by first finding the average temperature
over the circle of radius a at the film's free surface which is not isothermal anymore. Thus,

a
TM=LI T, (r,z=0) 2 R rdr (3.12)
x a2 o

with the temperature T in the film given by eqn (3.9). The thermal resistance is then calculated

via

T
R=——-8ve (3.13)
Q/(na?)
Using eqns (3.8) and (3.9), the thermal resistance is thus found as
J1(§) sin §
R=—2_.. _ ,Yknk, /k,, Bt/a, p) d
e 2 GlE, Yknk,/kz. Bt/a, p) dE
° (3.14)
Gle. x. H, p) = L SXRC2ED + x (1+ exp-261) (1 +8p)
1+ exp(-26H) + x (1-exp(-2eH) (1+&p)
where we have denoted the non—dimensional interfacial thermal resistance p by
p = Rinkz (3.15) ‘=

a

On the other hand, if the half-space were homogeneous with an apparent thermal
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conductivity k

app’ the thermal resistance would be given by

=K _2a
R 4 Kapp (3.16)

Equating (3.14) and (3.16) we thus find the apparent thermal conductivity kapp as

1 _4__1 J1&)sin § e / ; .
kapp T Ykyk; . &2 G(é' nky/ks, Bt a,P) 3 (3.17)

Eqn (3.17) clearly shows that the original anisotropic film of thickness t and thermal

conductivity k | normal to the film—substrate interface, and thermal conductivity ky parallel to

the interface, is equivalent to an isotropic film with equivalent thickness teq and equivalent
thermal conductivity keq given by

M:Bt:f\/kr"—t, Keq = YK K (3.18)

Thus, the apparent thermal conductivity is given by

k J;(§) sin
Jo_a L[ DOME g oy ) gt
app . 3
ko (3.19)
K:&:ML H='e_q= _ki 1
k> kz ? a k.L a

with the function G given by eqn. (3.14).

It is the apparent thermal conductivity kapp that the thermal comparator directly

measures. Eqn (3.19) shows that the measured kapp depends on the film's thermal properties

| and thickness, on the substrate thermal conductivity k4, on the non—dimensional interfacial
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thermal resistance p, and on the heat flow radius a. The substrate thermal properties, the film
thickness t, and the heat flow radius a can be independently measured or estimated, so that eqn
(3.19) essentially relates the film thermal conductivity keq to the measured kapp and to the
interfacial thermal resistance p which characterizes the microstructure of the film/substrate

interface.

The integral in eqn. (3.19) was computed numerically by using version 1.2 of
Mathematica. The results are shown in Figs 2A—E. In these figures, the horizontal axis is the
reduced equivalent film thickness teq/ a, with teq related to the actual film thickness t via eqn
(3.19), and the vertical axis is the inverse of the apparent thermal conductivity of the film
measured with respect to the conductivity ky of the substrate. It is clear from these figures that
the ratio kz/kapp is a strong function of the film thickness t, of the anisotropy kit /k, and of
the non—dimensional interfacial thermal resistance p. The limiting cases of thin or thick films,
and of small or large p will be discussed in the next section, since in these cases the integral of

eqn (3.19) can be further simplified.

Figs 2A~E clearly show that as teg/a —se, then kyp;—keq = (ki1 / k)1/2 This

-
observation suggests the possibility of measuring a compo?z;:ll:i thermal conductivity for bulk
crystals with orthotropic symmetry. Such examples include YBayCu30,_g bulk
superconducting ceramics or crystals of hexagonal symmetry (such as graphite, Zn, or Cd)
oriented so that the z axis of Fig. 1 is parallel to the crystal's c—axis, and fiber~reinforced

solids with the fibers pointing along the z axis. In these cases, or for very thick coatings, it is

seen that both the parallel (kyp and perpendicular (k .L) components of thermal conductivity

contribute to the resulting heat flow patterns and to the measured apparent thermal conductivity
kapp. It is also clear that the effect of the non—dimensional interfacial thermal resistance p is
very small when t >>a, implying that thick coatings, as expected, are not sensitive to the
presence of the interface.

For thin films (say, taq/aso.l), on the other hand, it is clear that the apparent thermal
conductivity kapp is a strong function of the interfacial thermal resistance p. For very thin films
(teq/aS0.0l), kz/kapp depends weakly on keq/k2 for insulating films (keq/kzso.l) and
depends mainly on the non—dimensional thermal resistance p. Also for insulating films, and for
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small values of p (say, p<1), kapp is near the substrate k2 and the presence of the film leads to

a perturbation from k. In this case, k2/k depends weakly on p and changes by not more

app
than a factor of 2 for all film thicknesses as p changes from O to 1. However, for large values

of p, k2/kapp is approximately equal to p, or kapp=a/Rim, so that the measured apparent

conductivity k., is dominated by the presence of the interface.

app
As discussed in the introduction (see also Table 2), thin films are insulating so that Figs

2A and 2B are applicable to such thin films deposited on relatively conducting substrates (for

example, at room temperature Si with ky=150 W/m-K, sapphire with ky=35 W/m-K, or MgO

with ky=35 W/m-K). For more insulating substrates (for example fused Si0, with ky=1.4
W/m-K at room temperature) Fig. 2C is applicable.

Figs 2A and 2B also show that for insulating films (keq/kZSO.l) a value of the

interfacial thermal resistance exists which makes the measured kapp essentially insensitive to the

film thickness for th/aZ0.00I. For example, for keq/k2=0'01 the value p=100 makes kapp

change from the film's k., by less than 20% for this range of film thicknesses. For

€q
kcq/k2=0.1 the special value of p is about p=10. This value also makes k

20% of keq' Clearly, the value of p which makes kapp

equal to kz/keq for insulating films, or, equivalently Rim=a/keq‘ Thus, by choosing

app stay to within

independent of teq/ a is approximately

Rim"a/kcq’ the apparent thermal conductivity k,, . can be made approximately equal to the

app
film'’s keq for any film thickness and any value of the substrate conductivity k, as long as the

substrate is more conducting than the film (which is the usual case, as Table 2 indicates).
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I\‘\‘ f(r) r

Film, k

interface, R int

Substrate, k ,

and thickness teq
the function f(r),

Ty(r, 2) rt > r—* kn

K1

T,(r, 2)

FIGURE 1: The geometry of an anisotropic thin film
(thermal conductivity kll parallel to film and KL
perpendicular to film). Equivalently, the film is
thermally isotropic with thermal conductivity ke

q
The heat flux is specified by

and a is the heat flow radius.

3 ap—
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3.2.2 LIMITING CASES
(A) Small interfacial thermal resistance, thin film

The function G(E, x, H, p) of eqn (3.19) is expanded in series about p=0, and the first

two terms are kept. For thin coatings (Hsteq/a<<1) the result is

k2 +s4_Hl_‘L2+3_2_QHJ/2_f_1_(Q+O(H5/2)
Kapp T L 3n K

+pdli-avzmn %“%nﬁnm %K—1)+O(H5/2)

(3.20)

where the functions f;(x) and f2(x) of szeq/kzs(kll/ kJ.)I/ 2 are shown in Fig. 3. It is seen
that for an insulating film with respect to the substrate (k<1) these functions have a small value,

but they attain much larger values when the film is more conducting than the substrate.

Eqn (3.20) clearly shows that in this limiting case of thin films with small interfacial
resistance the effect of the film and of the film/substrate interface is to perturb the measured

thermal conductivity k, - from the substrate thermal conductivity k,. For isotropic films, the

app
term proportional to H on the RHS of eqn (3.20) is in agreement with the results of Dryden
who did not directly calculate kapp but the total thermal resistance due to a thin film bonded to a

substrate via a perfect interface.
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(B) Small interfacial thermal resistance, thick film

When H—eo, k___ is more conveniently measured with respect to the film thermal

app
conductivity keg =(ki/k;)1/2, The result is

Ykuk) o4 2 jpktl £3(x) + O(H-4)
Kapp nH2 2 24nH3

2 X K+1 1 X
+ In - fa(x) + O(H-4
PrEElea " 2 Temea ™ )

(3.21)

where the function f3(x) is shown in Fig. 3.
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FIGURE 3: The functions

f1, f2 and f3

for thin films.
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3.3 MICROSTRUCTURAL EFFECTS
IN FILM THERMAL CONDUCTIVITY

To understand the basic physical mechanisms that diminish the thermal conductivity of
hin films as compared to the bulk, we have considered continuum effects (such as porosity,
see, for example, Brailsford and Major, 1964; Budiansky, 1970; Torquato, 1991; or interfacial
thermal resistance among grains) and quasi—particle effects involving phonon scattering
(Klemens, 1955, 1958, 1969; Reissland, 1973). In thin films phonons can be scattered by other
phonons (Umklapp processes), or by microstructural inhomogeneities such as dislocations,
stacking faults, chemical inhomogeneities or boundaries such as the film/substrate interface. An
imitial analysis of such effects is presented in Appendix 9, where AIN has been used as a

nepresentative material.

The main conclusion is that all these microstructural features lead to reduced film thermal
oonductivity. However, the same mechanisms will lead to similar reductions in bulk materials
characterized by the same microstructure as the thin films. The only mechanism that leads to a
diependence on the film thickness of the film thermal conductivity is scattering from the film free
sairface or the film/substrate mechanism. This dependence is analyzed below.

The Debye theory of specific heat (Reissland, 1973) can be used to derive an expression
for the thermal conductivity kg of a material in which the primary mode of heat transfer is via
phonons. The result is

=
(=]
l

2
(h fom f dx T(x) x2 f(x)

(3.22)

= X2¢* shwl2x
fx) = (ex_1)2 > X kg T

where kg is Boltzmann's constant, v is the velocity of sound in the material, h is Plank's
constant, T is the absolute temperature, 8, is the Debye temperature, T is the relaxation time

o
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(related to the phonon mean free path by 7=2/v), and ® is the phonon frequency.

For a perfect crystal of infinite extent the main scattering of phonons is due to Umklapp

processes (U—processes), so that

\ (3.23)
L___Loexp?;/q)) ¢E%)_

LO, n, and P are material constants which can be extracted from the dependence on
temperature of the thermal conductivity of the bulk single crystal. Table 3 summarizes data for
several different classes of solids such as single elements, oxides, nitrides and arsenides. The
corresponding dependence of the length scale L on temperature T (normalized with respect to
the Debye temperature 8py) is shown in Fig. 4. It is important to note that L (which is
independent of the phonon frequency @ or x) is not the phonon mean free path. Also note that
the length scale L is temperature dependent.

Thin deposited films have a characteristic microstructure consisting of grains (grain size
D) in addition to the film thickness H. In this case, the total scattering time T is found by
adding the scattering rates due to the Umklapp processes, the grain structure of the film, and the
film thickness, so that

(3.24)

Ol<

1.1,
T ‘tU+H+

In this way, the ratio of the thin film to the single crystal bulk conductivity is found to be
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6p/T
X2 f
) H
X = (3.25)
ko 6p/T
I dx f(x)
0

Fig. 5 shows the dependence of k/ko (kg being the thermal conductivity of the infinite
perfect crystal where only Umklapp processes contribute to phonon scattering) on the non—
dimensional film thickness H/L for various values of the microstructural variable D/L at several
different nondimensional temperatures T/9D. At small film thickness, the film thermal
conductivity is dominated by the effect of the film thickness. At large film thickness, the film
conductivity becomes independent of the thickness and depends only on the microstructural
variable.

It is clear, therefore, that the film thickness is to be compared to the important length
scale L. This implies that a film which is thermally thin at a low temperature (compared to the

Debye temperature 8y is not necessarily so at a higher temperature.

N
[EPOTRI——
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TABLE 3: Material constants for the calculation of the dependence on temperature of
the thermal conductivity of single bulk crystals. RT denotes room temperature of 300 °K. These
constants have been calculated from the experimental k(T) which was found in the following
references.

For Si, Ge: C.J. Glassbrenner and G.A. Slack, Phys. Rev. 134, A1058, 1964.

For diamond: D.T. Morelli, C.P. Beetz, and T.A. Perry, J. Appl. Phys. 64, 3063, 1988; see
also T.R. Anthony, J.L. Fleischer, J.R. Olson, and D.G. Cahill, ibid. 69, 8122, 1991.

For GaAs: F. Szmulowicz, F.A. Madarasz, P.G. Klemens, and J. Diller, J. Appl. Phys. 66,
252, 1989.

For AIN: R.B. Dinwiddie and D.G. Onn, Mat. Res. Soc. Symp. Proc. Vol. 167, 241, 1990.
For MgO: C.L. Tsai, A.R. Moodenbaugh, H. Weinstock, and Y. Chen, Thermal Conductivity,
vol. 16, 139, ed. D.C. Larsen, Plenum Press, 1983.

For BeO: G.A. Slack and S.B. Austerman, J. Appl. Phys. 42, 4713, 1971.

For Al;0O3: B. Schulz, J. Nucl. Mater. 155-157, 348, 1988.

Material v 6p n B A Ly L(RT)
(m/s) (K) (1/s-K"  (am) (nm)
Si 6,400 674 3 0.29 6,050 35 77
Ge 3,940 395 3 0.20 10,980 5.8 17
C(dia) 13,200 2,230 4 0.121 1.31 0.41 3,100
GaAs 3,860 30 3 0.33 16,600 4.6 13
AIN 5,000 950 4 0.17 10 0.61 105
MgO 7,000 945 3 0.5 24,600 0.34 51
BeO 8,900 1,280 4 0.1125 35 0.95 510
AlLOq 8,900 1,000 3 0.16 21,400 0.42 26
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3.4 LASER DAMAGE IN THIN FILMS

3.4.1 IMPLICATIONS OF LOW FILM THERMAL
CONDUCTIVITY

The resistance to laser damage in optical thin films is an important consideration towards
the development of powerful solid—state lasers. Appendices 8 and 9 summarize experimental
data, and the damage mechanisms (avalanche ionization, multiphoton absorption, and impurity—
initiated damage; see Walker et al. 1981a, 1981b).

According to the impurity model, whose predictions for the laser damage of bulk solids
is eqn (3.1), an absorbing inclusion within a non—absorbing infinite matrix is heated due to the
absorption of the incident radiation. The high temperature within the inclusion leads to failure
when the temperature reaches some critical value. Further details and references can be found in
Appendix 9.

Here we consider the effect of low film thermal conductivity, film thickness, and the
proximity of the inclusion to the film's free surface, see Fig. 6. At time t20 the inclusion
absorbs power at the rate q per unit volume, whereas the film and the substrate do not absorb
any of the incident radiation. We used finite elements to solve the time—dependent heat
conduction equation assuming that the temperature and heat flux are continuous at all interfaces
and that the film's free surface is insulated. The governing equations are

Inclusion:  kj V7'1'1 +q = (pch % , r<R
Film: kg Vzl‘p = (pc)r a—gtﬁ , >R, —-(H-D)<z<D (3.26)

Substrate: kg Vsz = (pc)s a%ar_tﬁ , 2<—-(H-D)

where z is the axial coordinate in a cylindrical system (ry, 2) with origin in the center of the

inclusion.

L
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The main result of the numerical solution is that the film thermal conductivity kg plays
an important role in determining the temperature at the points A, B, and C shown in Fig. 6 (see
appendix 9). Low film thermal conductivity leads to very high temperatures after a certain time
has elapsed. For typical material parameters and laser beam duration the effect of the reduced
film conductivity is important. In effect, the reduced values of the film thermal conductivity
insulate the heated inclusion so that the temperature within and in the vicinity of the inclusion

rises significantly and it can easily reach thousands of degrees °K.

LASER BEAM
Energy E
per unit area;
Duration t
point A tilm free surface
D ¢
film k
H 2R F
poir;t (o film/substrate interface

substrate k s

FIGURE 6: The geometry of a thin film (non-absorbing),
containing an absorbing inclusion and supported on a
non-absorbing substrate.
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3.4.2 NONLINEAR EFFECTS IN LASER DAMAGE

It is clear from the discussion above that the temperature in laser damage can become
very large. It is well known that the thermal conductivity of solids has a strong temperature
dependence, typically diminishing with increasing temperature as eqn (3.22) shows. It is clear
that if dk/dT<O0, then a non-linear insulating effect is introduced in the sense that as the

temperature increases the thermal conductivity decreases which further increases the temperature.

To study this non—linear effect, we have assumed steady—state conditions so that all time
dependence can be neglected, and we have looked at the model of Goldenberg and Tranter
(1952) of the spherical absorbing inclusion of radius R (denoted by "1") embedded within the

infinite nonabsorbing matrix ("2"). We assume that the thermal conductivity varies as
P _10 1 e 10 1
Inclusion : ky(8) =k (el + eml) ., Matrix: ky(8) =k3 (ez + emz, (3.27)

where 8 denotes the non—dimensional temperature with respect to room temperature 8=T/Tg.
The material constants k19 and k50 are the thermal conductivities at room temperature, €; and
€5 are the small thermal conductivities at very high temperature (6>>1) and m{, m, are
exponents which give the temperature dependence of the thermal conductivity. Typically, my,
my lie in the range 1-2. We observe that m;, m, = 0 corresponds to the linear case of
temperature—independent thermal properties.

The steady—state soiution of the temperature distribution with 6—1 as p=r/R—eo is
calculated by assuming that the temperature and the heat flux is continuous along the inclusion—
matrix interface. The governing equations are

Inclusion: gr-[kl(T)r2%-'H+q=0 , r<R
(3.28)
Matrix: (SlrL[kz(T)ﬂ%-'H =0, r>R
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We first find the temperature Gs at the surface of the inclusion (p=1) and the temperature GC at
the inclusion center (p=0) by

€ 6, +
25l--mz

(3.29)

where g denotes the non—dimensional heating term and k is the ratio of matrix to inclusion

room temperature thermal conductivities

2 0
=4R" e 5(?; (3.30)
k2 TRT kl

In view of the previous discussion on the decreased thermal conductivity of the host material, k
will typically be less than unity. It is interesting to note that the temperature 8 at the surface of
the inclusion depends only on the properties of the matrix

The temperature inside the inclusion 8;,(p, p<1) and outside the inclusion 0out(Ps P21)
are then given by

1 gl-m_gko o 1 l-m
€16+ 716 (1 p)+e,es+l_mles

mn

(3.31)

1-
e290ul"‘1_1rn2 eoul m2=§ %"'52"’?:%2

Fig. 7 shows the temperature distribution in the vicinity of the inclusion. The linear case
my, m, =0 results in low temperatures and the thermal non-linearity leads to significantly
higher temperatures.

Fig. 8 shows the dependence of the inclusion surface temperature on the non—
dimensional loading g defined by eqn (3.29). It is clear that for low values of g (g<2) the linear
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analysis sufficiently predicts the surface tzmperature. At higher g, the non-linear dependence of
the thermal conductivity on temperature leads to a distinctly different dependence of temperature
on the absorbed power q, so that the rate at which the temperature changes with g is many
times higher than the corresponding linear case in which the temperature depends linearly on g.

Although the present discussion establishes the importance of non—~linear thermal effects,
it is applicable only when steady~state has been achieved. Since steady-state is known to lead
to considerably higher temperatures than the transient solution, the reported results are to be
seen as an upper bound on the effects of non—linear dependence of the matrix thermal
conductivity on the temperature.

FIGURE 7: The temperature distribution (steady-state
conditions) due to an absorbing inclusion embedded
in an infinite, non-absorbing matrix. The inclusion-
matrix interface is at p=1.

At room tomevatre, the conductivity of the matrix is
one-half that of the inclusion (k=0.5).
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FIGURE 8: Steady-state temperature at the inclusion surface vs.

the non-dimensional absorbed power g. The temperature is normalized

in terms of the room temperature (300°K). m,=0 corresponds to a
thermally linear material with conductivity”independent of temperature.




_50-

3.5 MICROSTRUCTURAL EFFECTS ON
INTERFACIAL THERMAL RESISTANCE

In the analyses presented above, it has been assumed that there is continuity of
temperature along the film/substrate interface. Clearly, this will only be the case if no
microstructural details are present along that interface. The results of Lambropoulos et al.
(Appendix 7) on the measurement of the thermal conductivity of thin films by the thermal
comparator suggest that such an interfacial resistance may be considerable. Furthermore, section
3.2.1 of this report showed that the interfacial thermal resistance may have a large effect on the
apparent thermal conductivity of the thin film.

It is well known that due to the nucleation of the thin film, the interface has a large
amount of porosity. This porosity appears to be localized near the interface in films
characterized by the columnar microstructure discussed in Section 2.2. The presence of this
porosity implies that the film/substrate interface is not to be viewed as a single plane, but
instead as a diffuse region characterized by a distribution of voids.

To determine the effect of porosity on the interfacial thermal resistance, we have
modeled the porous interface by examining a single cylindrical tapering grain, as shown in Fig.
9a. The width of the grain is D, and the area of contact of the grain with the substrate is 2a<D.
We assume that as z—oo the temperature distribution is uniform and that it corresponds to a
constant heat flux q (power per unit area) in the (—z) direction. that there is not heat flow from
one grain to a neighboring grain, and that the film is in contact with a conducting substrate so

that the interface at z=0 is kept at a constant temperature.

We denote by Tq(r, 2) the temperature distribution in the absence of any porosity so that

To (r,2) = q-kz— (3.32)

where k is the thermal conductivity of the grain material. On the other hand, in the presence of
interface porosity we denote the temperature by T(r, z). Fig. 9b shows numerically computed
isotherms in the absence of any porosity (2a=D), and in the presence of porosity. It is clear that
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porosity leads to higher temperatures in the vicinity of the film/substrate interface and this

implies a higher interfacial thermal resistance.

To determine the effect of the interface porosity on the interfacial thermal resistance, we

calculate the average temperature at a height z above the interface

DR DR
f T(r,2)2xrdr f To(r,z)2rdr

0 0
Tave (2) = , The@= 3.33
(z) nD2/4 ) nD2/4 ¢339

and we can then determine the interfacial thermal resistance by

Rim. = Tave Elz':H) , R?n[ ’Igve f}z=H) = % (3.34)

This definition of the thermal resistance is identical with the definition used in Section 3.2.1 of
this report, see eqn (3.13). Notice that these contributions to the interfacial thermal resistance do
not include any intrinsic thermal resistance an example of which is the interfacial thermal

resistance of two different solids brought into intimate contact through a perfect interface.

To examine the effect of the microstructural porosity alone on the interfacial thermal

resistance, we define the fractional change in the interfacial thermal resistance

. _RY
Rint = Rini _ KT, (z=H)-1 (3.35)
R, H

which is plotted in Fig. 10 in two different ways.

It is clear from Fig. 10 that the effect of the pore shape is not very strong, and that tall
pores (small H) give large thermal resistance than short pores. However, the effect of porosity
along the interface, i.e. the ratio a/(D/2), is very strong so that the interfacial thermal resistance
decreases by almost two orders of magnitude as a/(D/2) increases from 0.2 to 0.9.
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It is concluded, therefore, that a large contribution to interfacial thermal resistance may
be due to the interfacial pore microstructure.
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FIGURE 10: Fractional change in interfacial thermal resistance
due to the presence of interfacial porosity.




_55.

REFERENCES

Bartholorieusz, B.J., 1989, “Thermomagnetic marking of rare-earth-transition-metal thin

films”, Journal of Applied Physics, vol. 65, p. 262.
Brailsford, A.D. and K. G. Major, K.G., 1964, “The thermal conductivity of aggregates

of several phases, including porous materials”, British Journal of Applied Physics, vol. 15, p.
313.

Budiansky, B., 1970, “ Thermal and thermoelastic properties of isotropic composites”,
Journal mposite Materials, vol. 4, p. 286.

Cahill, D.G., Fischer, H.E,, Klitsner, T., Swartz, E.T. and Pohl, R.O., 1989, “Thermal
conductivity of thin films: measurements and understanding”, Journal of Vacuum Science and
Technology, vol. A7, p. 1259.

Carslaw, H.S. and Jaeger, J.C., 1959, Conduction of heat in solids, Oxford University
Press, London, Chapter 8.

Casimir, H.B.G., 1938, “ Note on the conduction of heat in crystals”, Physica, vol. 5, p.
495.

Dryden, J.R., 1983, The effect of a surface coating on the constriction resistance of a spot
on an infinite half plane, J. Heat Transfer, vol. 105, 408.

Evans, K.E. and Nkansah, M.A., 1988, “Finite element analysis of thermal stresses in
optical storage media”, Journal of Applied Physics, vol. 64, p. 3398.

Goldenberg, H. and Tranter, M.A., 1952, “Heat flow in an infinite medium heated by a
sphere”, British Journal of Applied Physics, vol. 3, p. 296.

Guenther, A.H. and Mclver, J.K., 1988, “The role of thermal conductivity in the pulsed
laser damage sensitivity of optical thin films”, Proceedings of Society of Photo-instrumentation
Engineers (SPIE), vol. 895, p.246.

Halley, J.M. and Midwinter, J.E., 1987, “Thermal analysis of optical elements and arrays

on thick substrates with convective cooling”, Journal of Applied Physics, vol. 62, p. 4055.
Hopper, R.W. and Uhlmann, D.R., 1970, *“ Mechanism of inclusion damage in laser
glass”, Journal of Applied Physics, vol. 41, p. 4023.

Klemens, P.G., 1955, “The scattering of low-frequency lattice waves by static
imperfections”, Proceedings of the Physical Socjety, vol. 68, p. 1113.

Klemens, P.G., 1958, “Thermal conductivity and lattice vibrational modes”, in Solid State
Physics, vol. 7, ed. F. Seitz and D. Tumnbull, Academic Press, New York, p. 1.

Klemens, P.G., 1969, “Theory of the thermal conductivity of solids”, in Thermal
Conductivity, vol. 1, ed. R. P. Tye, Academic Press, New York, p. 1.

Koyanagi, H., Ito, T., Miyamoto, N., Sato, Y., and Ando, H., 1989, “Optical and thermal
analyses on multilayered thin films of a phase-change optical recording disk™, Journal of Applied
Physics. vol. 66, p. 1045.

Lange, M.R., Mclver, J.K,, and Guenther, A.H., 1984, “The influence of the thermal and
mechanical properties of optical materials in thin film form on the damage resistance to pulsed
lasers”, Thin Solid Films, vol. 118, p. 49.

Lange, M.R,, Mclver, J.K., and Guenther, A.H., 1985, “Pulsed laser damage in thin film
coatings: fluorides and oxides”, Thin Solid Films, vol. 125, p. 143.

Lambropoulos, J.C., Jolly, M.R., Amsden, C.A., Sinicropi, M., Diakomihalis, D., and
Jacobs, §.D., 1989, “Thermal conductivity of dielectric thin films”, Journal of Applied Physics,




-56-

vol. 66, p. 4230.

Lambropoulos, J.C. and Hwang, S.-S., 1990, “Implications of low film thermal
conductivity for the laser damage resistance of optical thin films”, in Electro-Optics and Nonlinear
Optic Materials, Ceramic Transactions vol. 14, ed. K. M. Nair, A. S. Bhalla, and E. M. Vogel,
American Ceramic Society, p. 219.

Lowdermilk, W.H. and D. Milam, D., 1981, “Laser-induced surface and coating damage”,
IEEE Journal of Quantum Electronics, vol. QE-17, p. 1888.

Maldonado, J.A., 1990, “X-Ray lithography, where it is now, and where it is going”,
Journal of Electronic Materials, vol. 19, p. 699.

Messier, R., 1986, “ Toward quantification of thin film morphology”, Journal of Vacuum
Science and Technology, vol. A4, p. 490.

Movchan, B.A. and Demchishin, A.V., 1969, Fiz. Met, Metalloved., vol. 28, p. 653 (in
Russian).

Powell, R.W., 1969, “Thermal conductivity determinations by thermal comparator
methods”, in Thermal Conductivity, vol. 2, ed. R. P. Tye, Academic Press, New York, p. 276.

Reissland, J.A., 1973, The Physics of Phonons, John Wiley, London, p. 117.

Shaw-Klein, L. , Microstructural effects in thin film thermal conductivity, Ph. D. Thesis,
University of Rochester, February 1992.

Shaw-Klein, L., Burns, S.J., and Jacobs, S.D., 1991, “Thermal conductivity of
aluminum nitride thin films”, in Electronic Packaging Materials Science, ed. E. D. Lillie et al.,
Materials Research Society Symposmm Proceedings, vol. 203, MRS, Pittsburgh, (to be
published).

Swartz, E.T., 1987, “Solid-solid thermal boundary resistance”, Ph. D. thesis, Cornell
University.

Swartz, E.T. and Pohl, R.O., 1987, Thermal resistance at interfaces, Appl. Phys. Lett.,
vol. 51, p. 2200.

Swartz, E.T. and Pohl, R.O., 1989, Thermal boundary resistance, Rev. Modern Physics,
vol. 6, p. 6051.

Thomton, J.A., 1974, “Influence of apparatus geometry and deposition conditions on the
structure and topography of thick sputtered coatings”, Journal of Vacuum Science and Technology,
vol. 11, p. 666.

Thomton, J.A., 1977, “High rate thick film growth”, in Annyal Review jn Materials
Science, vol. 7, ed. R. A. Huggins et al., p. 239.

Torquato, S., 1991, Random heterogeneous media: Microstructure and improved bounds
on effective properties, Appl. mech. Rev., vol. 44, 37.

Walker, T.W., Guenther, A.H., and Nielsen, P.E., 1981a, “Pulsed laser-induced damage
to thin-film optical coatings-Part I: Experimental”, JEEE Journal of Quantum Electronics, vol. QE-
17, p. 2041.

Walker, T.W., Guenther, A.H., and Nielsen, P.E., 1981b, “Pulsed laser-induced damage
to thin-film optical coatings-Part II: Theory”, IEEE Journal of Quantum Electronics, vol. QE-17,
p. 2053.




APPENDIX (1)
J. C. Lambropoulos and S.-M. Wan, Stresses in anisotropic thin

films bonded to stiff substrates, Electronic Packaging Materials
Science 111, ed. R.C. Sundahl et al., Mat. Res. Soc. Symp. Proc., vol.

108, 399 (1988).

STRESSES IN ANISOTROPIC THIN FILMS EONDED T0 STIFF SUBSTRATES

JOHN C. LAMBROPOULOS AND SHIH-MING WAN
t of Mechanical Exineering, University of Rochester, Rochester,
NY 14627

ABSTRACT

Numerical techniques are used to calculate the stress concentrations
arising near the interface of a single-crystalline film which is bonded to a
stiff substrate. The film has cubic elastic symmetry, and it is characterized
by the anieotropic constants A and H which show the deviation of the material
fram elastic isotropy. The normal to the film-substrate interface is taken to
be along the 100, 111 or 110 directions. The inhomogeneous stresses near the
free edge and the uniform stresses far from the free sdge are calculated, and
the effects of cubic elastic anisotropy and of f£ilm growth direction are esta-
blished for material parameters typical of metallic and semiconducting films,

INTRADUCTION

It is well known that thin films grown on substrates by various techniques
are in a state of int.rnal stress which arises as a result of the deposition
process (intrinsic stress) or as a result of differential thermal mismatch
between film and substrate at a temperature different than the deposition
tamperature (thermal stress) [1]. Large values of the internal stress may lead
to failure by delamination fram the film's free edge [2], by buckling (3] or
by cracking along the interface [4].

Stresses near the vicinity of the free edge of an isotropic film were
calculated by Aleck (5], and later by Zeyfang {6) and Blech and Levi [7], who
established that close to the free edge large peseling and shear stresses deve-
lop. Williams [8] showed that for an isotropic film bonded to a rigid substrate
stress singularities develop near the point where the interface meets the free
edge. Hein and Erdogan (9] calculated the stress singularity for varying stiff-
ness between film and substrate. They showed that when the film is much stiffer
the singularity is -3 for large values of the film material angle. When the
substrate is much stiffer, the singularity is generally milder [9]. Approwi-
mate solutions for the stresses along the interface have been presented by
Suhir {10], and by Yang and Freund [11), who have approximated the variation
of the stresses through the thiciness of the film,

In all works cited above, it has been assumd that the film and substrate
are elastically isotropic. Still, situations often arise where the films are
not isotropic. Examples are epitaxial films which may have a considerable
amount of anisotropy {12], and magnetic films in which the material properties
normal to the interface differ from the properties parallel to it [13].

It is the cbjective of this note to establish the effect of elastic
anisotropy on the stresses near and far from the free edge in thin films of
cubic symmetry which are bonded to stiff substrates.

ANISOTROPIC ELASTIC STRESSES

The gacmetry of the film and the substrate is shown inserted in Fig. 1.
The z direction is normal to the film-substrate interface, and it is assumed
that plane-strain conditions exist along the y direction. The substrate is
sodelled as being rigid and rigidly bonded to the film whose oonstitutive
relation in the coordinste system of the crystal is

O=Cig-€T1) M
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where (J,€ denote the stress and strain tensors, respectively, I is the ide-
ntity tensor, and ¢ is the 4-th order tensor of elastic stiffness with the
usual symmetries and the non-zero entries

C1111%C22227C3333%C14
€1122°C2233%%3311*%12 (2)
€12127%2323"C3131*C44q

The quantity €T denotes a misfit strain and it may be due to differential

thermal mismatch or due to the intrinsic stress.
It is convenient to define the anisotropic factors A and H by [14)

A=2C,,/(Cy -Cip) , H=2C ,-(Cq-Cy,)) (3a)

For an jsotropic materjal A=1 and H«0. An equivalent Poisson ratio v is also
defined

VeCy 5/ (CqqeCy,) (3b)

For typical metals [14] and semiconductors (elemental or III-V compounds) [15]
A lies between 1.5 and 4, and v between 0.2 and 0.45.

The orientation of the interface normal n is taken along the 100, 111 or
110 directions. Knowledge of n allows equation (1) to be expressed in the
coordinate system of the film which is inserted in Fig.1.
. The far field uniform stresses are found by noting that far from the
ree edge

C -nyte ytO . 'OZX 2y =0 (4)
The anly non-zero stresses are, in general, (&x‘%yand . For n=100 or 111
[o %% and 0, whereas for n=11¢ Gioc-Oyy# 0. ‘meinsertm Fig. 1

shows far field Gy for n=110 or 111 for various values of the anisotropic
parameter A. For n=100 it can be easily shown that the far field stresses do
not depend on C4q or A, but only on Cy1 and Cy3. Thus for arbitrary A with
n=100 the far field stresses are equal to the n=111 or 110 values with A=1.

To find the stresses distribution near the free edge, finite element
techniques were used employing 4-node bilinear jisoparametric elements. The
half-length of the film (parallel to the interface) was taken to be five times
the thickness of the film. The Poisson ratio was taken to be v=0.2, and A was
equal to 1 (isotropic), 2 or 4. For n=100 the plane.strain condition was en-
forced along the 010 direction; For n=110 the plane-strain condition was along
001, and for n=11) the plane-strain condition was along 121,

Figures 1! and 2 show the stress distribution near the free edge and along
the interface (2=0.008h) for n=111, Figures 3 and 4 show the same results for
n=100. The insert in Fig. ! and Fig. 3 shows the levels of the uniform far
field stresses Oy for n=110 and 111, In order to clearly show the effect of
anisotropy and the effect of the interface normal n, the stresses are msasured
in units such that the far field stress G=! for an isotropic material with
the same Poisson ratio.

DISQISSION

It is seen from Figures 1-4 that the main effect of elastic anisotropy
is to incTease the stresses both in the vicinity of the fres edge, as well as
in the part of the filw which nw!ccnly stressed. Rurthermore, the extsnt
of the interface which is subjected to large shear stresses is sean to increase
considerably as A increases, especially for the case n=111 (Fig. 2). Although
the peeling stress C,; has diminished considerably by the time x=0.1 or 0.2 h,
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the levels of the shear stress still remain close to the far field value of
the internal stress. When compared to the isotropic results (A=1), it is seen
that anisotropy does not change the qualitative features of the stress distri-
bution along the interface.

Concerning the effect of the interface orientation n on the resulting
stress distribution along the interface, the numerical results showed that
the stresses near the free edge with n=110 were within 5% or less of the
stresses with n=111 for the same value of A, Thus, it was concluded that the
effect of anisotropy is essentially the same when n=111 or 110. On the other
hand, when ns100 the numerical results show that the effect of A on the peeling
stress Gy is much smaller than when ns111 or 110; The effect of A on the shear
stress Oxz is stronger, but still weaker than the case with n=111 or 110, A
more detailed analysis of the effect of anisotropy is forthcaming.

Several assumptions had to be made in this work, such as the isotropy of
the misfit strain €7, or that the substrate is rigid, or that the assumption
of plane-strain is valid (thus reducing the problem from three to two dimen-
sions), or that the film remains linearly elastic at the high levels of stress
present near the free edge, whereas plastic deformation is expected to relieve
the high stresses by a variety of deformation mechanisms, such as dislocation
flow or diffusional creep depending on the level of the tamperature and an the
level of the far field uniform stress (12]. A careful examination of these
assumptions is currently under way.
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40200 and by the Laser Fusion Feasibility Project at the Laboratory for Laser
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Authority, Ontarioc Hydro, and the University of Rochester, and the Office of
Naval Research.
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Abstract

Finite element techniques are used 10 calculate
the stress concentrations near the free edge and
along the interface of thin films which are bonded
to stff substrates. The material of the film is
modeled as elastic-plastic with a linear power-law
hardening stress-strain curve in simple shear. It is
assumed that the film material is characterized by
J, deformation theory, and that far from the free
edges the film is in a state of uniform balanced
biaxial stress which may be due 1o misfit strain, to
thermal strain or 1o intrinsic stress. Emphasis is
placed on the stress concentrations in films of
small aspect ratio {modeling the early stages of
island growth) or of large aspect ratio (modeling
epitaxial or layer-by-layer growthj and on the effect
of the hardening exponent on the resulting stress
concentrations. It is found that stress concentra-
tions are localized near the film-substrate inter-
face, thar films of small aspect ratio have smailer
stress concentrations than films of large aspect
ratio, and that plastic deformation significantly
reduces the stress levels near the interface,
although close to the free edge the stress levels are
still higher than the far field uniform stresses.

1. Introduction

It is well known that thin films grown on sub-
strates are in a state of internal stress which arises
as a result of the deposition process (intrinsic
stress) or as a result of differential thermal mis-
match between film and substrate when the
temperature is different from the deposition tem-
perature (thermal stress) [1, 2]. Large values of
the internal stress may lead to failure by de-
lamination from the free edge of the film {3], or by

*Paper presented at the symposium on Interfacial Phe-
nomena in Composites: Processing. Characterization, and
Mechanical Properties. Newport, Rl. June 1-3, 1988.

0921-5093/89/53.50

buckling and cracking along the interface
between film and substrate {4, 5]. The film ma-
terials are used in a wide variety of applications,
such as optical [6], electronic | 7], or magnetic [8].
Stresses near the vicinity of the free edge of an
isotropic film were calcvlated by Aleck [9], and
later by Zeyfang [10] and Blech and Levi [11],
who established that close to the free edge large
peeling and shear stresses develop. Such stresses
considerably exceed the far field internal stress of
the film [11]. Williams [12] showed that for a film
bonded to a rigid substrate stress singularities
develop near the point where the interface meets
the free edge. Hein and Erdogan [13] calculated
the stress singularity for varying stiffness between
film and substrate. They showed that when the
film is much stiffer the singularity is ~1/2 for
large values of the film material angle. When the
substrate is much stiffer, the singlarity is gener-
ally milder [13]. More recently, Lau, Rahman and
Delale calculated the free edge singularity for
power-law hardening materials and for a variety
of different free-edge material angles ([14].
Approximate solutions for the stresses along the
interface have been presented by Suhir [15, 16],
and by Yang and Freund [17), who have approxi-
mated the variation of the stresses through the
thickness of the film. Stresses in elastic substrates
have been calculated by Hu [18) and by Isomae
(19] who were mostly interested in evaluating
defect densities induced in silicon substrates due
to the thin film internal stresses. Interfacial stress
distribution in epitaxial films, which are charac-
terized by considerable elastic anisotropy, have
been calculated by Lambropoulos and Wan [20].
As Lau er al. have pointed out [14], most
studies to date have concentrated on linearly
elastic constitutive response for the film or sub-
strate materials. More recently, attempts have
been made to include material nonlinearities in
the analysis of stresses in film-substrate assem-
blies. Yang and Freund examined plastic and vis-
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cous matenial response for the film [17] but, due
to the approximation involved, their solution is
not valid within 1-2 thickness from the film’s free
edge. Suhir {16] allowed for nonlinear stiffness of
the solder in soldered film-substrate assemblies.
Due to the approximations invoked in Suhir’s
work [15, 16] the tracton-free boundary condi-
tions are not satisfied near the film's free edge. As
noted above, Lau er al. {14] examined singulari-
ties in power-law hardening composite wedges.
Isomae {21) allowed for linearly viscous response
of the film material in an effort to model disloca-
tion generation in silicon substrates with SiO, or
$i,0,/8i0, films. In Isomae’s work primary
emphasis was placed on the stresses induced in
the substrate.

Inelastic effects have long been recognized as
leading to significant stress relaxation in metallic
films. As examples we mention the work of
Murakami et al. on Pb [22] and the work of
Hershkovitz er al. on aluminum [23]. Reviews of
the deformation mechanisms in thin films have
been provided by Koleshko er al. [24], by Mura-
kami [25]. and by Chaudhari [26]. Kinosita [27]
has summarized methods for measuring thin film
mechanical properties. Deformation mechanisms
include diffusional creep, power-law creep and,
at lower temperatures and higher stresses, dislo-
cation glide (25, 26]. As noted above, Isomae [21]
used linearly viscous constitutive response for
SiO, films interacting with silicon substrates.

Concerning plastic deformation of films on
substrates by dislocation glide, Hoffman has
pointed out that the high stresses along the inter-
face and near the free edge of the film must
necessarily lead to plastic flow or fracture, and
that the strain gradients are localized near the
film edge [3, 28, 29]. Stress-strain curves for gold
films measured by Catlin and Walker [30] show a
considerable nonlinearity, as do the data of
Henning er al. on copper and nickel {31].

It is the objective of this report to account for
the effect of elastic-plastic relaxation near the
free edge and along the film-substrate interface in
films which are subjected to a uniform far-field
stress (due either to misfit or thermal strain). To
simplify the problem, and in view of the studies
on stresses in the substrate by Hu [18] and by
Isomae {19, 21], we assume that the substrate is
rigid, and thus focus our attention exclusively on
the film and on the film-substrate interface. We
assume that the film is in a state of plane strain,
and we account for plastic deformation of the

film material via J, deformation theory fitted to a
linear-power law hardening stress-strain behav-
ior in simple shear. To account for three-dimen-
sional island-like growth (Volmer-~Weber growth
[32]) and for epitaxial layer growth (Frank and
van der Merwe [32]), we consider films whose
lateral extent is similar to the thickness of the film
or greatly exceeds it. The basic parameters
characterizing our model are the ratio of film
lateral extent to film thickness, the ratio of misfit
to yield strain, and the hardening exponent of the
film material.

2. Problem formulation

Figure 1 shows the geometry of a film with
thickness 4 and lateral extent L. The free edge of
the film is located along x=0, and the
film-substrate interface is at y=0. For simplicity,
and in order to avoid three-dimensional effects, it
is assumed that plane-strain conditions prevail
along the z direction. For reasons explained in the
Introduction, we concentrate our atteition on the
film and interface. Thus, we assume that the sub-
strate is rigid, and that displacement and traction
continuity is satisfied along the interface y=0.
The sides x=0, x=L, and y=h are free of trac-
tions. Far from the free edges the film is in a state
of balanced biaxial stress, ie. o, =0, which,
furthermore, is uniform in the y direction.

The film material is taken to be elastic-plastic.
Specifically, we assume that in a simple shear test
the film material obeys

&2 |1/t iffr| <z,
& |(t/5) if{tl2 1

where 7, is the yield stress in simple shear, ¢, is
the yield strain which is related to 7, by
7, = 2Ge,, G being the elastic shear modulus, and
n is the hardening exponent (Fig. 2). For multi-
axial stress states the total strain ¢is given by

(1)

Ci/’ = eue + eyp + S'/T (2)
- L a!
y
FILM Tn
X SUBSTRATE

Fig. 1. Film geometry.
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Fig. 2. Linear power-law hardening stress-strain curve in
simple shear.

where the elastic strain £,° is related to the stress
tensor o, via the usual linear elastic constitutive
response. the plastic strain £ is related to the
stress deviator S, =0, —0,,0,/3 by

ef=/S, (3)

i

where f is found by invoking J, deformation
theory. and by fitting eqns. (2), (3) to eqn. (1) with
¢,7=0. Thus, we find that

£\t /
e

where ¢ is the equivalent shear strain defined as
é°=e,e,/2. with e, the strain deviator. Denoting
by 1 the equivalent shear stress defined by
r°=S5,5,/2. then r and ¢ are also related by (1).
The last term in eqn. (2) is the misfit strain, which
is assumed to consist of only a volumetric com-
ponent, thus

e, =¢€"0, (5)

where 6, is the Kronecker delta. The assumption
that ¢," is isotropic is exact when ¢,7 represents
thermal strain due to differential thermal mis-
match. For the case of intrinsic stress, the
assumption (5) is validated by the physical
models of intrinsic stress (such as H,O vapor,
oxygen or impurity absorption in optical thin
films (27, 33], or lattice misfit in epitaxial films
[34]). For epitaxial films, nevertheless, it may be
more appropriate to take £,,T=¢, T, £ T=0.

It is convenient to normalize stresses by the
yield stress 1, strains by the yield strain ¢,, and
distanices by the film thickness A. Thus, it is clear
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that the parameters characterizing the present
problem are the aspect ratio L/2h, the ratio of
misfit to yield strain £'/¢,, and the hardening
exponent n.

Solving eqns. (2)~(5) for the stresses, we find

g, 1 +
o.,=‘;’+—6.,eu(—1+1 ”)—a 26 (6)
n

3 1-2v)] "1-2v
where i, j=1,2,3 and
£,=0 . (7)

from the plane-strain condition. # is defined by
{1~ 1/n) .
£ , foréz1

n= [ (8)

1, fore<1

and v is the Poisson ratio. The parameter 6 is
defined by

0=c"/¢, (9)

It is immediately clear that the constitutive law
of eqns. (6)-(10) is equivalent to that of a non-
linear elastic material. As expected, this is due to
the fact that the elastic-plastic response of the
film is modeled by using deformation thcory of
plasticity.

The stresses corresponding to the constitutive
law of eqns. (6)-(8) were determined by a dis-
placement-based finite element calculation. Due
to the symmetry of the problem, only the domain
0<x<L/2 was discretized with the boundary
condition that the displacement in the x direction
and the shear stress 7, vanish at x=L/2.

The elements used were bilinear isoparametric
rectangles with 3 x 3 Gaussian quadrature. The
grid used had approximately 50 nodes in the x
direction and 30 nodes in the y direction with
higher concentration of elements near the inter-
face and near x=0. Convergent solutions were
achieved for a given n by using as a first approxi-
mation the convergent stress distribution corre-
sponding to the previous value of n. The results
for the stress distributions thus determined will
be presented and discussed in the next section.

3. Results and discussion

Figures 3 and 4 show the stress distributions
o, and o, versus distance x along the
film-substrate interface for several vaiues of the
hardening exponent n. To avoid interpolation
from the Gaussian quadrature points to y =0, we
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Fig. 2. Shear stress o, vs. x immediately above the film-

substrate interface (yv=0.009k) for various hardening
exponents.
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Fig. 4. Peeling stress o, s. x immediately above the
film-substrate interface (v=0.009h) for various hardening
exponents

0

have plotted the stresses along the centers of the
elements closed to the interface, which were
located at y/h =0.009. These stress distributions
can be converted to stress concentrations by
picking the maximum value of o,,/7, (see Fig. 3)
or the value of 0,,/1, at the center of the element
closest to x =y =0 (see Fig. 4), dividing by 6, and

n=|

o) ! 1
05 1.0 15

Fig. 5. Non-dimensional shear stress concentration vs. non-
dimensional Joad for n= 1, 5, 30. Solid lines are for thin films
(L/2h =5). Dashed lines are for thick films (L/2h=1).
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Fig. 6. Non-dimensional peeling stress concentration vs.
non-dimensional load for n=1. 5, 30. Solid lines are for thin
films (L/2h =5). Dashed lines are for thick films (L/2h=1).

by plotting vs. 6. The resulting stress concentra-
tion factors vs. the dimensionless load parameter
6 are shown in Figs. 5 and 6 for the shear stress
0,, and for the peeling stross o, respectively, for
various values of the hardening exponent n and



for two values of the aspect ratio, 5 and 1, corre-
sponding to thin films (L > A} and three-dimen-
sional island-like growths (L= h).

Finally, Figs. 7 and 8 show the development of
the dimensions of the plastic zone with the load
parameter 6. Specifically, Fig. 7 shows contours
of the equivalent shear stress 7 for the case of thin
films with n= 30, for several values of 6; Fig. 8
shows the dependence of the dimensions H, D of
the plastic zone on the hardening exponent n for
thin films (L/2h =5). In the results shown in Figs.
3-8 the Poisson ratio is taken as 0.3.

It can be easily shown that the far-field ma-
terial becomes plastic {i.e. T exceeds t,) when
#=0.93. Thus, when 8<0.93 the plastic defor-
mation is localized near the free edge x=0. As 6
approaches 0.93 from below, the extent D of the
plastic zone increases rapidly, and extends
through the whole of the film as 8 exceeds 0.93.
Figure 8 shows that the dimension D, H of the
plastic zone depend weakly on the hardening
exponent n, implying that, for example, linear
elastic solutions [9-11, 15, 16] can be used to
estimate D and H. On the other hand, as
expected, D depends very strongly on the loading
parameter 6. Examination of Fig. 7 shows that
plastic deformation is localized within a narrow
strip which starts at the free edge x=0 and
extends parallel to the film-substrate interface.
Outside this zone of intense plastic deformation
the film material is weakly stressed. If one were to
think of plastic deformation in terms of the

L/2h=5 n=30
0.5
0.6
0.8

6:09

Fig. 7. Contours of equivalent shear stress r normalized with
respect to yield stress 1,. General yield occurs in the far-field
matenial for =093
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propagation of interfacial dislocations, Fig. 7
shows that a continuum plasticity approach
agrees qualitatively with the fact that interfacial
dislocations propagate along the film-substrate
interface [32, 34]. Our calculation presently
establishes the interface between film and sub-
strate as being extensively deformed into the plas-
tic region. This observation is in agreement with
the results of Lau er al. [14] in which the angular
variation of the stress components resulting from
the asymptotic analysis is such that the peeling
stress is maximum along the interface.

The stress concentration plots of Figs. 5 and 6
show that bulky films (L = h, modeling thus island
mode of film growth) are in general less stressed
than thin films (L > h, modeling epitaxial mode of
film growth [32]). The difference is largest for
linear elastic films; it diminishes considerably as
hardening diminishes. As the films are progres-
sively stressed into the plastic region, the stress

D/h
30k
6-0.9
20+
1.0 -
6:0.6
— -0
1 ]
0.0 05 10
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. T H 1
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02k
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- 1 J
0. 05 10
i/n

Fig. 8. Vanation of extent D and height H of plastic zone vs.
strain hardening exponent n. The aspect ratiois L/2h=S.
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concentrations diminish as a result of stress re-
laxation by plastic deformation. Thus, the abso-
lute values of the stresses increase as @ increases,
but less rapidly than @ itself.

Figures 3 and 4 show that smaller amount of
hardening leads to considerably lower stress
values. We note from these figures that within,
say, 0.1 h along the interface the stresses exceed
considerably the yield stress of the material. Even
when n=30 the peeling stress is as large as 2-4
1,, while the shear stress is no less than 7,. We
note that these stress concentrations are localized
within a fraction of the film’s thickness from the
free edge, and close to the interface (see Fig. 7).
As x/h— = both 0, and 0,, must vanish. When
6> 0 (implying that the far-field material is in
compression) the largest value of o,, is also com-
pressive (Fig. 4), but o,, changes to tensile with a
maximum positive value at a distance of about
0.5-1 thickness along the interface [9-11]. This
maximum is diffuse and only a fraction of the far-
field stress. It is concluded that when the film is in
far-field compression, the anticipated mode of
failure is by shearing along the interface. When
6> 0 other modes of failure are also observed
(e.g. buckling and interfacial delamination [4]). In
this context we note that thin polycrystalline
metallic films exhibit hardening behavior and
yield stress which is quite different from the
corresponding quantities for bulk materials. Hoff-
man (1] has compiled data which show that the
hardening (about 1/n) diminishes as the film thick-
ness increases. Similarly, the yield stress de-
creases as the thickness increases. Thus, when the
thickness is too small, the film may fail in a brittle
manner. Such observations are in agreement with
experimental observations of Pashley in gold
films thinner than 50 nm [35]. For other film
materials, such as nickel [1], the plastic and elastic
strains at fracture are comparable. The depen-
dence of yield stress on thickness has been
modeled by Chaudhari {26, 36] and Ronay [37]
who argue that a critical film thickness exists
below which plastic flow does not occur and
above which the residual elastic strain shows an
inverse thickness dependence. When 6<0
(implying that the far-field film material is in
tension), then the large values of the peeling stress
along the interface are tensile and considerably
exceed the yield stress t, of the film material. We
conclude that in this case the anticipated failure
mode is by peeling away from the interface.
Again, other modes of failure are possible [3].

The use of deformation theory of plasticity to
describe the inelastic deformation of the film
material is justified by observing that the stresses
increase monotonically as the loading parameter
6 increases. Furthermore, the calculation pre-
sented herein can be used in film growth when £
is a monotonically increasing function of time. As
discussed above, 1, is a decreasing function of A,
and 6(=:"/¢,) is a decreasing function of &, or
7. We conclude that @ is an increasing function of
h, so that deformation theory can be used to
mode] the elastic-plastic deformation of thin
films during film growth. Still, deformation theory
would be inadequate when significant amounts of
unloading are involved. This would be the case
when for a film of fixed thickness & the tempera-
ture has a sinusoidal dependence on time with a
maximum value AT such that AcAT> ¢, Aa
being the differential thermal mismatch between
film and substrate.

All calculations presented herein refer to the
case when the angle between the free surface of
the film and the interface is 7/2. Once a crack is
nucleated (by shearing deformation for 8> 0, and
by peeling for 8 <0), the geometry changes radi-
cally since now a crack exists along the interface
between the film and the substrate. In such a case,
the extensive work of Shih and Asaro [38] on
cracks between dissimilar elastic-plastic media is
to be consulted.

4. Conclusions

Finite element methods were used to deter-
mine the stress distributions near the free edge
and along the interface in film-substrate assem-
blies. The film material was assumed to be elas-
tic-plastic characterized by a linear, power-law
hardening stress-strain curve in pure shear, and
by J, deformation theory for multiaxial stress
states. The main parameters describing the prob-
lem are the hardening exponent n, the ratio of
misfit to yield strain, and the aspect ratio of the
film. It was found that near the free edge plastic
deformation relaxes the elastic stress concentra-
tion. Still, near the free edge the shear stresses are
no less than the yield stress, and the peeling
stresses are at least several times higher than the
yield stress. These concentrations are localized
within a small fraction (0.1-0.5) of the film thick-
ness from the film's free edge. Far from the free
edge the film is in a state of balanced biaxial ten-
sion or compression.




The extent of the plastic zone depends weakly
on the hardening exponent #, and strongly on the
ratio of misfit to yield strain. The zone of plastic
deformation is localized within a narrow region
along the film-substrate interface, and it propa-
gates parallel to the interface as the misfit strain
increases in relation to the yield strain. Plastic
deformation reduces the elastic stress concentra-
tion both for thin and thick films. When the far-
field film material is in compression, the antici-
pated mode of local failure in the vicinity of the
free edge is by shear; when in tension, the local
mode of failure is expected to be by peeling. The
applicability of deformation theory of plasticity
was justified since stresses increase monotoni-
cally with the misfit strain. For film growth, defor-
mation theory is again applicable since the yield
strain is a decreasing function of film thickness.
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APPENDIX (4)

Thermomechanics of Thin Films and Interfaces

JOHN C. LAMBROPOULOS

Department of Mechanical Engineering, University of Rochester, Rochester, N.Y. 14627

Several mechanics and thermomechanics problems associated with the deposition of thin
films on substrates are reviewed. They include: (1) Stress concentrations in interfacial
cracks, and the corresponding calculation of the energy release rate for crack growth
along the film-substrate interface. (2) The effect of microstructure and of stress relax-
ation by diffusional creep during the growth of a thin film on the residual stresses pres-
ent in the film; and (3) the thermal conductivity in film-substrate assemblies, and the
issue of extracting film thermal properties from composite measurements. The relation
between bulk and thin film values of the thermal conductivity is discussed. The issue
of interfacial thermal resistance, which may lead to interfacial temperature drops of the
order of 0.6° K is also addressed, and discussed in view of the inhomogeneous interface
in films deposited by electron beam evaporation or ion beam sputtering.

Key words: Thermomechanics, thin films, interfaces

INTRODUCTION

The design of film-substrate assemblies for elec-
tronic, optical, or magnetic applications must ad-
dress a variety of problems regarding the mechan-
ical and physical properties of thin films. It is well
known that the stress in thin films may be due either
to differential thermal mismatch between film and
substrate (thermal stress), or it may be an intrinsic
stress which arises during the deposition process it-
self. In addition, the film may be subjected to ther-
mal loads such as the ones arising during the laser
damage or laser processing of films. It is thus clear
that both mechanical and thermal properties must
be measured, and that in a given application there
is an interplay between thermal and mechanical
loads.'

We review several issues in this report which ad-
dress the thermomechanical properties of thin films.
The first issue is the interplay between the film stress
and the fracture toughness of the interface, with the
goal of establishing either a critical thickness for a
given film stress, or the opposite, at fracture. The
issue has been addressed in detail in a recent re-
view article by Evans et al.? where several other im-
portant considerations are addressed: For example,
the fact that the crack may not grow along the in-
terface, but at some distance below the interface, or,
for a brittle film on a ductile substrate, the fact that
extensive ductility may accompany crack growth.
For the issue of bimaterial brittle fracture, the reader
is referred to the articles by Rice,? or by Hutchinson
et al.;* for small scale yielding to the article by Shih
and Asaro®; for cracks on bicrystal interfaces to the
article by Qu and Bassani.*

concentrations may arise in geometries
other than those involving cracks. For example, the
issue of crack nucleation near the free-edge of a film
bonded to a substrate is related to the stress con-
centration that may develop in & notch involving a

(Received October 8, 1989; April 24, 1990)
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bimaterial interface. The issue of elastic notches in
isotropic bimaterials has been addressed by Hein and
Erdogan.’

Most of these analyses examine the notch or crack
from the point of view of bimaterial interfaces, so
that the film thickness does not enter the analysis.
The stress distribution in thin films, with account
given to the film thickness, has been addressed by
Aleck,® by Zeyfang,? and by Suhir'® for elastic iso-
tropic materials. The stresses in anisotropic films
have been calculated by Lambropoulos and Wan,
who showed that anisotropy leads to higher stresses.
For a plastically deforming film material bonded to
a stiff substrate, Lambropoulos and Wan'* have
gshown that the inelastic deformation is localized near
a film free edge and within a diffuse zone along the
film-substrate interface in a manner similar to the
creation of interfacial dislocations in epitaxial
structures. All these works thus identify the film-
substrate interface as a region of high stresses.

A basic assumption in the thin film studies men-
tioned above is that the far field film stress is uni-
formly distributed through the thickness of the film.
This is not the case when stress relaxation occurs
during the growth of the film. The second issue ad-
dressed in this report is the effect of stress relaxa-
tion by grain-boundary diffusion (Coble creep) and
by bulk diffusion (Nabarro-Herring creep).'’ A sim-
ple model is presented which accounts for the mi-
crostructure of thin films as proposed by Movchan
and Demchishin'* and by Thornton,'*-!® whereby at
temperatures less than about 0.45-0.5 on the ho-
mologous scale the film consists of equiaxed, colum-
nar grains perpendicular to the interface. The model
is used to construct a compoeite length scale which
depends on the material properties of the film, and
on growth parameters such as the temperature, rate
of growth, and grain size parallel to the interface.
When this length scale exceeds the film thickness,
relaxation effects are important. The data from Frost
and Ashby'® are used in order to estimate this crit-
ical length scale for a variety of metals.

The interplay between mechanical and thermal
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propertiess is addressed in the third topic reviewed
which ewncerns the measurement of the thermal
conductivity of thin films. Such measurements are
importandt since it has been established that when
the filme thhickness is less than about one micron, the
film comdbuctivity is considerably lower than that of
the corremponding bulk solid. Thus, in correlating
thermal lwads (such as the critical energy density
for laser ddamage of thin films) to critical thermo-
mechanical material parameters (such as the tem-
perature :at damage, or the fracture toughness of the
interfacej the bulk values are not appropriate. The
interplay between thermal and mechanical loads is
discussed: in the review article by Nakayama,'” and
in the text edited by Bar-Cohen and Kraus.! The
issue of tthermal conductivity measurements is also
reviewed by Guenther and Mclver.!®

We present an overview of a non-destructive
method wsed by Lambropoulos et al.'®* to measure
the thermmal conductivity of thin dielectric films (ox-
ides and ffluorides), and to extract the film thermal
propertiess from the measurement of the composite
properties. Estimates are presented for the volume
fraction aif voids necessary to induce the measured
reduction from the bulk value, and although these
estimates are comparable to the void fractions pre-
dicted froam atomistic models of non-equilibrium film
growth, it is not clear whether or not the enhanced
poroaity of films is the only reason for the reduced
thermal cwonductivity. This technique also allows the
determinamtion of the interfacial thermal resistance,
ie. the ratio of temperature drop to power flux across
the interfmce, and some correlations of this quantity
to the mesmsured power fluxes are discussed.

INTERF ACIAL FRACTURE IN THIN FILMS

Conside:r a film of thickness ¢ which is bonded to
a semi-inffinite substrate. A Cartesian coordinate
system t,, x;, X, i8 used such that the film-substrate
interface its at x; = 0. The axis x, lies in the film-
substrate iinterface. The film and substrate are lin-
ear elastic and isotropic materials, each character-
ized by its own Young’s modulus and Poisson ratio.
The film iis assumed to be in a state of balanced
biaxial tesnsion or compression in the plane of the
film. The state of stress is characterized by the mis-
fit strain «” which may be identified with the dif-
ferential thvermal mismatch strain between film and
substrate, 0 that

€ = (ay ~ ag) AT 1)

where AT is the difference between the film depo-
sition and sctual temperatures. ¢’ may also be iden-
tified with an epitaxial mismatch strain, or with a
misfit strain giving rise to intrinsic stress during
the film deposition process.

Due to thee fact that the film thickness is much
smaller than any dimension of the supporting sub-
strate ¢; smd €5 both vanish far from any inhom-

Lambropoulos

ogeneities such as free edges or interfacial cracks
so that

011 — VW3
611=0=T-+€T

T33 — VO
€”=0=-T‘+€T (2)

where E, v are the elastic properties of the film.
Hence, the far field state of stress is that of bal-
anced biaxial tension or compression given by

E
e @3)

0, = 033 = 0g = —
1-»

We consider a crack of length a which lies along the
film-substrate interface with a crack tip at x, = x,
= 0. The uncracked material is at x; > 0. The crack
may be internal, or it may extend to the outer edge
of the film.

It has been shown by Rice® and by Hutchinson et
al.* from an asymptotic stress analysis (under the
assumption of plane strain or plane stress defor-
mation in the x; direction) in the vicinity of the crack
tip in a bimaterial interface that along the crack
line x, = 0, x, > O the stress distribution is given
by

K
V2nr

with 7 = cos (elnr) + isin (elnr) and where r is dis-
tance from the crack tip, 6 measures the angle from
the crack line ahead of the crack tip, and K = &, +
ik, is a complex stress itensity factor, and i is the
imaginary unit. The asymptotic analysis shows that®

r 4@

(o9 + i019)4m0 =

Ky l

=— . ]

€ 2"ln 1w (3]
— —
"

where u is the shear modulus, and x = 3 — 4» for
plane strain and (3 - »)/(1 + ») for plane stress,
with v denoting the Poisson ratio. In this expression
1 denotes the film material, and 2 denotes the sub-
strate. The mgmmrl:de of K is undetermined from
the asymptotic ysis.

The crack opening displacements are given by’

(Cl + c,) Kr" L
V 2x

. = 6
Al ¥ i) = o e g O

where we have denoted 4 () = (),., = (p=-+ The
energy release rate per unit new crack area is given
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e+ ) KK

= —— 7

16cosh? (e) M
where ¢, = (x, + 1)/u, for i = 1, 2 and the overbar
denotes the complex conjugate. For a homogeneous
solid (¢; = c;, e =0 K = K; + iKy with] and I
denoting the corresponding modes. When 1 is elas.
tic but 2 is rigid, then ¢ = 0.094 and 0.12 under,
respectively, plane strain or plane stress conditions
with v = 0.3. Rice’ discusses extensively the units
of measuring K, and he has shown that the largest
value of € is 0.175.

In order to determine the stress intensity factor
K, it is required to solve the complete boundary value
problem for an interfacial crack. The stresses and
displacements are calculated by using finite ele-
ments with linear, 4-noded, isoparametric rectan-
gular elements. The stress intensity K = k, + ik,
can be calculated either from the stress distribution
along 6 = 0 of Eq. (4), or from the displacement dis-
tribution along 8 = =, see Eq. (6). For the case of
the stress distribution along 6 = 0, the numerically
computed stresses are multiplied by /%, in order to
remove the strong singularity. The result is

022\/; = [k,cos(elnr) — kysin(elnr)l/V 2n
0,2V'r = [kysin(elnr) + kycos(elnr)]/ /27 (8)

so that &, and &, can be determined for each value
of r by solving the equations above. A similar pro-
cedure can be followed when the numerically com-
puted crack opening displacements are used instead
of the stresses. When the variation of the computed
k, and &, is now plotted vs r, it is found that as r—0,
the two approaches give identical results for &, and
g,. Finally, the energy release rate is computed from

q. (7).

For the case of a double edge crack in a film of
length 10t in the x, direction and bonded to a rigid
substrate under plane strain conditions in the x; di-
rection (e33 = 0), it was found that the energy re-
lesse rate varied from 0.9 to 1.0 o2 (1 - v¥))t/2E
when a/t varied from 0.5 to 3.0. In this notation o,
is the far field uniform stress, which is defined by
Eq. (3). For a/t = 3 it was also found that

ky/k, = 2.7 16)]

implying that the shear stress effects along the in-
terface dominate over the normal stress effects.

For the case of an internal crack of total length
23, G varied from 0 t0 0.1 03 (1 - 1))t/2E as a/t var-
ied from 0.5 to 3.0.

The computed energy release rate can be checked
against an analytically derived energy release rate
when the edgze crack is semi-infinite. When a » t,
for an obeerver stationary with respect to the crack
tip, the stress field does not change when the crack
advances by 4a. Under such steady-state condi-
tions, and assuming that €5; = 0 both ahead and

897
behind the crack tip, the energy release rate G can
be calculated analytically from

-4 (10)
wda

where w is the thickness in the x; direction and AU
is the change in the strain energy of a volume ele-
ment w by ¢ by 4a when this element is transported
from x, = +o (where it is in a state of biaxial ten-
sion or compression along the x, and x; directions)
to — (where it is in a state of tension or compres-
sion along the x, direction only.) The result is

_oita -

G 2E

a1

If we assume that €53 = 0 ahead of the crack tip but
033 = 0 behind the crack tip, the energy release rate
is found to be

oft '
G=-= 1
2E 12

It is clear from the discussion above that any three
dimensional effects have been neglected in comput-
ing the stress distributions near the crack tip.

Assuming that the crack grows when G = G,
where G, is the fracture toughness of the interface,
it is concluded that the critical value of the far field
film stress at fracture is given by

2EG,
0= o) — 1
o t -4 a3)

Viewed in another way, we conclude that for a given
far field internal stress, there is a critical thickness
t. above which the interface crack will grow, so that
thick films are intrinsically more unstable than
thinner films. For other film-substrate combina-
tions, we refer to the work by Evans et al.? It is ob-
vious that the simple analysis leading to Eq. (13)
does not distinguish between the normal and shear
contributions to the crack growth behavior. To do
8o, the exact mechanism of crack growth is re-
quired.

A basic assumption in the analysis presented above
has bein that the far field stress is uniformly dis-
tributed through the film thickness, so that the av-
erage (through the thickness) film strees is inde-
pendent of the film thickness. We next turn to the
issue of stress relaxation during the growth of the
film, and on its effect on the average film stress.

STRESS RELAXATION BY DIFFUSION
DURING FILM GROWTH

The structure of vacuum-deposited films depends
on parameters such as incident film flux, the film
atom adsorption probability, the density of surface
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gites, and the adatom surface mobility. These pa-
rameters depend, in turn, on the film atom energy
and angle of incidence, the exposed crystallographic
surfaces, and most important the temperature of the
substrate. Movchan and Demchishin'* examined
films of Ni, Ti, W, Al,O;, and ZrO,, and they have
divided the T/T,, scale (T, being the melting point
of the film material) into three zones: Zone 1 (T/T,,
< 0.25-0.30) consisting of tapered crystalites of width
which increases with T; Zone 2 (0.26-0.3 < T/T,,
< 0.45) consisting of columnar grains with a smooth
surface; and Zone 3 (T/Tﬂ-> 0.45) consisting of
equiaxed grains. Thornton'" ¢ has examined sput-
tered films of Mo, Cr, Ti, Fe, Cu, and Al and ob-
served microstructures consistent with the three-zone
model of Movchan and Demchishin.

The small grain size of thin films implies that in-
elastic stress relaxation mechanisms which are ob-
served in bulk matarials at high temperatures may
be actually operative in thin films at much lower
temperatures. Murakami® has shown that a large
part of the deformation mechanism map of Pb films
of grain size 0.2 um and film thickness 0.5 um is
occupied by grain-boundary diffusional flow. Simi-
lar conclusions have been derived by Koleshko et al.
for Al films.

In order to examine the effect of the microstruc-
ture and growth parameters on diffusional flow
during the growth of a thin film, we observe that
the total strain for a film growing onto a thick sub-
strate must vanish due to the geometrical con-
straint of the non-de.orming substrate, thus

O=¢+¢€ +¢° (14)

where the first term is the elastic strain, the second
term is the misfit strain which induces the stress
in the film and is assumed to be independent of the
film thickness, and the third term is the creep, or
inelastic strain. The elastic strain is given by

1-v
E

(E, v being the Young’s modulus and Poisson ratio,
respectively) and the creep strain is given by

& =

o (15)

e“’=[ €dl, €= e— 16)
22/Po

&5o

for a material particle located at a distance x; above
the interface of a film whose thickness A increases
linearly with time at the rate p,. For the inelastic
constitutive expression we assume that either grain-
boundary (Coble creep™) or bulk (Nabarro-Herring
creep™ %) diffusion operates, so that

. _B,(Dyd) S
€@ = Wd (g. — b. diffusion),
B.D,
&= 7’? (bulk diffusion) an

Lambropoulos

where h is the current thickness of the film (h =
pot) which is identical to the grain size perpendic-
ular to the interface according to the model of Mov-
chan and Demchishin,'* and d is the grain size par-
allel to the interface. It is assumed that d remains
constant during growth. The constants B, and B, are
approximately equal to 10, from the work of Gibbs,*
and D,6 and D, are the temperature dependent dif-
fusivities for grain-boundary and bulk diffusion, re-
spectively. The material constant o, = £T/2 where
] is the atomic volume.

Let the current film thickness be k,. We non-
dimensionalize the stress by o, the strain by o/E,
and time by ho/p,, so that Eq. (12) becomes

T

0=(0-»Z+—=
(77 (Uo/E)
E B, (D,5) f (0/a0) (tpo)
+= d{=—) a8
a0 hodpo x3/ho (h/ ho)2 ho

for the case of grain-boundary diffusion, which is
expected to dominate at lower temperatures. A sim-
ilar expression can be derived for bulk diffusion.
From Eq. (18) it becomes clear that the elastic and
misfit strains are of the same order of magnitude,
and that the creep strain via grain-boundary dif-
fusion is proportional to the non-dimensional num-
ber N defined by

- E B, (Dy8)
g0 hodp, ho' o dpo

where [ is a length scale which depends on material
properties and on the growth parameters d and p,.
When N > 1 (or I > hy), the effect of grain-boundary
diffusion is important in relaxing the stresses in-
duced by the misfit €.

To estimate the length scale I, we used typical
ranges of film growth parameters: p, = 0.1 to 10
nm/s and d = 20 to 500 nm. For the diffusivities
we used the data from Frost and Ashby.'® Thus, the
range of values of p, and d, via Eq. (17), allows the
calculation of a minimum /_;, and maximum value
lpa, for the parameter [, which are shown below in
Table 1. Depending on the growth temperature, grain
size d, and growth rate p,, it is seen from Table 1
that the effect of grain-boundary diffusion may be
considerable.

For the FCC metals the ratio E /o, ranges from 2
x 10? to 5 x 107, with the exception of lead where
E/o, is about 1 x 10%. For the HCP metals E/o,
ranges from 1 x 10® to 5 x 10*, with the exception
of Ti where E/a, is one order of magnitude lower.
Depending on the misfit strain ¢” the relative mag-
nitude of the elastic strain can thus be calculated
via Eq. (18).

Although the assumption has been made that grain
size d remains constant during , this is not
necessarily 0. Goyal e al.* have shown for Ni films
grown by thermal evaporation on Si substrates that
the grain size d increases linearly with film thick-
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Table 1. Values of [, and L., (units of microns) for some temperatures for seme fcc
and bce metals. The material data for the diffusivities are from Frost and Ashby.'
T = 300 K T = 400 K T =500K
T, (K) bmin bonay Lin boax bin [ -
FCC
Ni 1726 4E-11 1E-7 4E-6 1E.2 2E.3 5
Cu 1356 2E-9 S5E-6 6E-5 0.2 0.02 50
Ag 1234 6E-7 0.002 0.004 10 0.8 2,000
Al 933 8E-5 0.2 0.2 500 40 1E+5
Pb 601 8E-2 200 40 1E+5 2E+3 B5E+6
HCP
Zn 693 4 1E + 4 1,000 2E+6 4E+4 1E+ 8
Cd 594 100 3E+ 5 2E + 4 S8E + 17 4E + 5 1E+9
Mg 924 0.004 10 400 1E+ 6 4,000 1E + 7
alpha-Ti 1933 1.5E-5 8E-5 0.2 0.02 50
beta-Ti 1933 2E-16 2E-13 5E-10 2E-9 5E-6
ness (from about 5 nm at a thickness of 50 nm to E,~T.Vpc,kt, (20)

about 30 nm at a thickness of 500 nm). Such a fea-
ture can be easily included into the analysis.

Since the film thickness (and, correspondingly the
grain size d, since d(d)/d(h) > 0) increases contin-
uously during growth, the main consequence of Eq.
(17) is that grain-boundary diffusion is most impor-
tant for thin films, so that in the early stages of
growth we expect the stress due to the misfit to be
largely relaxed. When the film gets to be thicker,
diffusion is diminished, so that for a given thick-
ness of the film, it is anticipated that the largest
stress will be localized near the free surface rather
than near the film-substrate interface where the
stress has been relaxed by creep in the early stages
of growth. As a further consequence, the average of
the stress through the thickness of the film is ex-
pected to be a diminishing function of the film
thickness, in agreement with experimental obser-
vations.

THERMAL CONDUCTIVITY OF THIN
FILMS AND INTERFACES

The thermal conductivity of thin films is often a
strong function of the film thickness. Nath and
Chopra® found that for Cu films thinner than about
1 micron the bulk conductivity values were not ap-
propriate. Boikov et al.”® studied the thermal con-
ductivity of Ag and Al films, and Ogden et al.™ the
conductivity of anodic oxide coatings of Al of thick-
ness in the range 25-110 microns. The common
conclusion is that thin films exhibit a considerably
lower thermal conductivity than bulk materials, and
that a significant interfacial thermal resistance de-
velope across the interface of thin films bonded to
substrates. A comprehensive review of thermal con-
ductivity measurements of thin films has been re-
cently given by Guenther and Mclver."®

For dielectric films (such as oxides and fluorides)
the low film thermal conductivity leads to impor-
tant implications about the laser damage resistance
of such coatings. The energy density at damage E,
is mm byll

where T is the temperature level at damage.(typ-
ically the melting point of the material), p is the
density, c, the heat capacity, k& the thermal conduc-
tivity, and ¢, the laser puise length which causes
damage. Relationship (20) results from the work of
Goldenberg and Tranter™ who analyzed the time
dependent heat transfer due to a spherical absorb-
ing inclusion embedded within an infinite nonab-
sorbing matrix. Although c, and p of optical thin
films are close to those of the bulk solids, this is not
the case for the thermal conductivity & which, being
considerably lower for thin films, leads to lower val-
ues for the damage threshold energy densities.
The heat comparator is a technique which allows
the rapid determination of the heat conductivity of
bulk solids by bringing in contact a heated probe
tip (of approximate diameter 200-300 um) and the
cooler solid. The temperature drop in the tip is di-
rectly related to the thermal conductivity of the solid,
which can thus be measured. The technique was
modified at the Laboratory for Laser Energetics at
the University of Rochester to measure the thermal
conductivity of thin films'® of thickness A in the mi-
cron and submicron range. Denoting by k., the value
as measured by the thermal comparator, by k. the
thermal conductivity of the film and any interfaces,
and by Ay the film conductivity of the film material
itself, Lambropoulos et al.'* have used the work of
Dryden® on the heat transfer of film-substrate as-
semblies to show that k. can be extracted from %,

via
}_gze(i__l_) @1
ke 4h\k,, ks

where a is the heat flow radius, and kg is the con-
ductivity of the substrate. Equation (21) is valid when
h < a and k.4 < kg, 80 that it can be used for thin
films of low thermal conductivity. Otherwise, the
relation between &, and k.q is more complex, al-
though it is still easy to use.'

When k. is determined from (21), the film con-
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ductivity kr and the interfacial thermal resistance
R, (which is the ratio of the temperature drop across
to the power flux through the interface) can be de-
termined, respectively, as the inverse of the slope
and the intercept in a plot of h/k.x vs h.

Typical results for a wide range of oxide and flu-
oride films deposited by electron beam evaporation
and by ion beam sputtering show that the film con-
ductivity is considerably lower than that of the
bulk.!® For SiO, films on Si the film conductivity
was found to be 0.4-0.6 W/m/K (bulk value of 1.2-
10.7 W/m/K); For TiQ, films on Si, &z = 0.5-0.6
W/m/K (bulk value 7.4-10.4 W/m/K); For Al,O,4
on Si, k& = 0.72 W/m/K (bulk value 2046 W/m/
K); For MgF, films on Si, &, = 0.58 W/m/K (bulk
value 14.6-30 W/m/K). The measured interfacial
thermal resistance was in the range of 0-3 K/(W 34
mm?) for the materials examined. Swartz and Pohl
have measured the interfacial thermal resistance of
metal-oxide interfaces and have found values in the
range 0.01-1.0 K/(W/mm?) at about 200 K. From
extrapolating, their results seem to be valid at higher
temperatures.

To examine whether or not these reduced values
may be due to the increased ggrosity of the film, we
use the work of Budiansky™ who calculated the
thermal conductivity of a composite containing
spherical inclusions by using the self-consistent
scheme. Budiansky found that

3C] +3(1—Cl)=1 (22)
2+ﬁ 2+53
k

where k,, k;, k are the thermal conductivities of the
inclusions, of the matrix, and of the composite, re-
spectively, and c, is the volume concentration of the
inclusions. Assuming that the spherical inclusions
for the case of films are voids, the composite con-
ductivity (ks in our case) is related to the conduc-
;ivity k, corresponding to the completely dense solid
Yy

—=l--2-c (23)

where ¢ is the volume fraction of the voids. This
equation implies that at a void fraction of 0.667, the
conductivity of the film essentially vanishes.

The growth of thin films has been modelled nu-
merically, and a comprehensive review for optical
films can be found in the work of Bartholomeusz.?*
Muller*® has calculated the packing density in thin
films. He shows, for example, that for an angle of
incidence of 30 degrees during deposition, the pack-
ing density is about 0.8 when T < 400 K. Above
that temperature atom surface migration sets in, and
a structural change occurs, so that at about 450 K
maximum packing is obtained. For an angle of in-
cidence of 60 degrees, the low temperature packing
density is between 0.5 and 0.6, it starts to increase

Lambropoulos

at about 400 K, and it becomes 1.0 at about 500 K.
Thus, packing densities in the range of 0.5 to 1.0
are realistic in the case of deposited films, and they
are compatible with the high porosity required, from
Eq. (23), for the low measured value of the film
thermal conductivity.

Typical data for the laser damage threshold of thin
oxide and fluoride films are in the range of 5-20
J/cm? from the work of Walker et al.***" Using the
maximum value for the interfacial thermal resis-
tance measured by the thermal comparator,'® thus
gives an upper bound on the temperature drop across
the film-substrate interface of 0.6 K.

For a layer of thickness ¢, and with thermal con-
ductivity k,,, the interfacial thermal resistance is

= b
Rine

8o that, were the interface made of silica (with con-
ductivity of 3 W/m/K), the corresponding thickness
would be about 9 microns. The interface is known
to create a large density of voids, and work is under
way at the University of Rochester to try to corre-
late the interfacial void density to the details of the
interfacial heat transfer in film-substrate assem-
blies. It is expected that, for a given areal void den-
sity, the shape of the voids will influence the inter-
facial thermal resistance.

Ry (24)
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Analysis of thermal stress, fracture strength, and the effect of ion exchange
on high average power phosphate glass slab lasers

John C. Lambropoulos

Department of Mechanical Engineering, University of Rochester, Rochester, New York 14627
(Received 10 July 1989; accepted for publication 27 October 1989)

It has been recently demonstrated that it is possible to significantly aiter the maximum power
input required for mechanical failure of glass used for high average power laser applications by
employing an ion exchange process that does not alter the optical properties of the
strengthened glass. We present the analysis of the thermal stresses, fracture, and strengthening
for the experimental geometry used. From this analysis the fracture strength of the untreated
and treated glass can be estimated. Some suggestions for the control of thermal stresses during
the operation of solid-state lasers using glass slab geometries are presented. The second part of
this report presents a micromechanical analysis of the strengthening effect due to the ion
exchange process in which the enhancement in fracture strength is correlated to the depth of
the zone in which ion exchange has occurred, to the length of microscopic flaws present on the
surface of the glass, and to the magnitude of the microscopic volume expansion due to the ion
exchange process. In particular, we consider the cases where the depth of the treated zone is
much smaller or much greater than the depth of surface flaws. The magnitude of the
enhancement in fracture strength is calculated in terms of these microscopic quantities for

some material properties typical of phosphate glasses.

1. INTRODUCTION

Recent technological advances in high repetition rate
solid-state lasers with high average power have put increas-
ing demands on the development of sc'id-state laser materi-
als with increased mechanical strengti; under thermal load-
ing conditions.' Since glass is an inherently brittle material,
it is imperative to control the size of microscopic flaws pres-
ent on its surface. These cracks eventually lead to the final
fracture of the solid-state laser component. There are several
ways to reduce the effect of such microscopic cracks while
maintaining high thermal loadings. One is to reduce the size
of the flaws on the glass surface: Such a method requires
extensive and expensive polishing procedures. Anotheris to
induce a compressive residual stress on the surface of the
glass which thus tends to close the surface microflaws. This
can be achieved by using compressed epitaxial layers,? poly-
mer films, or chemical treatments such as ion exchange **

It has been recently demonstrated that ion exchange can
significantly enhance the power input required for fracture
in commercially available Nd-doped phosphate glass.* Ther-
mal loading experimental studies of 160X 15 x 8 mm> rec-
tangular slubs showed a fivefold to sixfold increase in power
input for the strengthened samples over the unstrengthened
material. One important conclusion of that work was that
the optical properties of the strengthened samples were very
similar to the properties of the unstrengthened samples, thus
making ion exchange a very viable technique for enhancing
the mechanical properties while at the same time not altering
the optical properties of phosphate glass used in high aver-
age power solid-state laser applications. It must be men-
tioned that one of the conclusions of the work of Cerqua and
co-workers® was that the jon exchange treatment does not
heal surface microflaws: Instead, the technique creates a thin
layer of compressive stresses on the surface of the glass
which, therefore, diminishes the driving force for crack
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propagation. This force results from the superposition of the
stresses due to the surface compressive layer produced by the
ion exchange and of the thermal stresses due to the applied
thermal load.*

The ion exchange process has been known to improve
the mechanical strength of brittle materials.® Nevertheless,
when such a technique is applied to phosphate glasses it
creates a thin white film on the surface of the optical compo-
nent which deteriorates the transmission of power to the
interior host material. It also deteriorates the reflectivity of
multiply reflected laser beams in the interior of the glass slab.
The technique of Cerqua and co-workers* showed that the
ion exchange, if carefully controlled and performed, pre-
serves the optical integrity of the glass surface, thus making
strengthened phosphate glass a viable alternative to solid-
state lasers employing crystalline media, such as aluminas
and garnets, which may have serious size limitations.

It is the objective of this report to analyze the thermal
stresses during the thermal loading experiments of Cerqua
and co-workers,* and to present a micromechanical analysis
that correlates the enhancement in mechanical strength to
the variables characterizing the ion exchange treatment such
as the depth of the treated zone and the size mismatch
between the exchanged ions. The report is presented in three
parts: first, the temperature distribution in the thermally
loaded glass slab is determined by solving the steady-state
heat conduction equation. Second, the stresses are deter-
mined by using numerical and analytical techniques. The
scaling of the surface stresses with a nondimensional Biot
number is presented, the regions of maximum stressing are
described, and the specific dependence of the various stress
components on the magnitude of the thermal load is dis-
cussed. Third, the power input at fracture is related to the
mechanical strength of the strengthened and unstrength-
ened materials and the size of the critical microflaws is esti-
mated. These values are shown to Jead to an estimate of the
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volume expansion due to the ion exchange, and to the vol-
ume concentration of the ion exchange sites. An indepen-
dent estimate of the depth of the surface layer can be com-
bined with the parameters derived in order to predict from
first principles the magnitude of the enhancement in fracture
toughness of the strengthened material over the unstrength-
ened glass. Two specific cases are discussed: when the flaw
size greatly exceeds the treated zone size, and when the flaw
size is much smaler than the depth of the treat=d zone. It is
shown that the induced enhancement in fiacture toughness
may easily exceed the fracture toughness of the untreated
glass, and therefore the possibility of partial crack closure is
discussed. In the discussion part of the report we use typical
material parameters in order to derive some figures of merit
for the maximum enhancement in fracture toughness due to
ion exchange.

il. TEMPERATURE DISTRIBUTION

The geometry of the slab is shown in Fig. 1. Due to the
fact that the axial length greatly exceeds the cross-sectional
dimensions, it is obvious that far from the facesz = + 1 the
temperature distribution is independent of 2z, and thus satis-
fies the heat diffusion equation

kV3T(xp,0) + Q(xp,1) = pc IT(x,p.t) /3, )

where £ is the thermal conductivity, p is the density, and ¢ is
the specific heat. The initial condition is T(x,y,t =0) = T,
and the boundary condition is

kdT /dn + (T —T,) =0. 2)

In Egs. (1) and (2) Q(x,y,1) is the power per unit vol-
ume absorbed by the glass due to thermal pumping, T, is the
temperature of the cooling medium, and 4 is the cooling
coefficient which depends on the cooling medium.® The
boundary condition (2) holds on the faces of the slab given
byx= + Landy= + D. The temperature T, is the initial
temperature of the slab, and as will be shown later, does not
affect the resulting stresses.

The ratc of energy absorption Q(x,»,1) is a periodic
function of time of the form’

Qxy,0) = Qy(x,») z 5t —mr), mr<i<i{m+ 1),

J=0
3
where the spatial variation is given by Q, and  is the period
of the repetition rate of the flashlamps that produce the ther-
mal load on the glass slab. It has been shown’ that if the
period 7 is sufficiently low as compared to the characteristic
|

sind,

De2L

FI1G. 1. The geometry of the thermally pumped glass slab. Due to symme-
try, only the shaded region was used in the numerical calculation of the
thermal stresses.

time required for heat to diffuse through the glass slab, then
the time dependence in Eq. (1) can be neglected, so that the
temperature can be found from the steady-state heat diffu-
sion equation

kVT(x,p) 4+ Qo(xy) =0 4)

under the boundary condition of Eq. (2).

Following the analysis of Ref. 7, it can be shown that the
minimum frequency of flashing for which the steady-state
approximation is valid is given by

Jonin = km*n*(1+ LY/ D?)/(pcl?), (5)

where n is an integer that has a value of approximately 5 or
higher. Such a value is required in order to make time-depen-
dent effects negligible.”

For the case of uniform heat deposition, we have that
Q(x,y) = Oy, where Q, is constant. Under this assumption,
the solution to the steady-state equation of (4) under the
boundary condition (2) has been given by Carslaw and Jae-
ger® as

T-T,
T,

1
=B '4+—(1-x?
2( x*)

—4B 3 4, cosd,xcosh Ay, (6)

where the coefficients 4, are given by

”

The numbers A, are the roots of the transcendental

equation 4, tan A, = B, the parameter B is the Biot number
defined by

B =hL /k, (8)
and 7, is a convenient unit for measuring changes in tem-
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r
perature above 7, and it is given by

T, = QoL /k. 9

In Eq. (6) the distances x and y are inessured in terms of the
width L of the slab.
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When B <1, it is easily shown that the temperature be-
comes

T-T,

0

_xz)_cosJFxcosh\/Fy
B(1+D/Ly '
(10)

1
=B"'+=(1
2(

whereas when B> 1 the temperature becomes

T-T, 1 16
C=—(1—x%—
T, 2( ) (1 + m)cosh wD /2L
X my 1
m o)
XcosTcosh 5 + B (1

It is thus seen that when the cooling rate, as given by the
cooling coefficient 4 or the Biot number B, is very small the
temperature increases continuously. This is to be expected
because for small B the cooling rate is not sufficient to re-
move the power deposition represented by @,. On the other
hand, when the Biot number is very large, the temperature
deposition becomes essentially independent of the Biot num-
ber. We also note that due to the rapid decrease of the coeff -
cients 4, in the series solution for the temperature, a few
terms in the infinite sum will suf’ ce for the precise numerical
computation of the temperature distribution.

Hl. THERMOELASTIC STRESSES

Once the temperature has been determined, the stresses
can be calculated as well. In this particular report, the stress-
es have been calculated under two modeling assumptions.
First, that the faces z= + 1 are completely constrained
against displacement in the z direction, so that

€, =0. (12)

The other situation examined corresponds to the case where
the slab is completely unconstrained against displacement in
the z direction, so that there is no net force in the z direction,
ie.,

L + D
F, = de dyo, =0. (13)

xw - L - -0

In either case, as long as we stay away from the end faces
z= + 1 the deformation due to thermal stresses is two di-
mensional so that the displacements are u(x,p),v(x,y) in the
x,y directions, respectively.

Under the plain strain conditions expressed in Eq. (12),
the constitutive relation for the thermoelastic deformation
of the slab is®

14v* v
o =50 — saonbn ) + € Thug,
(14)

where 7 measures the temperature above T, and the sum-
mation convention is used for repeated Greek lower case
indices which take the values x,y.

The modified thermoelastic moduli E ¢, +*, and a* are
related to the actual Young's modulus E, coefficient of ther-
mal expansion a, and Poisson ratio v for the case of plane
strain, Eq. (12), by Ref. 9

E*=E/(1—-v%), a*=a(l+v), v*=v/(1—v).
(15)
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For the case of plane strain, Eq. (12), the out-of-plane com-
ponent of stress o, is given by

0, =v(0,, +0,) —aET. (16)

On the other hand, in order to calculate o,, for the case of no
constraint, it is necessary to first calculate o,, via Eq. (16),
and then to subtract the average value (over the face
—L<x< +L,—D<y< + D) of the stress component
o, . This procedure leads to a stress distribution that satisfies
Eq. (13).

It is interesting to note that the in-plane stresses o,,,
0,,, and o,, do not depend on the Biot number B. To see
this, the Airy stress function is introduced by

_P 3 =%

""'ay*’ = "”"axay (17
so that the equations of equilibrium are satisfied automati-
cally. Substitution from Eq. (17) into the constitutive equa-
tions (15), and further substitution for the strains into the
compatibility equation

d%,, + 9%, _ 2%,

ay ax? dx dy

leads to a single differential equation for the stress function,
namely

V'é + E*a*V:T=0. (19)

Noting that the temperature T satisfies the steady-state heat
conduction Eq. (4), Eq. (19) finally yields

V¢ = E*a*Qy/k. , (20)

Since the sides of the slab are free of tractions, these bound-
ary conditions are cast in terms of derivatives of the stress
function via Eq. (17). It is concluded that since the differen-
tial equation and the boundary conditions for the stress func-
tion do not depend on the Biot number, che in-plane stress
components o,,, 0,,, and o,, are also independent of the
Biot number and they depend only on the amount of power
deposition per unit volume Q;. On the other hand, the out-
of-plane component of stress 0,, does depend on the Biot
numbser since it is calculated via Eq. (16) that involves the
temperature distribution which depends on the Biot number
B.

(18)

-—a/
——"‘K"—/ OXX
FIG. 2. Contours of the in-plane
stresses 0, in units of aEQ,L */k.
These stress components are inde-
-0.0% pendent of the Biot number AL /k.
The Poisson ratio is 0.25.
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o8 oz FIG. 3. Contours of the in-plane

stresses o, in units  of

03 aEQ,L */k. These stress compo-
nents are independent of the Biot
number AL /k. The Paisson ratio
is 0.25.
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The stresses were determined numerically for the Pois-
son ratio equal to 0.25 and for the aspect ratio D /L = 2 by
using bilinear isoparametric finite elements. The stress con-
tours are shown in Figs. 2 and 3 for the in-plane stress com-
ponents, which, as mentioned previously, do not depend on
the Biot number. Due to the symmetry of the problem, only
the quadrant 0 <x/L <1,0<y/L <D /L is shown. It can be
seen immediately that the surface of the slab is in tension,
whereas the interior is in a state of compression. The stresses
are measured in units of @ ET,, where the reference tempera-
ture rise is given by Eq. (9). The out-of-plane stress compo-
nents 0,, are shown in Figs. 4 and § for the constrained case
satisfying Eq. (12). It is seen immediately that these stresses
are compressive, and as such presumably do not lead to frac-
ture,

On the other hand, for the unconstrained case satisfying
Eq. (13), the out-of-plane stress components g,, are shown
in Figs. 6-8 for the Biot number B = 0.1, 1, 10, respectively.
It is seen that for the unconstrained case the o, stress com-
ponents are tensile near the surface of the slab and compres-
sive in the interior. Depending on the Biot number, it is pos-
sible for o, to exceed the in plane stresses o,, and o,,. For
the case of unconstrained deformation in the z direction, the
variation of the maximal values of the stresses with the Biot
number B is shown in Fig. 9. Specifically, Fig. 9 includes the

€20 FIG. 4. Contours of the out-
i of-plane stress o, in units of
aEQ,L/k when the ends
z= 41 are constrained
sgainst displacement in the z
direction. The Biot number
B = hL /k is 1, and the Pois-
son ratio is 0.25.
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B=10 FIG. 5. Contours of the out-of-
plane stress a,, in units of

=0 aEQ,L*/k when the ends
z= 41 are constrained
against displacement in the 2z
direction. The Biot number
B = hL /k is 10, and the Pois-
son ratio is 0.25.

variation of the stresses with B for the three points A, B, and
C all of which are located on the surface of the slab.

Were the plate of infinite extent in the y direction but of
finite extent 2L in the x direction, then the points on the
surface of the slab would be in a state of balanced biaxial
tension of magnitude
=0, = _.a_ETQ_._

(1 —vw)
This value is also shown in Fig. 9 for comparison purposes. It
can be seen from Fig. 9 that the result for the plate of infinite
extent provides a good upper bound for the stresses when
B> 1, as well as for the in-plane stress components xx and yy
for all values of the Biot number. However, when B < 1, it is
seen that the result for the infinite plate underestimates the
zz components of stress at the point B where, as will be
shown in the next section, the stress intensity factor is larger
than the stress intensity factor at the points A and C for
cracks of similar depths (quarter elliptical crack at the point
B, half elliptical cracks at the points A and C).

The effect of the nonuniform power deposition rate Q
was studied by examining a plate of infinite extent in the y
direction, but of finite extent 2L in the x direction. The pow-
er deposition profile was taken as

Q(x) = @y exp( —x/c) O0<x<2L, 22)

where x measures from the face of the plate. Whenc» 2L the
power deposition rate is essentially uniform through the

a)')‘

2n

y
o o)
0.
cj’ZZ
B=0!
F "0

FIG. 6. Contours of the out-of-
plane stress o, in units of
- aEQ,Lk when the ends
2= + 1 are allowed to displace
freely in the z direction. The Biot
number B = AL /kis0.1, and the
Poisson ratio is 0.25.
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FIG. 7. Contours of the out-of-
plane stress o, in units of
z aEQ,L?/k when the ends
z= + 1 are allowed to displace
freely in the z direction. The Biot
number B = AL /kis 1.0, and the
Poisson ratio is 0.25.

thickness of the plate. When ¢ € 2L the power deposition rate
is localized near x = 0. The stresses at x = 0, which is in a
state of balanced biaxial tension, are shown in Figs. 10(a)
and 10(b) as functions of the ratio ¢/2L. The stresses were
normalized either in terms of the maximum power depo-
sition rate Q, which occurs at x = 0, Fig. 10(a), or in terms
of the average power deposition rate per unit volume over
the plate thickness Q,,., Fig. 10(b). It is seen that the stress-
es are now smaller than what Eq. (21) predicts. Thus the
previous analysis for uniform power deposition per unit vol-
ume, the results of which have been summarized in Fig. 9,
provides an upper bound for the stresses due to inhomogen-
eous power deposition rates.

IV. TOUGHENING BY * N EXCHANGE

It has been shown previously* that an estimate for the
efficiency of power transfer between the lamps and the glass
material allows the calculation of the change in fracture
strength due to the ion exchange process. It is important to
note that such an estimate of the enhancement in fracture
strength was based on the largest magnitude for the surface
stresses 0,, and o,,, which, as argued previously, do not
depend on the Biot number. However, Fig. 9 shows that this
is not necessarily the case; when the Biot number is less than
1, @,., which depends on B, may exceed o,, and g,, con-
siderably.

y
D
o.
04 O22
00 B:10
9 FIG. 8. Contours of the out-of-
03 Fz' 0 plane stress o, in units of
L aEQ.L/k when the ends
z= % 1 are allowed to displace
freely in the 2 direction. The Biot
number B = AL /k is 10, and the
Poisson ratio is 0.25.
-03
X
L
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FIG. 9. Plots of the maximum stress on the surface of the slab vs log,, B.
These stresses occur at the points labeled A, B, and C. The result for the
plate of width 2L in the x direction and of infinite extent in the y direction is
also shown. The Poisson ratio is 0.25.
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04k yy/tv‘—k— Q= Q. exp(-x/c)
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FIG. 10. The effect of nonuniform power absorption on the tensile stresses
in the front and back faces of a slab of width 2L and of infinite extent in the y
direction. The power absorbed per unit volume Qis nonuniform and ithas a
decay lengthc.  (a) The stresses are normalized in terms of the maximum
power (), absorbed per unit volume. (b) The stresses are normalized in
terms of the average power Q.. absorbed per unit volume.
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It must be also mentioned that surface cracks, depend-
ing on where they are located, lead to different stress intensi-
ty factors. For example, for a surface semielliptical flaw of
maximum depth b and under far field uniform tension of
magnitude o, the stress intensity factor is*®

K =1.120\7b, (23)

whereas for a quarter-circular corner flaw of radius b the
stress intensity factor is'®

K= 2.6/moJrb . 24)

For a quarter-elliptical corner flaw the stress intensity factor
is given by'°

K=130/nb, (25)

where b is now the smallest depth of penetration.
Knowledge of the power input required for fracture for
the strengthened and unstrengthened glass leads to an esti-
mate of the fracture strength of the two materials. The differ-
ence in fracture strength is #t ributed to ion exchange, so
that from the enhancement i1. iracture strength the micro-
scopic details of the ion exchar.ge can be estimated. Further-
more, knowledge of the difference in size between the ex-
changed ions allows the calculation of the volume
concentration of the exchanged species. In deriving this re-
sult, the work of Nabarro was used'' : When » sites within a
solid of total volume ¥, undergo a stress-free dilatation (in
the sense of Eshelby'?) whereby each site increases its vol-
ume by A¥7, then the total dilatational strain e” is given by

e = AV (n/Vy). (26)

The dilatation of Eq. (26) gives rise to a balanced biax-
ial compression on the surface of the glass which is deter-
mined by noting that the underlying glass does not allow any
straining along directions parallel to the glass face. This bal-
anced biaxial compression due to ion exchange is given by
__Ee

(1 —v)

Once the stresses due to the thermal power deposition
and the stresses due to the ion exchange are known from Fig.
9 and Eq. (27), respectively, the fracture criterion for the
unstrengthened glass is written as

OJ7b n(B)(@EQLLY/k) = K,,, (28)

where Q¢ is the power deposition rate per unit volume at
failure, X, is the fracture toughness of the unstrengthened
glass, {1 is a numerical factor that depends on the crack loca-
tion and geometry and can be extracted from Egs. (23)-
(25), and n(B) is a dimensionless function of the Biot num-
ber B such that the thermal stresses are given by
o = n(B)aEQ 3L */k. The factor 7(B) depends on which
stress component leads to fracture and can be found from
Fig. 9.

On the other hand, for the glass strengthened by ion
exchange, the fracture criterion becomes

aEQ3’L?  Ee” )
n ( B) - =K,,
Vb |t k M —v) = Ke @
where Q77 is now the power deposition rate per unit volume
at fracture of the strengthened glass. In writing Eqgs. (28)

(27)
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and (29), it is assumed that the flaw size b and the fracture
toughness of the bulk glass K. does not change as a result of
ion exchange at the surface.
. Elimination of 22, b, and X, from Eqs. (28) and (29)
gives
2 sty w

e"=13(1 —v)q(B)——aL (Q‘;( ~26) (30)
from where the macroscopic dilatation e’ can be deter-
mined. Since A¥” can be estimated from knowledge of the
size of the exchanged ions, Eq. (26) allows the calculation of
the volume concentration of the ion exchange sites. Finally,
knowledge of the fracture toughness X, of glass allows via
Eq. (28) the calculation of the critical flaw size b responsible
for fracture.

As an example, we used K, = 0.3 MPa m'/?, which is
typical of phosphate glass,'* experimentally determined
flashlamp power at failure of 660 and 3600 W for the un-
strengthened and strengthened glass, respectively, which
lead to power deposition rates per unit volume of 3.2 and 17
W/cm?, respectively (derived on the assumption of a 10%
efficiency),* L = 0.4 cm, 5(B) = 0.5 (which corresponds to
a value of the Biot number of about B=1), k=0.82
W/mK,a=11x10"%, E = 60 GPa, v = 0.25. These ma-
terial properties are typical of phosphate glass.'* These val-
ues lead to a macroscopic dilation of e” = 0.0034.

Using the values of 0.078 and 0.098 nm for the ionic
radii of Li* and Na™*, respectively,’ so that
AV" =1.94x10"° nm~*, Eq. (26) yields a density of
n/Vo=1.7x10*' cm~? for the ion exchange sites. Finally,
using the atomic weight of 7 and 23 for Li and Na, respec-
tively, gives the weight percentage of Na* as 2.1%. This
value is in good agreement with independent measurements
by electron microprobe analysis, where it was found that the
weight percent of Na* varies from 2.8% on the surface of
the sample, to 1.4% at a depth of 12-13 um, to the error
value of 0.2% at a depth of 60 um.

The compressive stress due to the ion exchange was
found via Eq. (27) to be 90 MPa. The fracture stress of the
unstrengthened glass was calculated to be 20 MPa. The frac-
ture strength of the strengthened glass was determined as
110 MPa. Using B = |, the critical flaw size was determined
as 45-90 um. With B = 0.1, the critical flaw is 2035 um.
These values for the critical flaw size are comparable to the
size of the powder used in the polishing process.

It must be pointed out that the use of Egs. (23)-(25)
assumes that the region over which the ion exchange has
occurred greatly exceeds the crack length, so that the crack
can be visualized as being embedded within a uniform stress
level. Although the zone within which jon exchange had
occurred was experimentally measured to be about 60 um,
the residual stress spatial distribution due to ion exchange
could not be determined besides the variation of the weight
percent of Na ions with distance from the free surface or the
estimate of the compressive strength induced, as described in
Ref. 4.

The effect of nonuniform residual stresses on inducing a
stress intensity factor which tends to close the crack faces
and on the possible partial crack closure has been examined
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by Green.'®* However, in Green’s work it was assumed that
the residual stress distribution is known a priori. Since for the
case of ion exchange this is not necessarily the case, we in-
tend to examine a limiting case, namely the case when the
crack length greatly exceeds the depth of the zone over
which ion exchange has occurred, and that the crack faces
have undergone ion exchange up to a characteristic depth H,
as shown in Fig. 11.

Figure 11(a) shows schematically the case where the
face of the glass plate has undergone ion exchange up to 2
typical length A, but the crack faces have not undergone any
exchange. Figure 11(b) shows the case where only the crack
faces, up to the crack tip, have undergone ion exchange. It is
most likely that the actual configuration will be a hybrid of
the geometries shown in Fig. 11. Because these two geome-
tries lead to different dependence of the strengthening effect
on the geometrical parameters H and b, they are analyzed
separately.

The free body diagram of the underlying glass substrate
for the case of Fig. 11(a) is shown in Fig. 11(c). The forces
per unit depth P, = P, = P = gH with ¢ the magnitude of
the compressive stress due to the ion exchange, see Eq. (27),
which has a typical value of 90 MPa. The moments per unit
depth M, = M, = M = ocH */2. In view of the fact that M,

(a) (b)

o o H

THHE

crock tip

—— ) —

R
o
o
H A
e |
L2} P crock tip
b-H—
(c) P

M

FIG. 11. The interaction of a zone of thickness H over which ion exchange
has occurred with a crack of length b, where b greatly exceeds #.  (a) lon
exchange over the surface of the slab. (b) fon exchange over the crack faces
and ahesd of the crack tip. (c) The forces acting on the film which is in a
state of compression of magnitude o, and the forces acting on the underlying
glass. These forces induce a stress intensity factor at the crack tip which
tends to close the crack.
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and P, are remotely located with respect to the crack tip,
their contribution to inducing a stress intensity factor at the
crack tip can be neglected. Furthermore, the contribution
dueto M, is much smaller (of order H /b) than the contribu-
tion of Py, and can also be neglected. Thus, the largest contri-
bution is due to P, which can be found in Ref. 17. It is given
by

AK = —2.6(cH /J7b), a3n

where AK is the change in the stress intensity factor at the
crack tip. The fact that AK <0 implies that there is a tough-
ening or shielding effect.'®

By setting AK equal to the fracture toughness of the
glass itself, say 0.3 MPa m'/2,"® and using o = 90 MPa, we
derive a relation between the crack length b and the ion ex-
change zone width. Using b = 10 um yields H = 7 um. If we
take the fracture toughness as 0.5 MPam'/2,'"* we find
H = 12 pm. Since this analysis is valid only when b exceeds
H, we conclude that for brittle materials of low fracture
toughness ion exchange via the mechanism shown in Fig.
11(a) can enhance the apparent fracture toughness by as
much as 100% with an ion exchange depth of only a few
micrometers. .

The other mechanism shown in Fig. 11(b) is analyzed
by using the solution of Budiansky and co-workers,'®
whereby the stress intensity factor induced by a distribution
of volumetric expansion 8(r,4) over the area 4 was found
under plane strain conditions to be

M:———E——f Gr‘mcos—sidA, (32)
3(1 = v)27 Ja 2

where r,¢ are polar coordinates measuring from the crack tip
(¢ = 0 is the line ahead of the crack). It is seen from Eq.
(32) that ion exchange occurring within a fan of 120® ahead
of the tip ( — 77/3 <@ <7/3) induces a positive AK, thus
making the material more brittle. On the other hand, ion
exchange over the crack faces induces a negative AKX so that
the material at the crack tip appears shielded from the re-
motely applied thermal stresses. Following Ref. 18, the near
tip stress intensity factor is given by

K!ip = appl + AK, (33)

where K., is the stress intensity due to the applied thermal
loads, and AK is due to ion exchange. The fracture criterion
is

FIG. 12. The detsils of the ion ex-
change process near the crack tip are
important, since exchange over the
crack faces induces a shielding AKX
(AK <0), wheress exchange ahead of
the crack tip induces an antishielding
AK (AK>0). (a) lon exchange
over the crack faces and shead of the
crack tip. (b) lon exchange over the
crack faces only.
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Ky =K, (34)

with K. the fracture toughness of the glass. Bt is noted that
this calculation assumes that the ion exchangee process does
not alter the fracture toughness of the glass madterial, but that
it only induces residual stresses which shield the crack tip
from the thermal stresses induced by the coslling medium.

AK has been calculated via Eq. (32) fimr the two cases
shown in Fig. 12. In Fig. 12(a) the ion exchmnge zone ex-
tends over the crack faces and in front of the «rack tip. The
detailed geometry ahead of the crack tip isdescribed in Ref.
18. Assuming that 8 is uniform within the ion exchange
zone, the work of Budiansky and co-workers™® yields

AK = —0.630yH, 35)

o being the magnitude of the compressive stmess due to ion
exchange. On the other hand, the geometry aE'Fig. 12(b), in
which ion exchange occurs over the crack faces but not
ahead of the crack tip, leads to'®

AK = —130yH. (36)

As an example of the toughening effextt predicted by
Eqgs. (35) or (36), we note that an ion exchange layer thick-
ness of H = 10-30 um produces an enhamcement in the
stress intensity factor of AK = — 0.3 MPawn'/?. A thick-
ness of H =30 "0 um produces AK = ~ (2.5 MPam'.
These values of .he layer thickness are of the :same order of
magnitude as the experimentally determinest thickness of
about 60 um. The induced enhancements im the fracture
toughness are of the same magnitude as the firacture tough-
ness K. of the glass itself. It is concluded thiat the mecha-
nisms of ion exchange shown in Fig. 12 induce considerable
enhancements of the fracture toughness of the glass. These
enhancements may be as large as the intwimsic fracture
toughness of the glass itself.

A basic assumption in deriving Egs. (3:$) and (36) is
that the volume expansion due to the ion emchange is uni-
formly distributed within the layer thickness . This is not
the case in reality since the depth profile of ithe exchange
layer arises from the diffusion of the exchangimg ions, so that
the percentage of exchange sites is highest nemr the free sur-
face and it diminishes as one moves into the gliass. In view of
this, Egs. (35) and (36) are applicable when..H is identified
as an effective thickness over which the volunne expansion is
essentially uniform. Even so, the numerical -examples dis-
cussed above show that ion exchange is 2 potent mechanism
for enhancing the fracture toughness of briittle phosphate
glasses.

Comparison of Egs. (35) and (36) also shows that the
details of the ion exchange process near the crack tip are
important in determining the levels of the emhancement in
the fracture toughness. lon exchange over tiwe crack faces
shields the material from the applied loads; #on exchange
ahead of the crack tip enhances the applied lomds.

When the crack shielding mechanisms off Figs. 11 and
12 are superposed on the applied thermal loadis, the fracture
criterion becomes

17 J. Appl. Phys., Vol. 87, No. 4, 18 February 1880

aEQyL? oH
K, =oqp 8L o o H
p % X =3 X

= K, 37

where the coefficients y, and y, are of order unity and de-
pend on the details of the ion exchange process near the
crack tip, see Egs. (31), (35), and (36). It is seen that the
thermal loads [the first term on the right-hand side of Eq.
(37)], and the strengthening mechanisms due to ion ex-
change are characterized by different dependence of the in-
duced stress intensity factor on the geometric quantitie, b
(the crack length) and H (the depth of the ion exchange
zone). In writing Egs. (37) it is assumed that the ion ex-
change process near the crack tip does not alter the intrinsic
fracture toughness of the glass material, i.c., K, is the same
as for the glass that has not undergone any ion exchange. As
was shown previously, for brittie materials such as the phos-
phate glass under investigation here, the strengthening con-
tributions are of the same order of magnitude as the stress
intensity factor due to the applied loads. It is concluded that
for microcracks long with respect to the depth of the ion
exchange zone, ion exchange is a viable mechanism for en-
hancing the fracture toughness of brittle components. On
the other hand, when the microcracks are much shorter than
the ion exchange zone, the analysis leading to Eq. (29)
shows that, again, ion exchange is a considerable strengthen-
ing mechanism. It is expected that the same strengthening
phenomenon will occur when the crack length is comparable
to the ion exchange zone.

V. CONCLUSIONS

Numerical techniques were used to calculate the ther-
mal stresses during the steady-state absorption of heat by
thermal pumping of a slab of phosphate glass used for high
average power solid-state laser applications. It was shown
that the in-plane stress components are independent of the
Biot number characterizing the surrounding cooling medi-
um. These stress components depend only on the magnitude
of the power per unit volume absorbed during thermal
pumping. The out-of-plane stress components do depend on
the Biot number and on the thermal loads. The state of stress
near the outer surface of the glass contains tensile and com-
pressive components. The in-plane stresses are always ten-
sile. The out-of-plane stresses are compressive when no lat-
eral displacement is allowed, and tensile when the lateral
ends are allowed to displace freely. The calculated stresses
were used in order to evaluate the compressive stresses in-
duced by a thin zone within which ion exchange has oc-
curred. From the compressive stresses the volume density of
ion exchange sites and the magnitude of the weight percent
of ions within the exchange layer were calculated. It was
shown that for the case of long or short microcracks, with
respect to the depth of the ion exchange zone, ion exchange
induces a significant reduction of the near-tip stress intensity
factor thus shielding the near-tip region from the applied
thermal loads. The details of the ion exchange process near
the crack tip were shown to be significant in altering the
levels of crack tip shielding.
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APPENDIX (6)

Toughening and crack tip shielding in brittie materials by residually stressed

thin films

JohnC. Lambropoulos
Department of Mechanical Engineering and Laboratory for Laser Energetics, University of Rochester,
Rochester, New York 14627

. (Received 10 September 1990; accepted 5 February 1991)

The apparent fracture toughness of brittle components can be greatly enhanced via surface-
deposited thin films which are under residual, possibly nonuniform compression since the
residual compression counteracts the effect of the applied loads at the tip of a surface crack.
Examples are epitaxial thin films on crystalline components, thin films in a state of compression
due to the film deposition process, or thin films of ion-exchange in glass. We review the
micromechanics of the strengthening process by considering a surface microcrack under the
combined action of the residual stress in the film (which shields the crack tip and may cause’
partial crack closure) and of the externally applied loads (thermal or mechanical). We examine
crack tip shielding as the interaction of microscopic dilatant spots with the crack tip. This model
predicts rising crack growth resistance curves for limited amounts of crack growth. We review
and analyze experimental results on ion exchange in thin films of glass in small-, medium-, and
large-size glass components for high average power solid state lasers. These measurements show

that the apparent fracture strength increases by as much as five to six times.

1. INTRODUCTION

The apparent fracture toughness of brittle materials can be
greatly enhanced by various surface modification methods,
such as epitaxial thin films on crystalline substrates,’ sol-gel
films on optical materials,? physically deposited thin films,*
or thin films of glass within which ion exchange has oc-
curred.** It is currently accepted that the deposition of the
thin film does not alter the inherent fracture toughness of the
brittle material (which is usually quite low): Instead, it is
believed that the stresses within the thin film (which are a
direct result of the deposition process) shield the tip of a
microcrack from the applied thermomechanical loads, so
that a higher value of the applied load is required in order to
fracture the specimen (as compared to a specimen without
any films).

A standard technique for observing such enhancement in
the fracture toughness of brittle materials has been indenta-
tion microcracking whereby a surface microcrack is intro-
duced by using a sharp indenter.™® The specimen is further
cracked with the indenter, or by using standard mechanical
loading, such as the four-point-bending configuration.’ An-
other technique is the use of thermal shock tests whereby the
specimen is uniformly heated and then rapidly cooled: The
thermal stresses, resulting from the inhomogeneous tem-
perature distribution within the specimen, will fracture the
specimen when the difference between the initial (uniform)
temperature of the specimen and the temperature of the
quenching medium is sufficiently high.44%'°

For linear elastic materials containing cracks, an asymp-
totic analysis of the stress distribution near a crack tip shows
that the stresses are singular, with a spatial distribution vary-
ing like 7~ '/ (where r is the distance from the crack tip),
and that the magnitude of the singular term is governed by
the stress intensity factor (SIF) K, valid near the crack tip.
For example, for mode I (or opening mode) cracking, the
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stress distribution ahead of a crack ti;i is given by

—F » x>°v x"on (l)
2nx

where the crack (extending infinitely in the z direction) oc-

o, =

- cupies the half line x <0, the uncracked part extends along

x>0, and the axis y is perpendicular to the crack. It is noted
that the stress intensity factor X, cannot be computed from -
the asymptotic analysis: A complete solution is required of
the boundary value problem consisting of the crack under
the action of the applied loads.

Since the stresses near a crack tip are uniquely determined
by the stress intensity factor, for a brittle material it is as-
sumed that fracture will occur when the near-tip stress inten-
sity factor K, reaches a critical value K|, called the frac-
ture toughness, which is a material property, thus

K tip = K e (2 )

In the absence of any mechanisms that shield the crack tip
from the applied loads, the near-tip stress intensity factor
K, isequal to the applied stress intensity factor X, , so that

For euri:ple. for a crack under the action of uniformly ap-
plied far field stresses o in a direction perpendicular to the
crack plane, the applied stress intensity factor is

where a, is the half-length of the crack tip, and {1 is a geo-
metrical factor which includes the interaction of the crack
with near-by free surfaces. For example, for an interior crack
infinite in the z direction, 2 = 1; for an edge crack of depth
a, §} = 1.12; for an interior penny-shaped crack ) = 2/7.

On the other hand, when the crack tip is shielded from the
applied loads, the near-tip SIF X, is related to the far-field
(or applied) SIF X, by
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where AK is the contribution of any mechanisms that inter-
act with the crack tip. When AKX <0, then shielding occurs.
In this case, combination of Egs. (2), (4), and (5) shows
that at fracture the required stress ¢ is higher than what it
would be if no shielding was present. Similarly, when
AK > 0, the applied loads are enhanced near the tip, and the
net effect is to make the material effectively more brittle by
reducing the value of o required for fracture.

As an example of the shielding effect of thin films, we
mention the work of Lawn and Fuller,'! and of Tandon and
Green,® who considered an indentation crack as a semicir-
cular penny-shaped crack of radius c. At fracture, the total
SIF at the intersection of the crack front with the specimen’s
free surface is equal to the fracture toughness X, so that*!!

K.:=x-;5+00\/;;+2ﬂamfl7, 6)
where the first term is the contribution of the residual stress-
es present as a result of the permanent plastic deformation
under the maximum load P of the indenter, the second term
is due to the applied stresses, and the third term is due to the
presence of a thin film of thickness H €c under a state of
biaxial tension (0, >0) or compression (0, <0) in the
film’s plane. The dimensionless quantities y and ) are geo-
metric factors which account, respectively, for the interac-
tion of the residual stresses due to the indentation and for the
interaction of the specimen's {ree surface with the crack tip.
The quantity y = 0.016 (E /HD)'? where E is the Young's
modulus and (HD) is the hardness of the material.™*

1tis clear from Eq. (6) that when the film is in compres-
sion, the last term (due to the film) shields the second term
(due to the applied loads) and the first term (due to the
indentation itself), so that a higher value of the applied stress
o is required for fracture. We note from Eq. (6) that for the
indentation crack the contribution due to the residually
stressed film (which is valid only in the limit  €c) is inde-
pendent of the crack radius c.

As typical values of the interaction between very thin sur-
face films and very deep surface cracks, the data of Kobrin
and Harker’ on sputtered submicron-thick films had a crack
depth of 12-100 um, and a compressive film stress of 0.2, 1.0,
and 1.6 GPafor films of Al, O,, SiO, , and Si, N, respective-
ly. The substrate was glass (with X, = 0.62 MPa v'm), Si
(K. = 0.74 MPav'm), sapphire (X,. = 1.7 MPa v'm), or
Si,N, (K, = 4.1 MPa vm). The resulting shielding con-
tribution ranged from ( — AX) = 0.1 10 1.7 MPav'm.

Jon exchange in glass similarly creates a thin surface film
which is in a state of residual compression. The work of
Tandon and Green® on silicate glass (X, = 0.73 MPa vm)
where Na* ions were exchanged for K * ions had an ex-
change layer of thickness 3-7.5 um, and an indentation
crack depth of at least 150 um. The average compressive
stress in the ion exchange layer was in the range 150 to 320
MPa. Depending on the indentation load used, the fracture
strength of the jon-exchanged specimens increased to 150~
210 MPa, as compared to a fracture strength of about 80
MPa for the unstrengthened specimens.

Itis not always the case that the thickness of the compres-
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sivelayer is much smaller than the depth of the surface crack
at failure. Cerqua ef al.* have shown that for the case of
phosphate glass with the exchange of Na* for Li* ions,
there is a remarkable improvement in the fracture strength
of the glass when the surface crack is comparable in magni.
tude to the thickness of the compressive layer.

The tests of Cerqua ef al.* were performed on three geo-
metries: The first geometry was that of small disks (diameter
of 20 mm, thickness of 3 mm); the second geometry was that
of squat cylinders (diameter 6.4 mm, height 6.4 mm); These
two geometries were tested in thermal shock tests, and a
finite element analysis was performed (with a time-depen-
dent temperature distribution ) in order to correlate the tem.
perature drop at fracture to the magnitude of the resulting
thermal stresses.” For the small disks, the Biot number
(based on the specimen’s half thickness) was about 5; For
the cylinder geometry the Biot number (based on the radi-
us) was equal to 10. These tests were used to extract the
value of the fracture strength. For the unstrengthened speci-
mens, the fracture strength was about 25 MPa, whereas for
the strengthened specimens it was about 135 MPa.

The third geometry tested by Cerqua ez al.* was that of
rectangular slabs (8 X 15 % 160 mm’) which were thermally
pumped to failure. A finite element analysis again correlated
the thermal power input to the resulting thermal stresses
under steady-state thermal pumping.® It was found that the
unstrengthened specimens had a fracture strength of 19-23
MPa, whereas after ion exchange the strength was improved
to about 110 MPa.

The conclusion from all these tests was that ion exchange
can greatly improve the apparent fracture toughness of nom-
inally brittle materials by imparting an average compressive
surface stress of the order of 90-110 MPa for phosphate
glass. The value of the average compressive surface stress
was correlated to the amount of the average dilation, which
was found to be about 0.0034. In turn, this dilation was con-
verted to an average Na * ion concentration of about 2.1%.

Independent measurement of the Na ion concentration by
Cerqua ef al.* showed that the maximum concentration of
2.89% occurred at the surface of the specimen, and that the
thickness of the ion exchange layer was 50-60 um, with a
monotonic decrease from the surface value. The distance
over which the maximum concentration was halved was
about 15-20 um. It is thus seen that the numerical predic-
tions (which yielded an average Na * ion concentration of
2.1%) are in good agreement with the experimental obser-
vations.

In order to correlate the depth of the ion exchanged layer
to the depth of surface microcracks, a value of 0.3 MPa
vm'? was used for the fracture toughness of phosphate
glass. In addition to this information, the use of a value for
the unstrengthened fracture strength of 20-25 MPa, allows
the application of Eqs. (2)-(4), from which the depth of the
surface crack can be estimated as between 37 and 57 um. We
observe that in the tests of Cerqua er al.,* fracture occurred
when the glass specimen was in contact with water. This
contact would diminish the fracture toughness of glass from
the fracture toughness in air. For example, using a dimin-
ished value of X, = 0.1 MPa v/ m for the fracture toughness
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in water yields a crack depth of -6 um. It is thus seen that,
contrary to the indentation experiments, in the thermal
shock tests the crack length is comparable to the thickness of
the ion exchange layer.

It is the purpose of this report to present a simple model
whereby the shielding imparted by a surface compressive
layer is viewed as arising from the interaction of individual
dilation sites with a crack tip. The dilation sites are arranged
$0 as to create a thin layer of either uniform or varying mag-
nitude of dilation, and we calculate the change AKX in the
near-tip stress intensity factor due to this layer. We empha-
size the relation of AKX to the crack length, rather than to the
thickness of the compressive layer. The presented analysis
aims at deriving closed form expressions for the shielding
effect when the crack length is much smaller, comparable to,
or much longer than the depth of the compressive layer.

il. SHIELDING BY EXPANDING SPOTS AND LAYERS

Consider a semi-infinite crack in a linear elastic solid un-
der plane strain conditions in the z direction. The crack ex-
tends along x <0. The uncracked ligament is along x> 0.
When the volume of two circular cylinders, located at the
cylindrical coordinates (r, 8) and (r, — f) with respect to
thecrack tip, changes isotropically by the stress-free amount
67, then the resulting change in the near-tip stress intensity
factor is given by'*'¢

E§7dA  cos(38/2)
Wir(l—-v) r
where dA is the cross sectional area of each cylinder, Eis the
Young's modulus of the material, and v is the Poisson ratio,
see Fig. 1(a). It is thus seen that when the spots are located
in a forward cone of total angle 27/3 (0 <B < 7/3), their
effect is to open the crack tip (dK'> 0), whereas when they

dK = M

dA
2 (A)
/Z\'s
caack tp
gA
A
2 ()
2 L (s)
Q—- 2e ——
oack
[

F1c. 1. The interaction of two symmetrically located circular cylinders,
sach of cross sectional area dA, with (2) s semi-infnite crack, and (b) with
& faite crack.
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lie in the range 7/3 < B <7 they cause crack tip shielding
(dK <0)."*

On the other hand when the dilating spots interact with a
finite crack of length 2a,, as shown in Fig. 1(b), the result-
ing stress intensity factor at the nearest crack tip is

T,
dx = E87dA_  [a, cos[ G +5:)2) (8)
(1-v) w ninn

where (r,, B, ) are the polar ¢ ordinates with respect to the
nearest crack tip, and (r,, B;) are the polar coordinates
with respect to the furthest crack tip.

When the transforming spots are arranged in the form of a
vertical strip (see Fig. 2) of width (dx) near a semi-infinite
crack, then the resulting change in the near tip stress intensi-
ty factor can be found by integrating the expressions in Eq.
(7). The result is

dK =0, (9a)

when the strip is located ahead of the crack tip [as shown in
Fig. 2(a)], and
T
dK = _.l_ _Z_EO ;‘L (9b)
3 ml—-v /D

when the strip is located behind the crack tip [as shown in
Fig. 2(b)]. It is thus seen that the effect of an expanding
layer is to either not interact with the crack tip when the
layer is located ahead of the crack tip, or to shield the crack
tip (dK <0) when the layer is located behind the crack tip. It
is noted that the geometry of Fig. 2, which leads to the results

o
crack tp
\
(A)
o

erack tp

(8)
o —1

F1G. 2. The interaction of s vertical strip with a semi-infinite crack under
plane strain conditions. The strip bas a stress-free dilation 8 7. (a) When the
strip is located ahead of the crack tip AX = 0. (b) When the strip is located
behind the crack tip the shielding AX <0 and is given by Eq. (%b).
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oTsgexp(:xip) x>0

——>x
' crack tip
N

(A}

%

07-00 O<x<H

(B)

F1G. 3. The interaction of a layer with stress-free dilation with a crack tip.
{a) Exponentially decaying dilation for x>0 with characteristic length
scale 8. (b) Uniform dilation within a layer of thickness 4.

of Eq. (9), is equivalent to that of an embedded plate which
is in a state of biaxial stress.

1l. SHIELDING BY SPATIALLY VARYING DILATIONS

Consider a semi-infinite crack which is embed-ed within a
region where the stress-free dilation is decaying exponential-
ly

607 = 6,exp( — x/8), x>0 (10)

with a characteristic length £ [Fig. 3(a)], or is constant
within a layer of width A [Fig. 3(b)]

0"=8, O<x<H. (1)

In either case, the x coordinate measures from a plane at a
distance a, behind the crack tip, and 6, is the maximum
dilation, which occurs at the surface x = 0. Thus, it is as-
sumed that the surface x = 0 is the free surface. In this way,
the probiem of the interaction between a surface crack of
length g, and the compressive layer is substituted by the
analytically simpler model shown in Fig. 3, of the semi-infi-
nite crack interacting with s layer of varying stress-free dila-
tion. Thus, the simpler model of Fig. 3 does not account for
the interaction between the crack tip and the free surface of
the sample.

For the case of the exponentially decaying stress-free dila-
tion, the expression in Eq. (9b) is used to find the induced
shielding AX. A vertical strip of width dx is at a distance
H = a, ~ xbehind the crack tip and the limits of integration
are from x = 0 to x = g,. The result is
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E6NB _
-3 B "”’E"(\/—

which, when the crack depth g, greatly exceeds the charac-
teristic length 8 of the compressive layer, reduces to

ak=—L [ZE%SB 1-c >,
3 ﬂ' 1—v ,ao/ﬁ

In Eq. (12a) the error function of imaginary argument i
defined as'?

. 2i ™
Erf(iJx) = ——fr exp(u?)du.
77 b

Both Eq. (12a) and the asymptotic result of Eq. (12b) are
shown in Fig. 4 in a non-dimensional form. It is seen that
when g, > 3-4 B the asymptatic expression provides a good
approximation for the more involved result of Eq. (12a).

For the case of constant stress-free dilation, the integra-
tion of Eq. (9b) is again straightforward. As before,
D =gy — x. When a, < H the limits of integration are from
x=0to x =a,. When a, > H, the limits of integration are
from x = 0to x = H. The result is

_ Eeo
. l-—v

a,>B. (12b)

(13}

\/E'O/_H’ . ag<H

X , (l4a)
Jao/H — J(a,/H) — 1, a,>H

0.3 Exponentisily decsying misfit

strain

S8 exp(x/p)

(A)

-AK / (E 94 VB / (1-v)}

4

[ -]
-
»
w4

Fi1G. 4. Nondimensions! shielding for the case of exponentially decaying
stress-free dilation with characteristic length scale 5. The asymptotic rew!l
is valid for a, > 5. (b) is the same version a3 (a) with the horizonwal axis -

magnified.
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which reduces to
AK= —L 3E6°‘/F——l——, a,>H  (14b)
3 r 1—v ’ao/H

when the crack depth g, greatly exceeds the thickness H of
the compressive layer.

Figure 5 shows in non-dimensional form the shielding AK
versus the crack depth a,. Again, it is seen that whena, > 2
H, the asymptotic expression (14b) provides an accurate
estimate of the shielding effect.

We observe that the results in Figs. 4 and 5 can be viewed
as crack-growth resistance curves relating the shielding con-
tribution AKX of X, to the amount of crack growth a,. Ex-
amination of Figs. 4 and 5 also shows that the dependence of
the shielding AKX on the amount of crack growth g, has the
following main features: From a dimensional analysis argu-
ment, it is clear that the shielding AKX must be proportional
to the Young’s modulus E, to the maximum amount of
stress-free dilation 6,, and to the square root of the charac-
teristic length (5 or H) describing the spatial distribution of
the stress-free dilation. A maximum in the shielding contri-
bution is attained when the crack length is equal to the char-
acteristic length over which the stress-free dilation occurs.
When the crack length is considerably longer than this char-
acteristic length, the shielding AK depends weakly on crack
length.

Constant misfit strain

- 06 O:Oo over Qe x<H
>
-+ 04
z
° (A)
®
¢ 02
x 4
< asympt.
0.0+ r v
0 10 .OIH 20

FI1G. $. Nondimensional shielding for the case of constant stress-free dila-
tionir alayer of thickness H. The asymptotic result is valid for g, » M. (b) is
the same version as (a) with the horizontal axis magnified.
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1IV. FREE SURFACE EFFECTS

The results expressed in Egs. (12) and (14) do not expli-
citly account for the proximity to the crack tip of the free
surface of the half space, since the basic solutions for the
interaction of the dilating spots with a crack, Egs. (7) and
(8), are valid for a semi-infinite crack and a crack of length
2a, in the infinite solid, respectively.

In order to examine the effect of the proximity of the free
surface to the crack tip, we use a solution from the Stress
Analysis of Cracks Handbook (entry 8.4).'® This solution is
applied to the geometry of Fig. 3(b), in which there is a
constant dilation of magnitude 6, extending from x=10
(which is the location of the free surface) to x = H. The
result is

AK = — E6,JH 2
l—v H
X[ —0.663, a,<H
—0.376sin ~"(H /a,)F(H /a,), a,»>H
(15)

where F is a slowly varying function which takes the value
1.30 when H /a, = 0 and the value 1.122 when H /a, = 1.

The predictions of Eq. (15) which account for the pres-
ence of the free surface at x = 0 are compared to those of Eq.
(14) in Fig. 6. It is seen that both approaches predict similar
trends on the dependence of toughening AK on crack length
a,. The presence of the free surface leads to higher enhance-
ment in the near-tip stress intensity factor because, in that
case, the half-space is more compliant than the full space
with the semi-infinite crack.

V. DISCUSSION

As an example of the applicability of the results in Figs. 4
and 5, we consider the data of Cerqua eral.* onion exchange
in phosphate glass. The Young’s modulus is E = 60 GPa,
and the Poisson ratio is v = 0.25. The value of the maximum
stress-free dilation 8, (occuring at the frec surface) is about
0.0045, and the decay length 8= 15 um. Using K, = 0.1
MPs v'm for the fracture toughness of the glass, and a base

- 8K/ {E 0y VH /(1)

08
0.4
with fres surface
00 fres surisce
°-° i A Y Y v
0 2 4 6 8
a,/H

Fic. 6. Nondimensiona! shielding, due to a layer of thickness / on the
sutface of  half space with a crack of length a, normal 1o the free surface,
when the free surface effects are accounted and when they are neglected.
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fracture stress of 20-25 MPa for the unstrengthened speci-
mens, the crack size is found to be g, = 4-6 ym. As an exam-
ple of the enhancement in the near tip stress intensity factor,
acrack length of a, = 5 um yields AK = — 0.33 MPa v'm.
Using K. = 0.3 MPa v/m yields um. The valueg, = 50um
yields AK = — 0.28 MPa v/m. It is concluded that for ion
exchange in phosphate glass the shielding due to the residual
stress-free dilation is comparable to or in excess of the intrin-
sic fracture toughness of the brittle material itself.

In the discussion above it has been assumed that the crack
remains open at fracture so that no crack closure occurs. It is
known, however, that crack closure may occur when the
crack is subjected to nonuniform stresses that vary from
compression to tension. Crack closure has been discussed by
Green,'” by Thresher and Smith,'® and by Bakioglu er a/.'®
Here we present a simple model which estimates the amount
of crack closure in terms of the compressive stress due to the
surface layer and of the tensile applied stress which leads to
failure.

At failure the crack, of total depth a,, is under the action
of the (tensile) fracture stress o and of the compressive
stress 0 = — g, exp ( — x/f) due to the residually stressed
layer. In our simple model, we assume that the crack closes
over a distance ¢ so that at x = ¢ the net stress changes from
compressive to tensile. This implies that the open portion of
the crack has length 2a =a, —¢. A simple calculation
yields

O

c=Bln(——), €<a,

O¢

(16)

where o, is the magnitude of the maximum compression at
the surface, and is related to the maximum stress-free dila-
tion 8, by

_Eg,
T 31~y

For example, using 8= 15 um, 6, =0.0045, o, = 110
MPa, Eq. (17) yields 0, = 120 MPa, and Eq. (16) yields
¢ = 1.3 um for the amount of crack closure.

The simple analysis presented above is valid in the limit
when the crack depth a, greatly exceeds the characteristic
length B of the compressive layer. A more careful analysis of
closure in the interior crack of total physical length 2q, is
that of Thresher and Smith,'* where it was assumed that the
crack tip will close when the local stress intensity factor van-
ishes. This analysis was applied to the exponentially decay-
ing compression due to the ion exchange layer to yield the
following expression for the amount ¢ of crack closure

c= D.ﬂln(—a&) -D,, c<a,,
OF
where the coefficients D, and D, are weak functions of the
ratio g, /8 as shown in Fig. 7. When Eq. (18) is applied to
the same data discussed above (8 = 15 psm, o5 = 110MPa,
0o = 120 MPa, ¢, = 50 um) the resulting amount of crack
closureis ¢ = 1.34 um. We also observe that whena, » S, the
coefficient D, approaches the value 1 and D, approaches 0,
thus recovering the simple result of Eq. (16). On the other
hand, using a, = S um, we get for the amount of crack clo-

an

Op

(18)
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F1G. 7. The nordimensional coefficients entering the calculation of crack
closure ¢ for an interior crack of original length 2a,, whose fength at frac.
ture is 2a.

sure ¢ = 1.30 um from Eq. (16), and ¢ = 1.38 um from Eq.
(18).

Itis concluded that the simple expression of Eq. (16) pro-
vides an accurate estimate of crack closure, and that crack
closure may be a significant portion of the physical crack
depth a,. It is thus seen that the surface compressive layer
has a double effect. It provides a shielding contribution
AK <0, and it tends to close the physical crack depth so that
the effective crack length 2a is smaller than the original
crack depth a,.

V1. CONCLUSIONS

A simple model has been presented to account for the
interaction between a surface crack and a surface layer
which is in a state of residual compression. The compression
was viewed as arising from the stress-free dilation of infini-
tesimal spots within the layer. The emphasis was on deriving
simple, closed-form solutions. The applications include epi-
taxial films, films in compression due to the deposition pro-
cess, or ion exchange films.

The main result is that a shielding of the crack tip devel-
ops. The effective manifestation of shielding is to make the

_ material appear tougher in the sense that higher applied

loads are required for fracture, although the intrinsic frac-
ture toughness of the material is not altered. The amount of
shielding depends on the Young's modulus, the amount of
stress-free dilation on the surface of the material, and the
square root of the characteristic dimension of the layer. The
shielding is localized in the sense that it exhibits a maximum
when the crack depth is equal to the characteristic length
scale of the compressive layer. When the crack length greatly
exceeds the length of the layer, the amount of shielding de-
pends weakly on the amount of crack growth. Another result
of the surface compressive layer is to induce crack closure by
amounts comparable to the characteristic length of the com-
pressive layer.
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APPENDIX (7)
Thermal conductivity of dielectric thin films
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A direct reading thermal comparator has been used to measure the thermal conductivity of
dielectric thin-film coatings. In the past, the thermal comparator has been used extensively to
measure the thermal conductivity of bulk solids, liquids, and gases. The technique has been
extended to thin-film materials by making experimental improvements and by the application
of an analytical heat flow model. Our technique also allows an estimation of the thermal
resistance of the film/substrate interface which is shown to depend on the method of film
deposition. The thermal conductivity of most thin films was found to be several orders of
magnitude lower than that of the material in bulk form. This difference is attributed to
structural disorder of materials deposited in thin-film form. The experimentation to date has
primarily centered on optical coating materials. These coatings, used to enhance the optical
properties of components such as lenses and mirrors, are damaged by thermal loads applied in
high-power laser applications. It has been widely postulated that there may be a correlation

between the thermal conductivity and the damage threshold of these materials.

1. INTRODUCTION

In 1984, Decker et al.' reported the measurement of

thermal conductivity for thin films of SiO, and Al,O,. Val-
ues were found to be one or two orders of magnitude lower
than those for the corresponding bulk materials. The au-
thors attributed this difference to the unique microstructure
of dielectric thin films which, along with defects and impuri-
ties, would be expected to reduce the phonon mean free path,
and thus the thermal conductivity. Work by others has re-
cently reinforced these findings for other dielectric coat-
ings.?
Low thermal conductivity has important implications
for electrical and optical applications, where heat deposited
in a thin layer must be dissipated in order to prevent damage.
A recent review by Guenther and Mclver® discusses these
implications which derive from the relation between the en-
ergy density at damage E, and the material properties of the
film

El~va (PCI’, ’ . (l)

where T, is the temperature level at damage (typically the
melting point of the film material), p is the density, ¢ is the
heat capacity, k is the thermal conductivity of the film, and
1, is the laser pulse length which causes damage. Relation
(1) results from the work of Goldenberg and Tranter* who
analyzed the time-dependent heat transfer due to s spherical
absorbing inclusion embedded within an infinite nonabsord-
ing matrix. Although the heat capacity and density of optical
thin films are close to the properties of the bulk solids,’ this is
* Now at Lord Corp., Cary, NC. ;

*' Now at Coherent, Inc., Palo Alto, CA.

' Now st Meadowlark Optics, Longmont, CO.
4 Author 1o whom all correspondence should be addressed.

4230 J. Appl. Phys. 88 (9), 1 November 1989

0021-8970/09/214230-13802.40

not the case for the thermal conductivity which, being con-
siderably lower for thin films, leads to lower values of the
damage threshold energy densities. Thus, models which ac-
count for thermal transport in thin-film structures may have
no predictive value if they employ bulk thermal conductivity
data. For example, lack of film conductivity data imposes
serious limitations on heat dissipation models in optical ele-
ments and arrays.® .

Most techniques utilized to measure the thermal con-
ductivity of thin solid films are difficult and time consuming.
In Decker’s work a thin-film thermocouple was deposited
directly onto a sapphire substrate, subsequently overcoated
with the test film and a second thin-film thermocouple.! Ono
et al.® developed a technique for measuring the thermal con-
ductivity of diamond films, which involved the application
of black paint to the front and rear surfaces of the free-stand-
ing film sample. Other techniques involve complex optical
systems.” When applied to free-standing films, such tech-
niques do not allow the estimation of any interfacial thermal
properties, such as the interfacial thermal resistance, which
are expected to become increasingly important as the films
become thinner.

This article describes a8 method developed at the Labo-
ratory for Laser Energetics® which is relatively rapid, non-
destructive, and can be applied to samples in a conventional
film-on-substrate geometry. The thermal conductivity val-
ues obtained are those in the direction normal to the film
surface. The interfacial thermal properties can also be evalu-
ated from the experimental measurements. Our data suggest
that thermal conductivity of many materials in thin-film
form is significantly lower than in bulk form, and that the
interfacial thermal resistance depends on the method of film
deposition. A .
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il. THE THERMAL COMPARATOR

The thermal comparator technique for measaring the
thermal conductivity of bulk solids has been exteasiwely de-
scribed by Powell.>'° A thermal comparator, consisting of a
sample stage and a control module was purchased in 1975
(Ref. 11) to perform conductivity measurements of bulk
materials. The commercial unit was converted to a high-
precision device by temperature controlling both the sam-
ples and the sample stage, and by averaging the cutput sig-
nal. The thermal conductivity apparatus now consists of an
environmentally controlled sample chamber enclosing a
sample stage, a control and readout module, and sigmal pro-
cessing equipment, as shown schematically in Fig. 1.

The principle of operation and calibration procedure for
the apparatus are shown in Fig. 2. After placing a test sample
on the sample stage, a thermocouple junction sensing tip is
raised into contact with the sample surface. The two surfaces
are kept in contact by applying a small force, usgally 5 or 10
g8, which compresses the sensing tip onto the film/sobstrate
assembly. Heat flows from the hot tip (56 *C) to the cooler
sample (36 °C). Within a short time, typically 10s, a steady-
state condition is established. A voltage, generated by the
temperature difference between the sensing tip and a refer-
ence junction, is acquired by the control module. A personal
computer collects several voltage signals, averages them,
and stores them. Bulk materials of known conductivity are
used to generate a thermal conductivity calibratiom curve.
Unknowns are compared to these standards to fimd their
apparent conductivity.

Substrates of highly conductive materials such as sap-
phire and silicon are preferred for studying the thermal con-
ductivity of insulative thin films. When a coated substrate is
evaluated, the presence of a film causes the substrate to regis-
ter a substantially reduced value of thermal condwctivity.
Knowing the thermal conductivity of the substrate, an ana-
lytical model provides the means of extracting the film’s
thermal conductivity.

HI. ANALYTICAL MODELING

The thermal comparator technique is useful for making
thermal conductivity measurements on bulk materials.
When a substrate coated with an insulating film is tested, the
comparator indicates & reduction in the apparent conductiv-
ity of the specimen. Modeling is required to extract the film

conductivity from the apparent conductivity measared by

the apparatus. In what follows, the subscript “app™ denotes

t
0 o0 o : ) ;
] ]
o 00 ! TonC- ! Computer
! Thowmat ! pree
© 0o | Companter | AwD
o 00 : : Converner
) ]
4 ]
o Sampls Chomber :-e—--n-n:-o--—-.-.
| eawe H ovweying

FIG. 1. High precision thermal comparator spparatus. Sampies and semple
stage sre contained in a sesled environmental chamber where temperature
is controlled to within 0.1 °C, and humidity is held constant st 6% + 1%. A
personal computer is weed 10 average the millivolt signals from the compar-
ator readout module.
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FIG. 2. Principle of operation. The tip of the heated thermocouple probe
(56 °C) is cooled when contacted to the coated substrate (36 °C). A voitage
generated between the probe junction and an internal, heated control junc-
tion reaches a steady-state value and is recorded. Thermal conductivity is
determined by comparing calibration standard signals with unknowns. The
thin-film coating causes a reduction in the conductivity of the substrate ma-
terial, which is usually silicon or sapphire. Note: Bulk calibration constants
supplied by the instrument manufacturer are for specific materials as fol-
lows: Glass—Comning Code 7740, Ti—A110 AT (Ti-5A1-2.5SN) Alloy.
SS—316 stainless steel. Fe—Armco Iron. Quartz—fused silica. Cu—Ber-
ilco copper.

the apparent conductivity for the film/interface/substrate
assembly as measured by the thermal comparator. The sub-
script “eff”* denotes the effective conductivity for the film
which includes any interfacial effects due to the interface
between film and substrate, or between film and sensing
probe tip. The subscript “F* denotes the conductivity of the
thin film material. The analytical model consists of two
parts: first, the extraction of k  from the measured k_w ,and
then the extraction of k, from k4.

The analytical treatment of heat flow, from a circular
region of radius a on the surface of a semi-infinite half-space
of uniform conductivity &, can be found in Carslaw and Jae-
ger,'? where the thermal constriction is defined as the ratio
of temperature increase to power flowing through a spot of
size a. We define the thermal resistance R in a slightly differ-
ent manner, namely as

R=AT/(Q/4), (2)

where AT is the average change in temperature over the area
A of the circle of radius @ (4 = 7a®) as compared to the
temperature of the substrate far from the heated spot, and Q
is the net power passing through A. The thermal resistance
can be calculated if the distribution of power flux g(r) (pow-
er per unit area) is known. The power flux g(7) is related to
the power Q by

Q=J:q(r)21rrdr. (3)
For the specific power flux distribution
a(r) =Q/(2mala® —7F), (4)

over 0 <r<a and vanishing otherwise (which makes the
area within the circle of radius @ isothermal) the thermal
resistance can be calculated based on the analysis of Carslaw
and Jaeger.'? It is given by

R = (n/4)(a/k). (%)
Numerical analysis by using finite elements'’ was also em-
ployed in order to establish that the thermal resistance as
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calculated in (5) is not very sensitive to the specific power
flux distribution over the circle. For example, when

-2 ~32( _ i) '
q(r) = T q(r) = Yo 1 = 6)
over 0 <7 < a and vanishing otherwise, it was found that the
thermal resistance increased by 10% and 15%, respectively,
over the value of Eq. (5).

Dryden'* extended the analysis of Carslaw and Jaeger
to the case of a film of thickness 7 and thermal conductivity
k.o which is bonded to a substrate of thermal conductivity
ks and of semi-infinite extent. Employing the power flux
profile of Eq. (4), Dryden’s work is used to evaluate the
thermal resistance as

R=T2 122 ¥ o'I.«t/a),
e )
where ], is a definite integral involving trigonometric and
Bessel functions, and

(7a)

(keg/ks) — 1
(kg /ks) + 1

On the other hand, treating the film/interface/substrate
assembly as a semi-infinite solid of apparent thermal con-
ductivity k,,,, where k, . is measured directly by the ther-
mal comparator, the thermal resistance is given by

R = (n/8)(ark,,). (8)

Equating the thermal resistance given by Eq. (7a) to the
thermal resistance given by Eq. (8) yields the relation

1 8 1 S a2\

i 200 ©
with § = (k.4 /ks) given by Eq. (7b). Equation (9) relates
the experimentally measured k,, to the thermal conductiv-
ity of the film/interface k , and the thermal conductivity kg
of the substrate if the heat flow radius g and the thickness 7 of
the film are known.

When the film thickness zis much smaller than the sizea
of the heat flow radius €2 and with k.4 €k, then Eq. (7a)
is simplified to

0=0(kp/ks) = (7b)

(10)

This equation provides the thermal resistance as a per-
turbation from the case when there is no film at all. The first
term in Eq. (10) gives the thermal resistance for a spot of
radius a on a half-space of thermal conductivity k¢ and the
second term gives the effect of the film. When the thermal
resistance of Eq. ( 10) is set equal to the thermal resistance of
Eq. (8), the relation between the measured ko, and the
film/interface k_, becomes

dorafl 1

ke 4 t\k, ks ) )

Equation (11) is to be seen as the limiting case of Eq.
(9) which is valid for arbitrary ¢ /a. Still, Eq. (11) is men-
tioned here because it shows explicitly the dependence of k
on the measured k,,,, and on the ratio ¢ /a for t /a<1. The
predicted relation between k4 and k,,, as given by Eq. (9)
and asymptotically by Eq. (11) is shown in Fig. 3 for several

(11)

4232 J. Appi. Phys., Vol. 88, No. 9, 1 November 1989

104 1 e i
104 10-3 10-2 101 1
Kets/ks

FIG. 3. Comparison of exact and asymptotic relation between the measured

k.o, and the film/interface conductivity kg as predicted from Dryden’s

work (see Ref. 14). Drydens expression, Eq. (9), is indicated by the solid

llzmz. The asymptotic approximation, Eq. (11), is indicated by the dashed
ne.

ratios ¢ /a. For the thickest films considered in Fig. 3 (1/
a =0.1), the discrepancy between k, (for a given k) as
given by Eq. (9) and as given asymptotically by Eq. (11) is
less than 20%.

As will be discussed below, in our measurements, the
condition a7 was satisfied for the values of a used, so that
Eqgs. (10) and (11) were used in our data analysis.

A lower bound for the size a of the heat flow radius is
given by the size a, of physical contact between the sensing
probe tip and the film/substrate assembly. Using the Hert-
zian theory of elastic contact,’* a compressing force corre-
sponding to a mass of 5-10 g, a radius of curvature of 320 um
for the probe tip (assumed hemispherical), and elastic prop-
erties for the material of the probe tip ( Young’s modulus of
165 GPa) and the film material,'® a, is estimated as being
between 10 um (for oxide films such as TiO, and SiO,) and
20 pum (for fluoride films such as MgF,).

Optical shadowgraphy was used to observe contact
characteristics between the probe tip and a test sample. Tak-
ing into account the relative proximities of the probe tip ge-
ometry and the test sample, an upper bound for the heat flow
radius was estimated to be 180 um. Furthermore, finite ele-
ment analysis of the heat flow from the probe tip to the film/
substrate assembly showed that the region over which signif-
icant heat transfer occurs may exceed the region of actual
physical contact. Thus, the heat flow radius is estimated to
be between 20 and 180 um.

In view of the fact that the lower bound is based on an
elastic calculation assuming that the probe tip is perfectly
hemispherical, it is expected that the actual value for the
heat flow radius is closer to the upper bound of 180 um
rather than to the lower bound of 20 4m. Besides these obser-
vations, the actual value of the heat flow radius could not be
estimated to a better degree. Still, the error introduced via
the uncertainty in the value of the heat flow radius was esti-
mated as described below. Thus, our results can be easily
scaled if a more precise value for the heat flow radius can be
determined.
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We note from Eq. (11) that for a given k,,, measured
on a film of thickness 7 on a substrate of conductivity ks, the
chosen value of g and the resulting value of k. satisfy

ak. = constant (12a)
from where the uncertainty Ag in the chosen value of a and
the uncertainty Ak 4 in the resulting value of k4 are related
by

Thus, with a between 20 and 180 zm, the value of a chosen
was 100 um, so that the uncertainty in k. due to the uncer-
tainty in q is estimated at about 80%.

It must be noted that due to convection and conduction
via the surrounding fluid (air or other gas) to the film/sub-
strate sample, the heat flow radius may exceed the actual
contact size a,, especially when the surrounding fluid is
highly conductive, or the film is thick, or the film/interface
conductivity k., is very low. In such cases, a considerable
amount of heat flux occurs parallel to the film, thus making
the appropriate value of the heat flow radius larger than the
actual contact size.

In order to account for such effects and thus find more
appropriate values of a for use in Eq. (9) or (11), the heat
transfer from the probe to the film/substrate sample was
analyzed using the finite element code ANSYS.'” Because
the film conductivity is specified in the finite element model,
Eq. (7a) can be used to extract the appropriate heat flow
radius, which is called a,. It was found that for a given ge-
ometry and environment, the appropriate heat flow radius
a, is solely a function of the actual contact size a, and the
film/interface conductivity k., . The heavy solid line in Fig.
4 shows how the ratio a,/a, depends on k., for a 10-um-
thick film deposited on sapphire and assumed to be sur-
rounded by air. The light lines were derived analytically by
noting, from Eq. (10), that the effect of the film is felt only
through the term t /k 4. Thus, the light lines in Fig. 4 were
fitted to the equation

a,/a. = f(t/kg), (13)
where the function f{ ) was evaluated from the finite ele-

Appropriste heat flow radius, 8,
Physical contact size. a,
-]
—

[}
103

10

Koty iW/mMK)

FIG. 4. The appropriate heat flow radius a 1o be used in Dryden's expres-
sion (see Ref. 14) in terms of the size of physical contact, of the film/sub-
strate conductivity kg, and of the film thickness 1. The heavy solid line is
from a finite element model (FEM); the other lines are from dimensional
snalysis. The medium is air and the substrate is sapphire.
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ment results (the heavy solid line in Fig. 4). It is seen that
when the film/interface conductivity &4 is lower than some
critical value, the appropriate a, to be used in Eq. (9) con-
siderably exceeds the size of physical contact.

Theasymptotic Eq. (11) relating the measured k,., and
the extracted k4 can be further used to ascertain the effect of
various substrates through the substrate conductivity k. It
is immediately seen that when the measured Kk,pp 18 close to
the substrate conductivity kg, the resolution of Eq. (11) rap-
idly diminishes. For this reason, we try to avoid evaluation of
films which give readings close to the substrate conductivity.
In this range, the presence of noise in the system is sufficient
to produce extremely large errors in the output film conduc-
tivity. Results are most reliable when the film has a conduc-
tivity which is much lower than the substrate conductivity
ks. The measured k,,,, is then measurably reduced due to the
presence of the film, and the potential error due to factors
such as system noise is minimized.

Another limitation imposed by the model leading to Eq.
(11) is that we need supporting substrates which are large
enough to be considered semi-infinite half spaces, i.e., the
films must be deposited on substrates which are large
enough that they may be considered to be perfect heat sinks.
Minimum sample size depends on film and substrate ther-
mal properties. For example, for most films on silicon or
sapphire substrates, the minimum sample size is about 25
mm in diameter by about 10 mm thick.

A final limitation arises from the fact that the applica-
tion of the load that compresses the probe tip onto the film/
substrate sample causes a localized thinning of the film im-
mediately underneath the probe tip. The elastic solution by
Yu, Sanday, and Rath'® for the indentation by a hemispheri-
cal probe tip of a film/substrate assembly was used in order
to estimate that for #<€a, as was the case in our measure-
ments to be reported in the sequel, the thinning Ar of the film
sample can be estimated from

2 _ _ 273 — A\
w-(o) 15252 - (50 )
4R, E, Es E;

(14)

where P is the load, R,;, is the radius of curvature of the
probe tip, and v,E are Poisson’s ratio and Young’s modulus
of the probe tip (subscript p), the substrate (subscript S),
and the film (subscript F). Table I shows the thinning in
terms of Eg and E; when the probe tip has E, = 165 GPa,
for a load of § g, and for R,;, = 320 um. For stiff films (e.g.,
oxides) on stiff substrates (such as sapphire or silicon) the

TABLE 1. Approximate values of film thinning with load of § g and radius
of curvature of probe tip 320 um. E, and E are the Young's modulus of the

film and of the substrate, respectively.
At
(um) Eg = 200 GPs Eg = 60 GPa
E,(GPa) 200 0.03 0.02
60 0.03 0.02
12 0.24 0.18
6 0.42 0.3
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thinning is a few hundredths of a micron. For compliant
films (e.g., fluorides) on stiff substrates, the thinning is on
the order of 0.05-0.030 um. Thus, when the film thickness of
compliant films is on the order of 0.1-0.5 um, the changes in
geometry due to localized thinning are significant and the
local value of the film thickness is quite different from the
nominal film thickness.

It must be pointed out that Eq. (7a) or (10) results from
a two-dimensional heat flow analysis which couples an axial
length scale (the film thickness ) to a transverse length scale
(the heat flow radius a). When a one-dimensional heat flow
analysis is carried out (which would be strictly valid when
the heat flow radius a greatly exceeds the film thickness rand
the substrate thickness L, although we still have L 1) the
result is

L _L_(L - _‘__)
ktﬂ‘ 4 kapp kS

In view of the fact that the thickness of the substrate (typi-
cally several millimeters in our experiments) can greatly ex-
ceed the heat flow radius a ( ~ 100 um), it is concluded that
a one-dimensional analysis may greatly underestimate K g4
unless precautions are taken to actually validate the assump-
tions upon which such a one-dimensional calculation, viz.
Eq. (15), is derived.

Once the conductivity of the film/interface X, is deter-
mined from Eq. (9) or (11) for a specific film thickness ¢
(typically in the range of a few microns, as will be presented
in the sequel), the film conductivity K is evaluated by not-
ing that, since a3 1. the heat flow within the film is essentially
one-dimensional and normal to the film/substrate interface
or to the interface between the probe tip and the film. Denot-
ing by R,,, the thermal resistance due to any interfaces, R,,,
is defined by

le =AT:nl/(Q/A|nl)’ (16)

where AT, is the temperature drop across the interface (of
cross-sectional area A,.,) and Q/A,, is the power flux
across the interface. A one-dimensional heat flow analysis is
now applicable; it yields

t/ky = (t/kg) + R, amn

which implies that a plot of ¢ /&4 vs t, with k. found from
Eq. (9) or (11), has slope equal to 1/k, and intercept of
Rlﬂ( N

In view of the fact that the uncertainty Aa in the heat
flow radius a produces an uncertainty Ak, in k., as shown
in Egs. (12a) and (12b), and since k.4 is linearly related to
k, viz., Eq. (17), the resulting uncertainty Ak, in the film
conductivity k. also satisfies

(15)

ak, = constant (18a)
or
Aky/ky = — Aa/a. (18b)

In a similar fashion, the resulting value for R,,, depends on
the value a used for the heat flow radius via '

R.../a = constant (19a)
or ’

AR,../R,, = Aa/a. (19b)
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Since the uncertainty in g has been previously estimated at
Aa/a = 80%, it is concluded that a similar amount of error
is present in Ak;/kr and in AR, /R,,.

V. PROCEDURE

The experimental and analytical procedure used to de-
termine the thermal conductivity of thin films and the ther-
mal resistance of any interfaces is sammarized in flow chart
form in Fig. 5, which shows one run in which about five film
samples and six calibration standards are evaluated. Each
run takes approximately 1 h. Generally, six similar runs are
conducted on a given sample set. The results of these runs are
averaged to provide the value of &, . Once the value of k,,,
is determined, the value of the film/interface conductivity
k. q is calculated from Eq. (11). The value of the heat flow
radius used in this step was taken to be 100 zm, as discussed
previously. Finally, ¢ /k 4 is plotted versus film thickness ¢ in
order to extract the film conductivity &, from the slope of
the straight line and the interfacial thermal resistance R,
from the intercept of the straight line with the ordinate.

V. RESULTS

Tables II-VII show the results of testing in the form of
the measured value of &,,,, vs film thickness 7. These tables
include the film material, the substrate, the load used, as well
as the extracted values for the film conductivity k. and for
the interfacial thermal resistance R, ,. The data shown are
for films deposited either on sapphire (of conductivity kg

= 35 W/m K)"? or single-crystal silicon (38 mm diameter
by 6 mm thickness) with a crystal orientation of (111) (of
conductivity kg = 150 W/m K)'® or for films deposited on
fused silica (of conductivity ks = 1.41 W/m K).2° The
plotsof  /k 4 versus film thickness 7 are shown in Figs. 6-11,
where the straight lines used to extract k. and R,,, are also

coNect sverage milven redings
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FIG. 3. Experimental and analytical procedure for finding the conductivity
of the thin ilm. For a given thickness, six runs are typically conducted and

averaged. :
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TABLE Il Messured &, (W/m K) vs thickness (um) for SiO, on silicon TABLE V. Measured k., (W/m K) vs thickness (um) for various oxide
substrates with two deposition techniques and loads of 5 and 10 g. The ex- films deposited on sapphire. The extracted film conductivity k. (W/m K)
tracted film conductivity k, (W/m K) and interfacial thermal resistance  and interfacial thermal resistance R, (mm?K/W) are also shown.

R,, (mm® K/W) are also shown.

Method/material/substrate  Thickness Kepp k, R,
Method/material/substrate  Thickness Kogp k, R,
EBE HfO,/sapphire
EBE S$iO,/silicon load:5.0g 0.257 189420 0052 <O
load: 5.0 0.52 309+ 30 061 107 0.442 10.2 £ 0.6
1.01 2.7+ 13 0.495 46.6 4+ 2.5
2.00 158+ 1.3 EBE Sc,0,/sapphire
403 137+ 06 load: 5.0 0.146 172414 0053 <O
EBE $i0,/silicon 0.292 10.7 + 0.4
Joad: 100 g 0.50 224 65 045 011 0.462 2804 1.6
1.00 2.6+ 40 EBE 210, /aapphire
2.00 150+ 08 Joad: .05 0.151 190419 004 <O
IBS SiO,/silicon 0.317 98405
lead: S0g 0.50 2684107 105 178 0.465 181106
1.01 233+ 41 EBE ThO,/sapphire
:-95 :2’3 £ :g load: 5.0 ¢ 0174 251429 067 060
40 0t I 0350  232%29
1BS $i0/silicon 0.396 249435
load: 10.0 g 0.50 438+ 34 041 000 EBE ALO,/sapphire
‘l-g; ﬁ?, £ f: load: 5.0¢g 0.173 1834 1.7
. S 0.292 260+ L6
440 125+ 12 0.462 2051 18
EBE CeO,/sapphire
load: 5.0 0.128 194 420
TABLE I1I. Measured k,,, (W/m K) vs thickness (um) for TiO, films on g 0.257 209 : 20
silicon substrates with two deposition techniques and loads of S and 10 g. 0.357 172420
The extracted flm conductivity k, ( W/m K ) and interfacial thermal resis-
tance R,,, (mm* K/W) are also shown.
Method/material/substrate  Thickness Kepo ke R,
EBE TiO,/silicon
load: SO ¢ 0.52 193445 05 27
101 160422 TABLE VI. Measured k. (W/m K) vs thickness (um) for various fluo-
1.57 13.54+21 ride films deposited on sapphire. The extracted film conductivity k, (W/
2,05 143422 m K) and interfacial thermal resistance R,., (mm? K/W) are also shown.
1BS TiO,/silicon
load: 5.0 0.50 520474 048 0354 Method/material/substrate  Thickness ky, ke R,
1.01 2474173
1.99 150+ 18 EBE AIF /sapphire 0.194 185408 031 140
IBS TiO,/silicon joad: 5.0g 0.388 1614 1.2
load: 100 g 0.50 360+ 64 048 052 0.544 370+ 40
101 242120 EBE HfF,/sapphire 0.173 97411 027 240
199 189+ 1.6 load: 50§ 0.347 132106
4.02 127107 0.520 119+ 16
EBE YF,/sapphire 0.162 29+22 075 097
load: 5.0g 0.325 223426
TABLEIV. Messured k. (W/m K) vs thickness (um) for TiO, films on 0.403 210423
various substrates. EBE CeF,/sapphire 0150 244121 008 <0
= = load: 5.0 ¢ 0.300 154419
Method/material/substrate  Thickness Koo k, R, 0470 289423
10./sapphin EBE ScF,/sapphire 0.189 237418 009 <O
3?”” foad: 503 0.379 48 +13
:3.0g 0.060 209418 - e 0839 €43130
1184 22427 .
1.246 25.74 40 EBE ThF,/sapphire 0.162 205412 010 <0
Ti0,/sapphire load: $.0g 0.337 1434 1.4
BE, 0.506 272432
losd: 1003 0.060 188426 -
Liss 01426 EBE LaF,/mapphire 0.160 193410
1.246 292461 joad: 3.0 0.321 237428
load: 50g 0.060 1464018 - - EBE MgF,/sapphire 0.209 353423
LM 148 £ 0.19 toad: 503 0.420 36.7 129
1.246 1.51 £ 018 0.58) 883421
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TABLE VII. Measured k,, (W/mK) vs thickness (um) for Zn$ and
cryolite films deposited on sapphire. The extracted film conductivity k,
(W/mK) and interfacial therma) resistance R.,, (mm? K/W) are also
shown.

Methor! /material/substrate  Thickness L ks R,
EBE ZnS/sapphire
load: 5.0 0.190 207+ 26
0.477 331421
0.592 288+ 1.8
EBE cryolite/sapphire
load: 5.0 0.155 203+16 0I5 06

0.464 13.2405

shown. Also, in these figures, the variation of k4 itself with ¢
is also shown. Table VIII summarizes our extracted values
for the thin-film thermal conductivities and interfacial ther-
mal resistances in addition to data from the work of Decker’
and Ristau,” and thermal conductivity data for the bulk ma-
terials. '
The materials tested were oxides (Si0,, TiO,, HfO,,
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S¢,0,, Zr0,, ThO,, AL,0,, Ce0,), fluorides (AlF,, HfF,,
YF,, CeF;, ScF,, ThF,, LaF,, MgF,), and a few other films
(ZnS, Cryolite). The films were tested- by using a load of
either 3.5, 5.0, or 10.0 g. The films were deposited in either of
two ways: ion beam sputtering (I1BS) or electron beam evap-
oration (EBE).

For SiO, films, viz. Figs. 6(a)-6(d) and Table I1, in the
range of thicknesses 0 < ¢ <4 zm, it is observed that the film
conductivity k is not constant, but instead varies with the
thickness ¢, since the plot of 7 /k¢ is not a straight line over
this thickness range. Still, for thickness <2 um, the results
can be fitted in a straight line to give the value of k- reported
in Table II. Table II also shows that the method of film
deposition does not appear to significantly alter the film con-
ductivity k. or the interfacial thermal resistance R,,, at the
10-g load. This is not the case, however, at the 5-g load. As
can be seen in Table 11, IBS deposited SiO, films show a
higher value for both the film conductivity and interfacial
thermal resistance than do the EBE deposited SiO, films at
this load. At this point in time, the dependence of these val-
ues on the load used has not been precisely determined.

A similar discussion follows the results for the TiO,
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loads.

films deposited on silicon {Table I11, Figs. 7(a)-7(c)}. Ta-
ble 111 also shows that the method of deposition does not
alter significantly the value of the film conductivity. Still it
appears that the method of deposition does affect the interfa-
cial thermal resistance for the TiO, films as the EBE deposit-
ed films appear to have higher interfacial thermal resistance
than the IBS deposited films. The applied load, however,
seems to have little effect on the interfacial thermal resis-
tance for the IBS deposited TiO, films. Clearly, more data
are required in order to quantify more precisely the effect of
method of deposition and applied load on the interfacial
thermal resistance.

Figure 8 and Table IV show the data for TiO, films but
now deposited on substrates such as sapphire and fused sili-
ca, which have considerably lower thermal conductivity
than silicon. As discussed previously and as shown explicitly
in Eq. (11), when the measured value k,,, is close to the
substrate conductivity kg, the resolution of the measure-
ment deteriorates considerably. This is shown when we com-
pare Fig. 7 with Fig. 8, where the error bars are now so
significant that the data cannot be fitted by a straight line. It
is thus shown that silicon is a much better substrate than
sapphire or fused silica for measuring the thermal conduc-
tivity of dielectric thin films.

The measurements for other oxide films deposited on
sapphire (and using aload of 5 g) are shown in Table V and
in Figs. 9(a)-9(d) for thicknesses <0.5 um. For several
film materials, the thickest films gave values for &,,, which
were close to, if not exceeding as in the case of HfO,, the
thermal conductivity of the substrate. In such cases, the
measurement was discarded, viz. Figs. 9(a)-9(c), since the
experimental noise in the apparatus significantly affects the
measured k.., when the latter is close to the substrate con-
ductivity k. Consequently, only two points (corresponding
to the lower thicknesses) were used in the determination of
the film thermal conductivity and of the interfacial thermal
resistance. It is interesting to note that some materials, viz.
Figs. 9(a) and 9(c) gave negative value of the interfacial
thermal resistance. Such negative values were discarded by
observing that it is possible that /¢ vs t may have a sig-
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moidal shape so that the slope of # /k. vs ¢ at small thick-
nesses is smaller than the slope at larger thicknesses, where
fitting to a straight line is actually done. If the middle part of
such a sigmoidal curve is used to extrapolate to ¢t = 0, it will
lead to a negative intercept. Figure 9(e) shows the results for
Al O, films deposited on silicon. These Al,0O, films were in
the range of 0.5-4 um.

The data for fluoride films deposited on sapphire are
shown in Table VI and in Figs. 10(a)-10(f). Again, in some
materials, the thickest film data had to be discarded since
they gave readings which were too close to the substrate

thermal conductivity. It must be noted that in some cases the
data corresponding to the thinnest film had to be discarded.
Thisis shown in Fig. 10(b), where a film 0f 0.2 um thickness
gave too large a value for ¢ /k.. This observation is ex-
plained by noting that fluorides are considerably softer than
oxides, and even a load of § g can produce a large amount of
localized elastic thinning which can be as large as 0.2-0.3
pm. Furthermore, due to the material’s softness, it is possi-
ble that the application of the load by the probe tip leads to
decohesion along the film/substrate interface. Such a deco-
hesion leads to considerably lower values of the film/inter-
face conductivity k., thus producing an abnormally large
value for 7 /k . Figure 10(g) shows the data for MgF, films
deposited on silicon. These films were in the range of 0.5-4
#m. None of the problems with the fluoride films, mentioned
above, were encountered in this case. Most fluoride films had
a film conductivity in the range of 0-0.3 W/m K, with the
exception of YF,, which had a conductivity of 0.75 W/m K
(although the error bars in the YF, data are large enough
that a line of larger slope can also be fitted through the data).

Data for a zinc-sulfide film and for a cryolite film are
reported in Table VII and plotted for the latter in Fig. 11.

The values for the thermal conductivity of the film ma-
terials discussed above are summarized in Table VIII. As a
general conclusion, the film material conductivity is < 1.1
W/m K, and the interfacial thermal resistance due to the
probe tip/film and film/substrate interface is typically <2-
3 mm?K/W. These values lead to the conclusion that the
conductivity of a material in thin-film form is considerably
less than the thermal conductivity of the same material in
bulk form.

TABLE VIIL. Thermal conductivity k, (W/m K) and thermal interfacial resistance R, (mm? K/W) for various film materials on seversl substrates.

Values from the work of Decker' and Ristau” are also shown.

Film/substrate Present work
(EBE deposited Loed Decker' Ristau’ Bulk
except as noted ) k R, ke kg k
$i0,/silicon® 10,5 0.45,0.61 0.1,1.1 0.17 (¢ = 1 um) 0.10 (¢ = 1 um) 1.2'%-10.7*
1BS Si0,/1ilicon® 10,5 0.41,1.08 0.0,1.8 0.28 (¢= 0.5 zm)
TiO,/silicon® s 0.59 27
IBS TiO,/silicon® 10,5 0.48,0.48 0.52,0.54 0.018 (¢ =1 ugm) 7.4-104%
HfO,/sapphire* ] 0.052 e
$c,0,/sapphire* s 0.053
Zs0,/sapphire* ] 0.04 wee
ThO,/sapphire” $ 0.67 0.6
Al,0,/silicon” s 072 1.0 B (=1pm) 20'-46
CeO,/sapphire’ s el ..
AlF /sapphire* ] 0.31 14
HIF /sapphire* ) 0.27 24
YFy/sapphire* s 0.78 097
CeF,/sapphire* s 0.08 e
ScF/sapphire” s 0.09
TWF /spphire® s 0.10
LaF /sepphire s cee e
MgF silicon® 1s 058 00 14.6"-30*
ZaS/mpphire® [ vee .
Cryolite/sapphice” s 013 06
S AT SENEIEE—
*Samples from A. Sseward, AFWL.
*Samples from T. Allen, OCLL, Inc.
*Samples from D. J. Smith, LLE.
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By assuming that the surface morphology of the film
essentially replicates the surface morphology of the underly-
ing substrate (this assumption appears more reasonable for
the stiff, harder films such as oxides, whereas its validity is
questionable for the case of the softer fluoride films), and
since any interfacial thermal resistance between the probe
tip and the surface of the bulk standards used in establishing
the calibration curves, viz. Fig. 2, is thus seen to be the same
as the resistance between the probe tip and the film surface,
we are led to the conclusion that any interfacial thermal re-
sistance extracted from the intercept with the ordinate axis
in the plots of t /k.4 vs t must thus be attributed to the inter-
face between the film and the supporting substrate. The reso-
lution of our experimental measurement and the fact that for
small thicknesses ¢ /k., may not be linearly related to the
thickness ¢ (our measurements at discrete thicknesses can-
not reveal this dependence, especially at small ¢) does not
presently allow a precise determination of the value of R, or
a correlation of this thermal resistance with other variables
such as film deposition method or film microstructure.

Experiments were also carried out in helium gas which
has a much greater thermal conductivity (0.15 W/m K)
than air. The large value of & for He implies that the heat
flow radius for the experiments in He is greater than the heat
flow radius for the air measurements. Since the extracted
values of k4 are of the same order of magnitude as the ther-
mal conductivity of He, the value of the heat flow radius in
He is very close to the actual size of the probe tip. Using a
value of 300 um for th. * -at flow radius in He, and the value
of 100 um for the heat :. - radius in air, the plots of ¢ /k 4 Vs
t for the He and air data had thermal resistance within 1-2
mm? K/W of each other. It is concluded that any thermal
resistance between the probe tip and the film surface is prob-
ably due to solid-solid contacts, rather than solid—fluid (He
or air) contacts. This conclusion is in agreement with pre-
viously published experimental and analytical work.2'

If the thermal resistance extracted is due to the film/
substrate interface, as argued above, it becomes clear that in
addition to the film conductivity k., the value of the film/
interface thermal conductivity k., (which includes the in-
terfacial thermal resistance R, ) is also of interest, especial-
ly for applications where the film/substrate interface is im-
portant as in studies of thin-film laser damage. It is noted
that the film/interface thermal conductivity does depend on

the film thickness, whereas the dependence of the film con-

ductivity k, on the thickness (over the range of thicknesses
studied in this report} is much weaker. The temperature
drop across the film/substrate interface, which is directly
related to the interfacial thermal resistance R, , is an impor-
tant quantity. Large values of the interfacial thermal resis-
tance imply that the temperature is essentially discontinuous
across the interface, and that the amount of the temperature
discontinuity depends on the heat flux across the interface.
The inhomogeneous structure of the film/substrate in-
terface (which contains voids, cracks, and other inhomo-
geneities) is expected to be directly related to the magnitude
of the interfacial thermal resistance.?? Such inhomogeneities
create a barrier to heat flow, and thus lead to the interfacial
thermal resistance. This explanation seems particularly val-
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id for evaporated films which are known to have a high level
of internal tensile stress and a propensity for crazing.2>2*
The same observation may be made for thin films prepared
by ion beam sputtering.?> Other measurements of the inter-
facial thermal resistance in terms of phonon scattering at the
film/substrate interface have been provided by Swartz and
Poht** who measured the thermal resistance at the interface
between Rh:Fe films deposited on sapphire.

Although the discussion and present analysis has fo-
cused on dielectric thin films, similar measurements have
been made for metallic thin films. A comprehensive review
of such measurements of the thermal conductivity of thin
films is provided by Guenther and Mclver.? As typical ex-
amples we mention the work of Nath and Chopra?’ on thin
films of copper, who found that for films thinner than about
1 um the bulk conductivity values were not appropriate, the
work of Boikov et al.,%® who studied the thermal conductiv-
ity of silver and aluminum films, and the work of Ogden et
al® on anodic oxide coatings of aluminum, although the
thicknesses used in latter work werein the 15-110 um range.
The common conclusion is that thin films exhibit a consider-
ably lower thermal conductivity than bulk materials, and
that a significant interfacial thermal resistance develops
across the interface of thin films bonded to substrates.

The limitations imposed by the experimental technique,
as described above, must be borne in mind when interpreting
the measurements of k,,,, versus thickness. The effect of the
subs:rate conductivity, the effect of the finite size of the sam-
ple used, the effect of small film thickness (especially for the
softer films), and the effect of the precise value of the heat
flow radius are all important considerations whose contribu-
tions were discussed previously.

Our data analysis involves knowledge of the heat flow
radius a in order to extract the effective film/interface con-
ductivity k. from the measured value of k,,,. Although an
upper and a lower bound were established for the heat flow
radius, the uncertainty in a leads to an uncertainty of about
80% in the extracted values of k.4, kr, and R,,,,. Further-
more, the variation of these quantities with the heat flow
radius was established in Eqgs. (12a), (18a), and (19a), re-
spectively. In addition to this error, the analytical expression
from Dryden’s work ' for the thermal resistance used a heat
influx profile which may contain an error of 10%-20%
when compared to other profiles, as shown above. Thus, the
combined uncertainty in our measureme=ts has allowed the
calculation of the thin-film conductivity to within a factor of
2. Even so, the conclusion of our measurements stands,
namely that thin films are characterized by a thermal con-
ductivity considerably lower than that of bulk samples.

" The uncertainty in the value of the heat flow radius a can
be eliminated to some extent by using a self-aligning probe
tip of, say, a flat profile so that the heat flow radius is well
aproximated by the width of the probe tip. The design of
such a probe tip is currently under way at the Laboratory for
Laser Energetics.

It is clear that several questions cannot be definitely an-
swered from our present work due to the error margins in
our data, and due to the lack of data on the continuous vari-
ation of the effective film conductivity with film thickness,
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especially at small values of the film thickness. Such data are
expected to provide quantitative information about the ef-
fect of the inhomogeneous structure of the film/substrate
interface and of the film microstructure on the phenomeno-
logical aspects of the film thermal behavior (thermal con-
ductivity, interface thermal resistance). Thus, the next step
would involve the measurement of k,,, versus thickness for
a much larger number of thicknesses in the range of 0.24

pm.

VI. CONCLUSIONS

The thermal conductivity of thin dielectric films of opti-
cal materials used in high-power laser applications has been
measured by using the thermal comparator technique. This
technique allows the extraction of the thermal conductivity
of the film material and of the film/substrate interfacial ther-
mal resistance in a rapid, inexpensive, and nondestructive
manner. The largest error in the date reduction is due to the
uncertainty in the value of the heat flow radius. Estimating
upper and lower bounds for the heat flow radius allowed the
calculation of the film conductivity within a factor of 2. Our
results can be easily scaled to accommodate other values of
the heat flow radius.

It was found that the thermal conductivity of oxide and
fluoride films is as much as two orders of magnitude lower
than the thermal conductivity of the corresponding bulk sol-
ids, implying that bulk values are inappropriate in the design
of thin optical films. The thin film thermal conductivity was
found to be not very sensitive to the method of film prepara-
tion. The thermal conductivity of the silica films exhibited a
strong thickness dependence in the range 0~4 um. The other
films exhibited a weaker dependence of the conductivity on
the film thickness. These results are in quzlitative agreement
with other measurements of the thermal conductivity in me-
tallic and dielectric films. Further work is necessary in order
to correlate the film and film/substrate interface microstruc-
ture to the measured values of thermal conductivity and in-
terfacial thermal resistance, and to provide a more precise
determination of the heat flow radius.
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ABSTRACT

Recent measurements of the thermal conductivity of thin films of dielectric materials
(oxides and fluorides) have shown that the value for thin films (with thickness in
the micron and submicron range) may be as much as two orders of magnitude
lower than the value for the corresponding bulk solid. We examine the implications
of such low values on the laser damage resistance of thin optical films in view of a
micromechanics model consisting of an absorbing inclusion embedded within a
non-absorbing thin film which is attached to a substrate. Finite element techniques
are used to calculate the temperature in the inclusion, in the film’s free surface, and
along the film/substrate interface.

i. INTRODUCTION

The resistance to laser damage in optical thin films is an important design
consideration towards the development of powerful solid-state lasers. Many
experimental data on the critical energy density per unit area have been reported by
Walker et al. {1] for nine dielectric films as » function of laser pulse length (5 and 15
ns), wavelength (1.06, 0.53, 0.35, and 0.26 um), and film thickness (1/8t0 2
wavelengths). These data are in the range 1-40 J/cm? for the oxide and fluoride
films tested (1), Experimental results on laser damage for 1 ns pulses have been
reported by Lowdermilk and Milam 12! for surfaces of optically polished glass and
thin o‘gtical films in addition to observations of laser damage in such films. Austin
et al. 3] have shown that the film's internal stress also influences the laser
resistance of the film: They reported that the laser damage resistance increases by a
factor of 2-3 when the film's internal stress vanishes, and that either tensile or
compressive internal stress lead 10 diminished laser damage resistance. Walker et al.
141 have discussed the mechanisms that lead to laser damage in dielectric materials )
(avalanche ionization, multiphoton absorption, and imm:{my—irﬁtimd damage) and
have concluded that the impurity model appears more likely.
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Accordin§ to the impurity model, which has been discussed by Hopper and
Uhlmann 131 for bulk materials, an absorbing inclusion within a non-absorbing
infinite matrix is heated due to the absorption of the incident radiation. The high
temperature within the inclusion leads to failure when the temperature reaches some
critical value [5). The mode] uses the solution by Goldenberg and Tranter I8} who
considered the time-dependent heat conduction due 10 the absorption of radiation Q
(power per unit volume) within the inclusion of radius R embedded within the non-
absorbing infinite matrix. Due to the dependence of Q on the radius R of the
inclusion (which absorbs according to the cross section R2, so that Q varies like
1/R) the laser damage resistance is minimum when the size of the absorbing
inclusion is of order 0.2 um 14).

Further analysis of the absorbing inclusion within the infinite, non-absorbing
matrix has been carried out by Lange et al. 17-8) who showed that this model leads
to an expression for the laser damage resistance of the form

Eo=lT ek )

where E; is the value of the critical energy density per unit area, T, is the critical
temperature at failure (typically the melting point of the host), and p, ¢, k are the
density, heat capacity, and thermal conductivity of the host material (i.e. the matrix)
and t is the duration of the laser pulse. In the work by Lange et al. {7:8] bulk values
were used for the thin film thermal conductivity.

Although the density and heat capacity of thin films are close to the values for the
bulk materials, this is not the case for the thermal conductivity of thin films.
Guenther and Mclver [9) have recently discussed the measurement and the effect of
the thermal conductivity of thin films in view of recent experimental measurements
which show that the thermal conductivity of thin films can be considerably lower
than the thermal conductivity of the corresponding bulk solid. The discussion by
Guenther and Mclver [9] is based on eqn. (1) once the host thermal conductivity is
identified with the value for the film. Thus, the question is raised of whether or not
eqn. (1) is applicable 1o thin films of very low thermal conductivity, in view of the
fact that eqn. (1) has been derived for an inclusion within an infinite matrix, so that
other effects such as the proximity of the inclusion to the free surface, the proximity
to the film/substrate interface, the size of the inclusion, or the film thickness do not
enter the model.

Recent work by Lambropoulos et al. [10] at the Laboratory for Laser Energetics at
the University of Rochester has used a modified thermal comparator method to
measure in-situ the thermal conductivity of a large variety of optical thin films
(oxides and fluorides) deposited on Si or sapphire substrates. The method is quick
and non-destructive. It is based on the work of Powell {11}, and operates on the
principle that when a heated tip touches a cooler solid, the temperature a: the tip
soon reaches a steady state value which depends on the thermal conductivity of the
solid in contact with the tip. The method also allows the determination of the
interfacial thermal resistance R, defined as the temperature drop per unit power




L R

flux across the film/substrate interface. Typical values for the thermal conductivity
kg of submicron thin films are in the range 0.04 to 1 W/m/K for oxide films, and in
the range 0.08 t0 0.75 W/m/K for fluoride films. Some of these values are two
orders of magnitude lower than the corresponding bulk values for the same
material. Typical values of the interfacial thermal resistance are in the range 010 2.7
K/(W/mm?).

It is the objective of this report to discuss some of the implications of the low values
for the film thermal conductivity on the laser damage resistance of such films, and
in particular to discuss the applicability of the scaling expressed in eqn. (1) for
film/substrate assemblies involving submicron thin films of low thermal
conductivity. We will show that when the film thermal conductivity is low, the
model of Goldenberg and Tranter [6) which treats the host as infinite does not
properly account for the low film thermal conductivity and for the proximity of the
inclusion to the substrate. Thus, the predictions of such a model, encapsulated in
the failure criterion of eqn. (1), must be viewed with caution, especially in
comparing such predictions to experimental data.

2. MODEL OF ABSORBING INCLUSION EMBEDDED WITHIN FILM

Consider a spherical inclusion of radius R embedded within a film of thickness H,
such that the center of the inclusion is at adistance D below the free surface of the
film which is assumned to be insulated. The film is supported on a semi-infinite
substrate as shown in Fig. 1. The subscripts *“F”, “I”, and “S” identify the film,
inclusion, and substrate, respectively. At time 20 the inclusion absorbs power at
the rate Q per unit volume, whereas the film and substrate do not absorb any
incident radiation. The temperature and the heat flux are assumed to be continuous
at all interfaces and to decay to zero sufficiently far from the inclusion.

For the case of the inclusion embedded within an infinite matrix, Goldenberg and
Tranter [6] have shown that the temperature distribution has a sigmoidal time
dependence, being low at small times and achieving its maximum value at steady
state (t —»eo). The steady state solution is given by (here we identify the matrix or
host material with the film material)

o
T=%%Q-;&. r>R

2

where r is the spherical radial coordinate measuring from the center of the absorbing
sphere. It is clear that such a model cannot account for the proximity of the
inclusion to a free surface or to a film/substrate interface, nor can it account for a
film/substrate geometry where the inclusion is within an insulating film which is
deposited on a conducting substrate.
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To account for these effects, we assumed R=H/5 (since inclusions of 0.2 micron
size give the least damage resistance and typical film thickness is 1 micron), and we
used finite elements 1o solve the time-dependent heat conduction equations

k.VZI'|+Q=(pc);a—;—‘ ,» T<R
kazTFs(PC)Fa'g'. r>R,-(H-D)<z<D 3)
ksvas=(P¢)s?—;f. z<-(H-D)

where z is the axial coordinate in a cylindrical system with origin in the center of the
inclusion, and V2 is the axisymmetric Laplacian operator in the cylindrical
coordinates r, and z. Note that r2=r,2 +2, The initial condition for the

is T(ry, z, t=0)=0. As boundary conditions we assume that the film's free surface at
2=D is insulated, and that the temperature and heat flux is continuous at the surface
of the inclusion and at the film/substrate interface. For the finite element solution we
also assumed that the ratio of the thermal diffusivities d=k/(pc) is equal to the ratio
of the thermal conductivities.

) 1H ﬂ&)tZR kg g

TETTTTTR e T -

kg

Figure 1. The geometry of a film of thickness H containing an absorbing spherical
inclusion of radius R. A cylindrical coordinate system has origin in the center of the
inclusion. The film's free surface is located at z=D (assumed insulated). The
filoysubstrate interface is located at z=-(H-D).
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The numerical solution showed that the time dependence of the temperature
distribution still has the characteristic sigmoidal shape and that the steady state gives
the largest temperature values. Figure 2 shows the variation of the steady state
temperature (measured in units of QR2/2k;) at the center of the inclusion vs. the
nondimensional ratio of film to substrate Lﬁermal conductivity for several values of
the ratio of inclusion to substrate thermal conductivity. The dashed lines show the
steady state temperature in the center of the inclusion as determined by the model of
Goldenberg and Tranter, egn. (2). .

‘We observe that the infinite matrix results are in good agreement with the numerical
results for the inclusion embedded within the film, see Figure 1, when kp/k is of
order unity. This would be the usual case were the film conductivity the same as the
corresponding bulk value. When kg/kg<<1, the infinite matrix results overestimate
the temperature as determined from the more accurate numerical model. When the
inclusion is very conducting, ky/kg>>1, the expressions of eqn. (2) overestimate the
temperature in he inclusion. Itis tf'ms seen that the model of Goldenberg and
Tranter18) as used by Lange et al.1”-8], on which the scaling law of eqn. (1) is
based, is not accurate when the film thermal conductivity is low compared to that of
the substrate, and that the model of the inclusion in the infinite matrix does not
always accurately describe the actual temperature in the inclusion even though the
marrix is identified with the film material.

1004-T AT CENTER OF INCLUSION Fieure 2. Stoad
~o igure 2. y state

~ .. k/kg=001 temperature in the center of
the inclusion (measured in
units of QR%/2kg) vs. the
ratio of film to substrate
thermal conductivity
for several values of the
inclusion thermal
conductivity. The dashed
lines correspond to eqgn. (2)
by Goldenberg and Tranter [6)
for the absorbing inclusion

within the infinite matrix. The
solid lines are from the finite

inclusion 10 element solution.
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Figure 3 shows the steady state temperature at the center of the film/substrate
interface immediately below the inclusion. The result from the infinite matrix model
is shown as calculated via eqn. (2) with the identification r=H-D>R. When
compared to the numerical results, it is seen that this model overestimates the
temperature at the center of the interface. The numerical result suggests that the
temperature at the interface is not only low (as compared to the inclusion
temperature), but it is also fairly independent of the film thermal conducdvity.
Thus, the experimentally measured low values for the thermal conductivity of thin
films are not expected to affect significantly the temperature aloné the interface. In
this context, we note the observation of Lowdermilk and Milam (% that no
correlation was found between the damage threshold and coating adhesion.

[
100F T At INTERFACE
[ N \ Figure 3. Steady state
\ temperature in the center of
b\ <\ the substrate interface
N\ \ D=3H/4 r,=0, z=-(H-D) (measured in

Lo " NN N units of QR?/2kg) vs. the ratio
F SO of film to substrate thermal
o W N \\H /2 conductivity for several
! N locations of the inclusion
- H/6 \ \ '\ below the film’s free surface.
X NN N The inclusion thermal

NN N conductivity varies from
1L 3n/a NN\ ky/ks=0.01 to 10. The dashed
3 NN N lines correspond to eqn. (2)
: H/ N by Goldenberg and Tranter (6]
e N for the absorbing inclusion
[ H/4 3 within the infinite matrix. The
N solid lines are from the finite

- KF, /“S element solution.
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On the other hand, Figure 4 shows that the steady state temperature in the center of
the film’s free surface depends considerably on the film thermal conductivity, and
that it may increase by two orders of magnitude when the film thermal conductivity
is reduced by the same amount. The proximity of the inclusion to the free surface
also plays a crucial role in view of the insulated boundary at z=D. The temperature
can increase by an order of magnitude when the inclusion is moved from D=3H/4
to H/4. Comparison of Figure 2 to Figure 4 shows that another implication of low
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film thermal conductivity is that the temperature in the free surface becomes
comparable to the temperature in the center of the inclusion when kg<<kg. This is
not the case when the film conductivity is comparable to that of the substrate. Thus,
the present numerical model suggests that the film’s free surface is another location
where excessive temperatures may lead to laser damage, especially when the
inclusion is situated near the free surface. We also note that the free surface
temperature from the infinite matrix model, see eqn. (2), shows approximately the
same dependence on kg as the more accurate numerical solution.

T
100 AT FREE SURFACE

Figure 4. Smac;lﬁr state ]
temperature in the center o
the film’s free surface at
1;=0, 2=D (measured in

units of QR2/2kg) vs. the ratio
of film to substrate thermal
conductivity for several
locations of the inclusion
below the film's free surface.
The inclusion thermal
conductivity varies from
kgks’0.0l to 10. The dashed
lines correspond to eqn. (2)
by Goldenberg and Tranter (6]
for the absorbing inclusion
within the infinite matrix. The
solid lines are from the finite
element solution.
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3. CONCLUSIONS

The very low values for the thermal conductivity of dielectric thin films imply that
the predictions of the model of an absorbing inclusion embedded within a non-
absorbing infinite matrix, and specifically eqn. (1) for the scaling of the critical
energy density at damage with the film’s conductivity, may not be accurate.
Nevertheless, such a scaling establishes the importance of the film thermal
conductivity in determining the laser damage resistance. Eqn. (2) or Figures 2-4
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show that the teamsperature in the inclusion is very high when the film material has a
low thermatl condiuctivity compared to the substrate. When the thermal conductivity
of the filmisconmparable to that of the substrate, then the model leading to eqn. (1)
is accurate. lnaddition to the inclusion, the present work also identifies the
impontance of thes free film surface as a possible site for damage when the film
conductivity isiaow, and when the inclusion is located near the free surface of the
film.

The more.accwsmate model presented in this report accounts for the thickness of the
film, for the proxaemity of the absorbing inclusion to the free surface and to the
filmysubstrate imre=rface, as well as for the different thermal conductivities of the
film, inclusiom, 2end substrate materials. The results presented refer to steady state
temperatures wiitich are known to be the largest. In that sense, the discrepancy
discussed abowe ! between the model of the inclusion within the infinite matrix and
the more accmmee numerical model accounting for the presence of the film is largest
under steady staze conditions. Since laser damage is a time dependent phenomenon,
it is clear that the> variation of the temperature with time must be explicitly accounted
in addition 1o the= film thickness, inclusion size, and low film thermal conductivity
in 2 manner anafigous 1o the work of Lange et al. (78],
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ABSTRACT

We review the thermal comparator method as ™ .r uesto the
measurement of the thermal conductivity of thin films with thickness
in the sub-micron range. The technique measur:s t* - apparent
therma! conductivity of a film/interface/substate composite by
recording the temperature drop when a hez .2d tip comes into contact
with the film’s free surface, and by comparing to a set of bulk
standards of known ¢onductivity. The main result has been that the
thermal conductivity of thin films for a large variety of materials
(oxides, fluorides, nitrides, amorphous metals, and superconductors
with thickness of 0.2-1.0 pm) may be as much as two orders of
magnitude lower than that of the corresponding bulk solid, and thata
significant interfacial thermal resistance may develop. To explain the
reduced film thermal conductivity, we have considered
microstructural effects that may be modelled with continuum
assumptions (porosity and columnar film microstructure) and phonon
scatering. For the case of AIN, we consider the effect of phonon
scatering due to the interaction with the phonon mean free path with
the film thickness and with impurities. We also discuss the
implications of reduced film thermal conductivity for the laser
damage resistance of thin diclectric films vis the model of the
absorbing inhomogeneity. The main conclusion is that bulk thermal
conductivity data are not applicable 1o designs using thin films, and
that a daubase is required for thin film thermal conductivity
measurements.

INTRODUCTION

Many electronic, optical, and optoelectronic devices have
layered microstructures. Examples are laser diodes, ransistors and
During use in an electronic or optical syssemn, heat generated within
these layered structuares must be rapidly removed 10 prevent element
failure. This problem has become much more severe receatly, due 10
(1) the increase in speed of eloctronic devices (which implies in most
cases a much higher power dissipation, i.., more heat being

2

generated and the need to remove it), and (2) the emergence of high-
power, short-pulse lasers.

The removal of heat from bulk components like power
transistors, integrated circuits, or solid metal laser mirrors is
stnaightforward. For the former, 0.3-mm thick silicone pads
containing highly conductive ceramic fillers like boron nitride,
magnesium oxide, or aluminum oxide, serve as heat transfer agents
to heat sinks. The conductivities of these pads are on the order of 3
W/m-K, which is within a factor of three of ceramic alumina. For the
farter, subsurface channels allow coolant under high pressure 1o
semove heat from the metal mirror surface. The conductivities of
water and copper are 0.5 W/m-K and 500 W/m-K, respectively. Heat
removal from thin, dielectric multilayers is another marter entirely.

In 1984, Decker et al. (1986) reported the measurement of
thermal conductivity of free-standing thin films of SiO, and AL O,
Values were found to be one or two orders of magnitude lower than
those for the corresponding bulk materials (see Table 1). The authors
attributed this difference o the unique microstructure of dielectric thin
films, which prevents them from exhibiting bulk-like properties.
Whea deposited with physical deposition methods like sputtering or
evaporation, these films are best described as somewhat
inhomogeneous, anisotropic, and either polycrysulline or
smorphous. Columnar growth is ofien observed. These films may
also contain voids, pinholes, and nodular defects, which reduce the
density and integrity of the film. The result is a reduced phonon mean
free path and Jower thermal conductivity. A aumber of films have
been examined to dawe, and the trend is semmarized in Table 1.

In a recent review, Guenther and Mclver (1988) discuss
implications for multilayer dielectric thin film laser mirrors, which are
derived from the relation between the areal energy density at damage
E, and the material properties of the thin film

E'Tem

where T, is the wmperature level at dsmage (typically the melting
point of the film material), p is the density, ¢ the heat capacity per

(1




unit mass, k the thermal conductivity of the film, and t, the laser
pulse length that causes damage. Relation (1) results from the work
of Goldenberg and Tranter (1952) who analyzed the time dependent
heat ransfer due to s spherical absorbing inclusion embedded within
an infinite nonabsorbing matrix. Although the heat capacity and
den:ityofwﬁcdthinﬁlmmclonnﬂwmﬁcsoﬁhebﬂk
solids (Decker et al., 1986), this is not the case for the thermal
conductivity which, being considerably lower for thin films, leads to
lower values of the damage threshold energy deasitics. Thus, models
that account for thermal transport in thin film structures may have no
predictive value if they employ bulk thermal conductivity data. For
example, lack of film conductivity data imposes serious limitations
on heat dissipation models in optical elements and arrays (Halley and
Midwintes, 1987).

Current optical recording sechnologies involve laser marking
of thin organic or metal films, laser-beating induced local phase
changes, and thermomagnetic recording. Laser marking isa
melyablate process, whereas thermomagnetic recording involves a
change in the direction of magnetization in a film. All involve the
absorption of laser radiation to bring & local area of the film above
some threshold energy per unit volume, where the “writing process™
occurs.

In this application it is often desirable 1o maximize the local
temperature induced by the laser, thereby accelerating the writing
process. Much numerical modeling work is done to understand
lateral beat flow in thin films, for this defines the size of “bits” of
information recarded by the process. Edge definition is an especially
important concern.

A survey of the current literature is given below. It reveals a
strong interest in the thermal conductivity of thin layers, and a glaring
lack of hard therma} conductivity data for thin metal, polymer, and
dielectric films. This survey does not include all film thermal
conductivity measurements todate; it merely shows the necessity of
measuring and understanding the range of thin film thermal
conductivity for a large variety of technical applications.

In their finite element and analysis of blister formation and
thermal stress, Evans and Nkansah (1988) and Nkansah and Evans
(1990) used “assumed” values for the thermal conductivities of &
100-nm dye-polymer layer (0.2 W/m-K) and a 30-am tellurium layer
(1.5 W/m-K). Both were taken from the literature for bulk solids.

Anderson (1990) estimated the total thermal conductivity for
sputtered rare-carth-transition-metal films (30100 nm thick) from
electrical conductivity measurements, and from a comparison with
known amounts of laser power required to record in the medium.
The result... “Values estimated in this way are spproximasely one
ﬁdwmmmammmwmdu

Koyanagi et al. (1989) developed... “a new estimation
method for thermal conductivity of the thin-film recording media... .
The estimated thermal conductivity of the film recording media was
found 10 be 50% lower than that of the bulk.” No explanation was
given; the reproducibility of the result was not discussed.

Bartholomeusz (1989) addressed both the uncertainty in
thermal conductivity data and the lack of knowledge regarding
resistance 1o heat flow s film-substrase interfaces. The author
concluded that, at present “... The thermal propesties of thin film

layers are, in geaeral, unknown; but they can be treated as adjustable
parameter and estimated from the results of marking experiments™.

In a 1990 review of x-ray lithography, Maldonado (1990)
stressed the importance of high thermal conductivity, high hardness,
and high stiffness for the mask used to absord x rays. Each mask
currently consists of an absorbing pattern on a free standing 5-pum
thick boron-doped silicon membrane film. This mask is resistant to
x-ray damage, but is otherwise inferior to possible alteratives like
boron nitride, silicon carbide, or diamond. The thermal conductivities
that can be achieved in these altemative thin film materials will, in
part, determine their success in replacing B-doped Si.

Most techniques utilized to measure the thermal conductivity
of thin solid films are difficult and time consuming. For example,
Decker's techaique (1986) included the application of thenmocouples
1o free-standing films. Ono et a1(1986) developed a technique for
measuring the thermal conductivity of diamond films, which
involved the application of black paint to the front and rear surfaces
of the free-standing film sample.

Tai et al (1988) developed a complex silicon microbridge
structure 10 evaluate the lateral thermal conductivity of liquid phase
hemical seposition (LPCVD) pol line silicon flms that
were 1.5 um thick. They obtained a value of 32 W/m-K, a lower
number than the bulk values of ~150 W/m-K, which will effect the
future design of polycrystalline silicon-bridge flow seasors.

Morelli et al. (1988) grew polycrystailine diamond films with
hot-filament assisted CVD. They etched away the silicon substrate,
mounted the free-standing films in a cryostat, and measured film
thermal conductivities 8t room temperature that were comparsble to a
type 1a natural diamond (100 W/m-K). This prompted them o
promote the broad industrial use of these low cost films for thermal
mansgement in “... any applica. on requiring good heat
conductivity”.

Saenger (1989) used an interferomeric calorimetric method to
measure thin film diffusivity of 5-pm and 10-um thick polyimide
polymer films bonded to optically transparent glass substrate. The
author constructed special surface and subsurface coatings to
mymnmmm-mmmmmu
film The avthor's technique required a displacement to be measured,
which was on the order of a few angaroms. Ssenger’s motivation
was the search for imsproved nondestructive methods for studying
thermal properties of thin films.

There are other complex optical spproaches (Ristao and
Ebert, 1986). When spplied to free-standing films, such techniques
do not allow the estimation of any interfacial thermal propesties, such
ss the interfacial thermal resistance, which are expected 10 become
increasingly important as the films become thinner.

Cahill et al. (1989) and Swarnz (1987) have discussed
techniques for measuring the thermal resistance of interfaces. These
wechniques essentially use as thermometers electrically heated strips
which have been deposited onto & subsrate. Cahill et al. (1989) have
obeerved that the presence of a thin amorphous 105 layer (with
thicknesses in the range 7 w0 115 am) on various substrates greatly
increased the boundary resistance. They found that in the semperature
range 2-50 K the film thermal conducdvity is considersbly lower than
that of the bulk amorphous SiO5. However, for greater iemperatures,
the conductivity of the film approached that of the substrase. The
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effect of thin amorphous layers on the boundary resistance has been
discussed by Matsumoto et al. (1977) who showed that the thermal
resistances of films in series do not necessarily add due 1o the fact
that phonons (i.c. elastic vibrations) of different frequencies
contribute differently to the total thermal conductivity (which includes
contributions from phonons of all frequencies lower than some upper
Limit). These works (Cahill et al., 1989; Swartz, 1987; Matsumoto et
al., 1977) among others (to be discussed in the sequel) have
convincingly shown that the basic reason for the reduced film
conductivity is the scattering of phonons from the film boundaries.
However, the precise dependence of the film conductivity on the film
thickness has not been discussed.

The measurement of thermal conducwance for thin films has
been so specialized that it has not been possible to construct any
reliable database. Modelling o optimize the design of multilayer
structures, either by changing the types of materials or their
microstructure, has not occurred. Yet it is reasonably expected that
the method of film deposition, the rate of film growth, and the
substrate temperature could all be modified to improve therma!
properties of films. A lack of analytical insqumentation has prevented
this work from beginning.

In this report we briefly review the thermal comparator
technique (Powell, 1969) as it applies to the measurement of the
thermal conductivity of thin films. This technique is non-destructive,
rapid. and inexpensive, and it has been used by Lambropoulos et al.
(1989) for the measurement of conductivities of thin dielectric films
in the micron and submicron range. Section 1 reviews and
summarizes the basic principles of the thermal comparator. Some
mAare recent measurements on ceramic, metallic, and superconducting
thin films are reported. Section 2 presents several models which are
used to understand the diminished thermal conductivity of thin films.
These models are categorized into continuum effects (such as
porosity and grain microstructure) and into phonon scattering effects
(inclusions, dislocations, stacking faults, grain boundaries). Section
3 shows the effect of the reduced film thermal conductivity for the
specific problem of laser damage resistance of thin dielectric films
used for optical applications. All these effects clearly show that the
thermal conductivity of thin films is reduced as compared to that of
the comresponding bulk solid, and that the use of bulk data is
inappropriate when heat transfer in thin films is considered.

1. MEASUREMENT OF THE THERMAL
CONDUCTIVITY OF THIN FILMS WITH
THE THERMAL COMPARATOR

The thermal comparator was originally developed for the
measurement of the thermal conductivity of bulk solids. A
comprehensive review has been published by Powell (1969). The
application of the thermal comparator to the measurement of the
conductivity of thin films has been described in detail by
Lambropoulos et al. (1989). The principle of operation is as follows:
An assembly werminating in a probe tip (of diameter approximasely
320 um) is heated to about 20 degrees above ambient. The tip is
brought into contact with s half-space which is maintained at room
teroperature. The steady-state drop in the temperature of the tip with
respect to that of the rest of its assembly is measured by s
thermocouple. The temperature drop is directly related to the thermal
conductivity of the half-space which can be measured in this manner.
The largest contribution to the experimental error is the hest flow
radius of the area of contact between the tip and the specimen, which

is expected to lic in the range of 30-180 um. The value used for the
extraction of the thin film thermal conductivities reported below was
100 um (Lambropoulos, 1989).

Table 2 shows bulk and thin film thermal conductivities for
various systems. These measurements illustrate the effects of
microstructure on thermal conductivity. Microstructural effects will
be further discussed in the next section.

The results on the oxides and fluorides are from
Lambropoulos et al. (1989). These films are dielectric and used as
optical thin films. The data for AIN are from Shaw-Klein et al.
(1991), and show the large effect of boundary scattering and
inclusions. This effect is manifest in a markedly lower thermal
conductivity for thinner films.

The data for the amorphous metal films show the effect of the
columnar microstructure. Since the films are conductive, the thermal
conductivity in the film plane (denoted by “par”) can be measured via
the Wiedemann-Franz law (Anderson, 1990) which states that for
metallic solids the thermal conductivity is proportional to the electrical
conductivity. These data are compared with data from the thermal
comparator, which measures the thermal conductivity normal to the
plane of the film (denoted with “per”). The high degree of anisotropy
resulting from the columnar microstructure is clear. The table also
shows a superconducting thin film.

These results all show the typical lowering of thin film
thermal conductivity as compared to the bulk values. The correlation
between the diminished film thermal conductivity and the film
microstructure will be discussed in the next section.

TABLE 1: Thermal conductivity of selected bulk
materials

Materials k(W/m-K)
Diamond (1 and ) 1200-2300
Cu (polycrysialline) 200-500

Si (single crystal) 150

A0, (single crystal) 35

ALO; (sintered) 20

Many oxides and fluorides, bulk solids 1.010 10
Oxide and fluoride films, nominally 1 um thick 0.05t0 1.0
Afr 0.025

23




TABLE 2: Measured thermal conductivity of various thin films
Film Microstructure  Thickness Kfilm Kpulk
material (um) W/ m-K) (W/ m-K)
Si0y Amorphous 0.50-2.0 0.4-1.1 1.2-10.7
TiO, - 0.50-2.0 0.5-0.6 7.4-104
Z0O, - 0.15-0.47 0.04
AlhOy - 0.17-0.46 0.72 20-46
MgFy - 0.21-0.58 0.58 15-30
AIN Dense, <0.15 0.5 70-180
polycrystalline 0.25-1.0 16
To-Fe compound dense, emorphous  0.25-1.0 5.3 (par) 30-40
7.0 (per)
Tb-Fe compound columnar, 0.25-1.0 0.3 (par
amorphous 4.3 (pen)
YBayCu30y crystalline 0.25-1.0 0.1-0.2 8-10

Notice that (par) denotes the conductivity paralle] to the film, and (per) perpendicular to the film.

2. MICROSTRUCTURAL EFFECTS IN
FILM THERMAL CONDUCTIVITY

All of the thermal resistance mechanisms in bulk materials are

also present in thin films. In thin films, however, there are often more

defects than are typically seen in bulk solids. These defects lower the
thermal conductivity below expected values.

The defects are roughly divided into two categories: defects
whose effects can be treated using continuum models (for example,
film porosity and film columnar microstructure) and those which
must be treated using models for phonon (or electron) scattering.

A. CONTINUUM EFFECTS
Porosity effects

The density of conventionally deposited (sputtered or
evaporated) thin films is often lower than that of bulk materials. An
example of the familiar columnar microstructure which often results
from physical vapor deposition (Movchan and Demchishin, 1969;
Thomton 1974, 1977; Messier, 1986) is shown in Fig. 1. Voids
between the columns account for much of the decreased density.
Chemical vapor deposited films (CVD) are often denser, althou,
their dendritic growth patiern can also lead 10 Jowered densities.
Finally, sol-gel films, which originate as liquids spun or dipped onto
substrates and subsequently dried, are even more porous, and may
even exhibit open porosity, see Fig. 2. Messier (1986) has pointed

out that the microstructural features of thin films (voids, columns) can

FIGURE 1:  Scanning electron micrograph of a thin film of an
amorphous metal exhibiting the columnar microstructure.

no longer be described as individual entitics; instead, they must be
described by distribution functions. For example, for low adatom
mobility, s fractal model can be used to describe the narural clustering
occurring during the aggregation of atoms.

Manymdckmtfameeﬂectofpaodtymw
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of spherical shape and of conductivity k; embedded withina
continuous matrix of conductivity ke, the thermal conductivity k of
the composite is given by




FIGURE 2:  Scanning electron micrograph of a thin amorphous
sol-gel film of SiO; exhibiting open porosity.

K ok , (2)

The effect of finite concentration for spherical dispersed phase has
been considered by Brais!ford and Major (1964), and by Budiansky
(1970) who used effective medium theory. According to this theory,
an individual sphere of the dispersed phase is embedded within an
infinite medium of the (as yet undetermined) thermal conductivity k.
The result is

P ,i-P _1 3)
2+-Ei 2+‘-‘:1 3

The analysis of Budiansky (1970), which is applicable to more than
two phases, shows that the matrix can be seen as an inclusion of
volume fraction (1-p). Hashin and Shirikman (1962) derived bounds
for the thermal conductivity of the composite. Their result is identical
to that in eqn (2). However, Hashin and Shirikman (1962) show that
the result of eqn (2) is an upper bound for k when kp>k; (and &
lower bound for ky,<k;).

Schulz (1981) has developed & general expression for the
thermal conductivity of a solid containing inclusions of various
shapes. The result of Schulz is applicable to the case of dispersions of
spheres, or of paralie] and series arrangements of the phases. For
spherical inclusions, the result is

1-p = o) ® Bk @

If the porosity in the film is due to spaces between columns,
randomly distributed pores may not be an accurate model. Instead,
we treat the porosity as siabs of bulk material (columns) separated by
slabs of air (porosity). Using the analogy of paralle] or series
resistors, k normal to the columns (i.e. parallel to the film plane) is

1.p,1-p
"kt e (Sa)

whereas paralie] to the columns the result is

ki=pk + (1-p)km (5b)

The predictions of eqns (2)-(5) are shown in Fig. 3. Nodce that eqn
(2) is actually an upper bound for the dependence of ki, on p for
spherically shaped dispersions, according to Hashin and Shtrikman
(1962). The result for ky exceeds that of eqn (2) because the
arrangement of the dispersed inclusions used in deriving eqn (5b) for
ky) is obviously that of slabs rather than that of spheres.

Pores of shapes other than spherical have been considered by
Reynolds and Hough (1957), by Rocha and Acrivos (1972, 1973)
for dilute suspensions, by Redondo and Beery (1986) and by Miloh
and Benveniste (1988) for cracked solids.

K/Km kl/km = 0.02
1.0 —_— |l
——p— L
—a— Maxwell
) —e— Budiansky
] —o0— Schulz
0.5
0.0 — T
0.0 0.5 P 1.0
FIGURE 3: The ratio of film to bulk thermal conductivity vs. film
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Columnar effects

From the discussion above, it is clear that columnar
structures, which often result from physical vapor deposition, not
only lower the thermal conductivity of the film, but also introduce
anisotropic effects.

Even if the columns are touching and porosity effects
discussed above are ignored, we can expect a decrease in film thermal
conductivity due to the interfacial thermal resistance R ) of the
column contacts. Treating the film as a composite made up of )
columnar grains, the anisotropic thermal conductivity is now given
by

Kk
k(Q)- i@ hl 6
~ —-—"m—o Ek:+1sm¢+hneos2¢ (6)

where D is the grain diameter, ¢=0 is the direction parallel 10 the
column (i.e. normal to the film), and k | » k) are given by eqn (5).

k
_é.:‘_l R, %, /D=01

(a)

(b)

/D=0.1
m

1.0
10.0

0 45 ¢ 90

FIGURE 4:  The ratio of film to bulk thermal conductivity vs.
angle away from the column axis. For low levels of porosity, the
colmnﬁcmwcmhuodmmisompy.ﬁrhrmmu
of porotity, the anisotropy is due 1o the porosity itself.

l-'xgmehhownhedependeneeofk(o)/ku,onthemgleq. It
is seen that for small porosity, the effect of R ) is significant, see
Fig. 4A. As s00n as the porosity takes a small but non-zero value,
the effect of the interfacial resistance R becomes small due to the
fact that the thermal resistance due to the porosity exceeds that due to
the contacts between different grains.

Although it was assumed in deriving eqn (6) that the columns
are perfectly perpendicular w the interface, this may not be
mnrﬂyw.Modelsofﬁlmmmhmggembnthegﬁmhvu
distribution of directions, and this is consistent with Messier’s
observations (1986).

Another way to treat the effect of columnar structure on heat
ﬂowistoeonsidatbescamxingofhwcuﬁm(phonmor
electrons) from column surfaces, from interfaces, or from other
defects. These heat carriers are referred 10 as quasi-particles in the
brief explanation that follows,

B. QUASIPARTICLE SCATTERING
EFFECTS

Some heat resistance sources, for example impurity atoms,
can not be accurately modeled using a continuum approach. In such
cases, it is useful t envision heat flow resistance arising from the
scattering of electrons or phonons (i.e. lattice vibrations). The theory
of the thermal conductivity of solids from the point of view of
quasiparticle scattering has been extensively discussed by Klemens
(1955; 1958; 1969) who has expanded on Peierls’ theory of thermal
conductivity of bulk solids, and bry Klemens and Williams (1986) for
metals,

Phononslndelecuonsunbemxedsinﬁhﬂynparﬁclesof
momentum proportional o their frequency. In general, the total

thermal conductivity of a system can be expressed as (Kingery et al., ‘

1976)
Kakeg+kotok )

whmkeisdxethamllcmdmﬁvitydubehcmicchlrgemﬁa
transport (which vanishes for dielectric mu:rizls).kp is the thermal
eondmﬁvityduewduhnicevihﬁons(phonons).mdk,me
thermal conductivity due to radiation (negligible for most materials at
TOOm temperature).

mwpmmﬁhm»wmmmym
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path A, as follows (Kiemens, 1958)

k= -g- I. (o) v() o) deo (8)
()

vhree(m)dminheemnibuﬁontod\especiﬁchwpuunizvolm
Caic(m)do from particles with frequencies in the range o 10 @+,
Debye’s spproximation is often used according to which phonons
hlveﬁeqnenduonlyinmewmmomebebyehquncy'q,
50 that the upper limit in eqn (8) is set 10 wp. According to Debye's
theory (Reissland, 1973)
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where T is the absolute temperature, h is Planck’s constant, and kj is
Boltzmann's constant. The Debye frequency ty, is related to the
Debye temperature 6y, via 8p=htwpy/(2nkg). For phonons, the velocity
v is the same as the speed of sound in the solid.

While the specific heat of thin films is generally unchanged
from its bulk value, the mean free path A is governed by the
interaction of the particles with each other and with microstructural
imperfections or defects. These changes are expressed in terms of
change: 1 the scatiering event relaxation time t, which is defined as
the time for a perturbation from an equilibrium value to decay
back to the equilibrium value (Klemens, 1958; 1969). The relaxation
time 1 is related to the mean free path A by

t=Alv (10)

where v is the particle velocity. When several types of interactions are
at work, the relaxation rates rather than times add as

1-.%V1
T ;Ti

Notice that, in the presence of several scattering mechanisms, egn
(11) shows that the mechanism with the fastest scatiering time will
dominate the overall relaxation time.

(1)

Once the total relaxation time is computed, the phonon
thermal conductivity is found via eqns (8)-(10) as (Klemens, 1958;
1969)

6p/T

k-—kL _kjls t‘_x‘_ﬁ"_dx 12
ko (lal e (12)

In this way, if the dependence of the relaxation time on the phonon
frequency is known, eqn (12) provides the dependence of the phonon
conductivity on the absolute temperature T and on the details of the
scattering imperfection. In the absence of any imperfections, the only
scatering is of phonons by other phonons due to the anharmonic
nature of the bonding berween atoms (Reissland, 1973). For
example, for scattering of phonons off other phonons so that the total
momentum is not conserved (termed Umklapp or U-processes), the
relaxation time is given by (Klemens, 1958; Parrott and Stuckes,
1975)

t'e Ax2T¢exp(-BM) (13)

where A, B are material parameters, B being proportional to the
Debye temperature of the solid. These constants are ofien treated as
empirical constants, which can be determined by fitting the
temperature dependence of the thermal conductivity of the perfect
bulk crystal to an expression of the form shown in eqns (12) and
(13). For the perfect crystal, eqns (12)-(13) predict that at low
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termperatures (T/By<<1) the intrinsic phonon thermal conductivity
increases with diminishing temperature like T 3 exp(B/T), B being a
material constant, whereas at high temperatures (TRp>>h it
decreases with temperature like 1/T.

Based on perturbation theory, theoretical scattering relaxation
times have been caiculated for several types of microstructural
imperfections (Klemens, 1955; 1958). For boundary scattering, the
relaxation time due to phonon scartering off extemal surfaces (e.g.
the film surface or the film/substrate interface) or internal surfaces
(grain or boundary scattering) is given by

W=y (14)
where d is the dimension defining the boundaries, i.c. the film
thickness or the grain size. Casimir (1938) showed that for long,
rectangular grains d is nearly equal to the square cross section’s side,
whereas for long, cylindrical grains d is the grain diameter.

As an example of the application of eqns (11)-(14), we
calculate the effect of film thickness on the thermal conductivity of
AN at room temperature as compared to the value of bulk, single
crystal AIN. For the bulk solid k=320 W/m-K, 6p=950 K
(Dinwiddie and Onn, 1990). For the bulk single crystal, the intrinsic
thermal conductivity is governed by the relaxation time 1, for
Umklapp processes given by eqn (13). In this case, the constants are
approximately A=10's"! K and B=160 K (Dinwiddie and Onn,
1990). On the other hand, for a thin film of AIN, the relaxation time
has contributions from Umklapp scattering and grain boundary
scatiering, eqn (14), where the length scale d is identified with the
film thickness . Fig. 5 shows the dependence on the film thickness t
of the film thermal conductivity relative to that of the bulk single
crystal. It is immediately clear that for submicron thin films the
thermal conductivity is a strong function of film thickness, in
agreement with the experimental results discussed in the previous
section.
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FIGURE 5:  Predictions of a model accounting for phonon

scattering due to the presence of a thin film of AIN. The model gives
the variation of the thermal conductivity at room temperature of a thin
AIN film with thickness. k, is the conductivity of bulk single crystal
AIN.




Impurity stoms also scatter phonons strongly. The effect of
impurity atoms consists of three contributions: due to the mass
difference between the impurity and solvent atoms, due to the strain
created by the sizz difference, and due to the difference in binding
energy (Klemens, 1955; Parrott and Stuckes, 1975). The relaxation
time is given by an expression of the form

g l=IxeT (15)

where the parameter I incorporates the cffects mentioned sbove, and
x is given by eqn (9). The dominant effect in the parameter Lis due to
the mass difference between an impurity atom and the solvent atom.
The impurity effect is considerable; experiments (Dinwiddie and Onn,
1990) have shown that there is a large drop in the thermal
conductivity of AIN due to small amounts of oxygen impurities
which replace nitrogen in the AIN lartice. This effect is shown in Fig.
6, which was derived for bulk AIN on the basis of eqns (12) and
(15). In thin film deposition (sputtering or evaporation) the impurity
concentration is controlied by impurities present in the vacuum
chamber during deposition. Such impurities are often minimized by
sufficiently lowering the deposition backing pressure and by keeping
the chamber free of organic contaminants. Careful control often
results in thin films of very high purity and theoretically high thermal
conductivity.

K/ K pyik AIN
1.0
0.5
0.0 Y v Y
0.0 0.5 1.0 1.8
Oxygen Concentration, %
FIGURE 6: Predictions of a model accounting for phonon

scanering due to impurities. The mode gives the variatior: of the
thermal conductivity of AIN at room temperature with the
concentration of impurities (for AIN the impurity is oxygen).

The contribution of dislocations and stacking faults to thermal
resistance may be low compared to other defects at room temperature.
Stll, they often appear in thin films, and they may dominate the
relaxation time in the absence of other defects. For a random array of
screw dislocations (Klemens, 1955)

t'= 0033 Ng b2 R @ (16)

where N, is the dislocation deasity, b the Burgers vector, and Yg the
Qruneisen constant, a material parameter which measures the
deviation of the lattice bonds from being derived via a purely
harmonic powential. The Gruneisen constant is typically between 1
and 2 for many solids (Klemens and Williams, 1986). It is expected

that phonon scattering from dislocations will be impartant in epitaxial
thin films resulting from molecular beam epitaxy or liquid phase
epitaxy. Such films are often characterized by large densities of misfit
dislocations when the film thickness exceeds some critical value.
Klemens (1955) has also calculated the relaxation times for arrays of
edge dislocations, stacking faults, and tilt grain boundaries.

3. LASER DAMAGE OF
OPTICAL THIN FILMS

The resistance to laser damage in optical thin films is an
important design consideration towards the development of powerful
solid-state lasers. Many experimental data on the critical energy
density per unit area have been reported by Walker et al. (1981a) for
nine dielectric films as a function of laser pulse length (5 and 15 ns),
wavelength (1.06, 0.53, 0.35, and 0.26 jum), and film thickness (1/8
to 2 wavelengths). These data are in the range 1-40 J/om? for the
oxide and fluoride films tested. Experimental results on laser damage
for 1 ns pulses have been reported by Lowdermilk and Milam (1981)
for surfaces of optically polished glass and thin optical films in
addition to observations of laser damage in such films. Walker et al.
(1981b) have discussed the mechanisms that lead to laser damage in
dielectric materials (avalanche ionization, multiphoton absorption,
and impurity-initiated damage) and have concluded that the impurity
model appears more likely.

According to the impurity model, which has been discussed
by Hopper and Uhlmann (1970) for bulk materials, an absorbing
inclusion within a non-absorbing infinite matrix is heated due to the
absorption of the incident radiation. The high temperature within the
inclusion Jeads to failure when the temperature reaches some critical
value. The model uses the solution by Goldenberg and Tranter
(1952) who considered the time-dependent heat conduction due to the
absorption of radiation q (power per unit volume) within the
inclusion of radius R embedded within the non-absorbing infinite
matrix. Due to the dependence of q on the radius R of the inclusion
(which absorbs according to the cross section R2, so that q varies like
1/R) the laser damage resistance is minimum when the size of the
absorbing inclusion is of order 0.2 um (Lange et al., 1984; 1985).

Further analysis of the absorbing inclusion within the infinite,
non-abscrbing matrix has been carried out by Lange etal. (1984;
1985) who showed that this model leads to the expression for the
faser damage resistance of eqn (1), thus establishing the importance
of the thermal conductivity of the host material within which the
absorbing inclusion is embedded. Still, the question is raised of
whether or not eqn. (1) is applicable to thin films of very low thermal
conductivity, in view of the fact that eqn. (1) has been derived for an
inclusion within an infinite matrix, so that other effects such as the
proximity of the inclusion to the free surface, the proximity 0 the
film/substrate interface, the size of the inclusion, or the film thickness
do not enter the model.

Consider a spherical inclusion of radius R embedded within a
film of thickness H, such that the ceater of the inclusion is st a
distance D below the free surface of the film which is assumed to be
insulated. The film is supported on a semi-igfinite
in Fig. 7. The subscripts “F”, *“T", and “S" identify the film,
inclusion, and substrate, respectively. At time @0 the inclusion
Mmumemqwmmmmuﬁhmd
substrate do not absorb any incident radiation. The temperature and
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substrate as shown




the heat flux are assumed to be continuous at all interfaces and 1o
decay to zero sufficiently far from the inclusion.

For the case of the inclusion embedded within an infinite
matrix, Goldenberg and Tranter (1952) have shown that the
temperanure distribution has a sigmoidal time dependence, being low
at small times and achieving its maximum value at steady state (when
the time t —ee). The effect of the film conductivity on the steady siate
values of the temperature has been discussed by Lambropoulos and
Hwang (1990).

We used finite elements to solve the time-dependent heat
conduction equations

KVTi+q = (Pc)l%. r<R
ke V2Tr = (pc);?, r>R, -(H-D)<z<D (17)

ks V2Ts = (pc)s‘%i. 2<~(H-D)

where z is the axial coordinate in a cylindrical system (r1, z) with
origin in the center of the inclusion, and V2 is the axisymmetric
Laplacian operator in the cylindrical coordinates r,, 2. Note that
r2=1,2 422, The initial condition for the temperature is T(ry, 2,
twm0)=0. As boundary conditions we assume that the film’s free
surface at z=D is insulated, and that the temperature and heat flux is
continuous at the surface of the inclusion and at the film/substrate
interface. For the finite element solution we also assumed that the
ratio of the thermal diffusivities d=k/(pc) is equal 10 the ratio of the
therma! conductivities.
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FIGURE 7:  The geometry of a thin film containing an embedded
inclusion. Only the inclusion absords the incident radiation. The rate
of power absorption per unit volume in the inclusion is q.

Fig. 8 shows the temperature evolution with time when the
film is insulating (kg/kg=0.01) or has the same conductivity as the
substrate. In Fig. 8 the inclusion is conducting (thus modeling 2
metallic inclusion, ky/kg=1), bas a radius R=H/5, and is located at
D=H/4 below the free surface of the film. The power absorbed per
unit volume q can be converted to energy absorbed per unit area E by
assuming that the inclusion absorbs in proportion to its cross-
sectional area 50 that
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where t is the tirpe elapsed from the beginning of the pulse. Thus, the
temperature is effectively measured in units of 3ER /(8 tkg)-

Itis clear from Fig. 8 that the effect of & reduced film thermal
conductivity is significant at points on the free surface (point A),
inside the inclusion (point B), and at the film-substrate interface
(point C). However, the effect of reduced kg becomes significant
only after certain times. For example, using Dg=2E-4 m?/s (typical
of Si), an inclusion size R=0.1 um, and a pulse length of 1 ns, the
non-dimensional time Y(R?/Dg) is such that the effect of the reduced
film conductivity is significant For these parameters, and using E=1
J/cm?, a value of 1 for the non-dimensional temperature corresponds
10 an actual temperature of about 3,750 K.

Fig. 8 also shows that the temperature at the film/substrate
interface (point C) is much lower than that at the inclusion center or
the film free surface. This implies that a significant temperature
gradient develops within the film, whereas the temperatures at the
substrate remain low. Of course, the use of a more insulating
substrate will increase the interfacial temperature.

4. CONCLUSIONS

The thermal comparator is well suited to the measurement of
the thermal conductivity of thin films of a variety of materials. Such
measurements are required in order o estimate the rate of heat
removal from configurations involving thin films. The data in Table 2
show that the thermal conductivity of thin films is not a material
property; indeed, the thermal conductivity is a property that is
strongly influenced by microstructural defects such as porosity. grain
microstructure, impurities, dislocations, and stacking faults. In
addition, the presence of length scales which are comparable to the
phonon mean free path, makes the thermal conductivity depend on
these length scales. As an example, the analysis of the thermal
conductivity of AIN shows clearly the effect of film thickness and
impuriry content.

The thermal conductivity is calculated in terms of an integral
over all phonon frequencies which involves the combined relaxation
time for all scattering events. Since the total relaxation time is the
geometric mean of the individual relaxasgion times, all these
mechanisms interact with each other, thus inducing a complex
dependence of the film conductivity on the details of the individual
scattering mechanisms.

An imponant consequence of this interaction is that thermal
resistances may not simply add when several geometries involving
thin films are arranged in parallel This is due to the fact that the
phonon density within a thin film may not be in thermal equilibrium,
and that only phonons of low frequency are allowed to pass to the
substrate. This idea has been discussed by Matsumoto et al. (1977)
and by Cahill et al. (1989).

Both phonon scattering models and experimental data for thin
filrn thermal conductivity show that bulk values are clearly
inappropriate. Thus, a database is necessary containing the thermal
conductivity of thin films for a variery of thicknesses and for a vagiet;
of microstructural features. The thermal comparator is inexpensive,
rapid, non-destructive and thus convenient for carrying out such
measurements. The current design of the comparator can only
measure film/substrate specimens at room empersture. Since the
scmperatare dependence of the thermal conductivity also provides

important microstructural information at temperasures lower than the
Debye temperature, this proposed database should also contain the
femperaure as a pArAMEILT.
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