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INTRODUCTION

Many technological areas currently use designs that rely on thin films for a variety of

effects that include mechanical, thermal, electrical, optical and magnetic properties. As typical

examples we mention microelectronics, optical coatings and multilayers for use in optical arrays

or solid-state lasers, optical-magnetic recording and storage devices. It is becoming

increasingly clear that such thin films are exposed to a variety of loadings which may be

mechanical (for example coatings for tribological applications), chemical (for example anti-

corrosion coatings), thermal (for example the dissipation of heat in microelectronic chip and

package designs), electrical or magnetic (such as the failure of superconducting thin films at a

critical value of the magnetic field). Furthermore, there often is observed a strong coupling

between such loads, as for example the interplay between mechanical properties (elastic moduli),

thermal properties (thermal conductivity, thermal expansion coefficient), and optical properties

(absorption) in determining the laser damage resistance of thin films.

This report discusses work in three areas concerning thin films: The first area is the

determination of anisotropic elastic stresses in thin films, where the primary area of application

would be epitaxial films. In this work, the film thickness enters only as a geometrical parameter

which otherwise does not affect the mechanical response of the film.

The second area discusses stress relaxation in thin films by plastic deformation along the

film/substrate interface due to thermomechanical loading, by diffusional creep during film

growth, or by cracking. The interesting point to be made is that diffusional creep introduces a

length scale to which the film thickness is to be compared. This length scale, therefore, can be

used to determine whether or not the film is "thin". Interestingly, this length scale depends both

on film material properties as well as growth or processing properties.

The third area discusses the thermomechanical properties of thin films, and specifically

addresses the issue of the thermal conductivity and interfacial thermal resistance in thin films.

The work consists of an experimental part, an analytical part, and a computational part (finite

elements). It is shown that thermomechanical properties of thin films may be considerably

different from those of the corresponding bulk solids, and this discrepancy is resolved by
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considering microstruiural contributions in thin film thermal conductivity. Again, a length scale

is found against which the film thickness must be compared in order to determine whether or

not the film is "tdin"..

The report comsists of two parts, a main part and a set of Appendices containing the

work published in refreed journals or books. When work is described that has been already

published, only the main assumptions and results are contained in the main part of the report,

and the reader is refereed to the enclosed Appendices for further details or for further

bibliographical references. When the described work has not yet been published, the main report

contains the formulatiton of the problem, the analysis, and the relevant results and references.
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1. ANISOTROPIC ELASTIC STRESSES IN FILMS

The objective is to determine the effect of elastic anisotropy on the stress levels in thin

films. A primary area of application would be epitaxial thin films. The two areas of particular

interest are near the film's free edge and far from the free edges where the film is uniformly

stressed. For the calculation of the stresses, we first find the constitutive law that applies to a

specific orientation of the film with respect to the substrate, and we then use the constitutive law

for the numerical calculation of the stresses.

1.1 CONSTITUTIVE LAW

Consider a thin film made of a material with cubic anisotropy. The elastic response of

such a material is characterized by the elastic coefficients C I 1, C 12 , C44 so that in the

crystallographic axes the stress strain relation is

(Yl = C 1 1 I + C 1 2 (F-2 2 + E33) etc., G12 = 2 C44 £12 etc. (1.1)

It is convenient to define an equivalent Poisson ratio v, and the anisotropic constants A and H

via

v C12  A= 2C 44  H=2C44-C1+C12 (1.2)CHI +C 12  C11 -Cl 2

For an isotropic material H=0 and A=I. The anisotropic parameters H and A are related by

H=C(A)(lv) C Cl + Cl2_ 2 _&_ (1.3)
1+v C11

The constant C reduces to E/(1-v) for isotropic materials. For typical semiconductors and
metals A lies between 1 and 4, and the equivalent Poisson ratio v lies between 0.2 and 0.45.
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Common orientations of thin anisotropic films deposited on substrates are along the

<100>, <110> or <111> directions. For the stress analysis of such films, the stress-strain law

must be converted from the crystallographic axes to axes appropriate for the orientation of the

film/substrate.

Consider a cylindrical coordinate system where the z axis coincides with the film normal

n, and the r, 0 directions lie in the film plane. It is convenient to evaluate the elastic constants

that relate the stresses and strains in the cylindrical coordinate system r, 0, and n=z. The elastic

stress-strain law relates the stress vector [a] to the strain vector [e] as

[] = [C] [E] (1.4-a)

[a]=[Iarr (Yoe UZZ crz GOz eTor] [E1=[err coo zz Yrz yez , ] (1.4-b)

The results below summarize the form of the 6X6 matrix [C] appropriate for three

commonly used film orientations.
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A. FILMS WITH NORMAL ALONG <001>

For [001] films, we denote by 0 the angle measured from [100] in the film plane. Due

to symmetry, we only examine the range 0<0<n/4. The matrix [C] is given by

C-1I C112  C12  0 0 C116

C'11  C12  0 0 --C16

[c] C11  0 0 0

C44  0 0

symm. C4 4  0

C44

(1.5b)

C 4 4 = C 44  (- cos 40), C16= H  sin40
4 4
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B. FILMS WITH NORMAL ALONG <111>

For [111] films, 0 measures the angle in the film plane from the projection of [110]

onto that plane. Due to symmetry 0<0<yc/3. The result is

C11  C12  C12  H, -Hs 0

C1 1  C12  -H, H. 0

[C] C33 0 0 (1.6a)

symm. C 13  -He

c13

C-1 I= C1 I+"t C',2 = C12 C1 ( 2 11
2 6 3

C3 3 =Cll+ 2 H C'13 
= C44 H C'3 _ H (1.6b)

3' 3 6

Hc H-- cos 30 , H I= 7 sin 30
6 6
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C. FILMS WITH NORMAL ALONG <011>

For films with normal along [011], 0 denotes the angle from [100] in the film plane.

Now, due to symmetry the region of interest is 0<0<n/2. The result is

C 1 1  C 1 2  C 3  0 0 C 1 6

Cil c; 3  0 C16

CC33 (1.7a)
fC44  C4 5  0

symm. C4 4  0

L C,

cl =Cl - (-7 + 4 cos 20 + 3 cos 40) , C1 =C- (-7 - 4 cos 20 + 3 cos 40)

C-12 =C 12 -I3H (I -cos40) C'13-C 12 "(I-cos20)
16 4

C3 C12 - ( + cos 20) C'3 3 =Cl+- C' : - H sin 20
4 2 '

(1.7b)

C'16 8 I sin20(1 + 3cos20) , C;6 8= 'i sin 20 (1- 3 cos 20)
8 8

C'44  C44 -H(1- cos 20) , C4 = C4-4  H( + cos 20)
4 4

C4'4 = C,4- 126 (I-cos40) (f45 = - sin 20
16 4
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1.2 ANISOTROPIC STRESSES

The stresses have been calculated numerically by using finite elements for the case when

far from the free edges the film is in a state of residual balanced biaxial tensile or compressive

strain. Such a state of strain arises either due to the thermal mismatch between the film and the

substrate, or due to the film deposition process. To reduce the numerical complexity of the

proble.m, conditions of plane strain were imposed so that the three-dimensional constitutive law

of eqrns (1.5)-(1.7) could be further reduced to two--dimensional. For the cases n=[001], [111]

and [01 1] the plane strain conditions were imposed along the directions [010], [1 -2 1] and

[100], irespectively. The details of the calculation and references can be found in Appendix 1.

The main conclusions are as follows for the case of a film supported on a much stiffer

substrr,ate:

The main effect of elastic anisotropy (i.e. the deviation of the anisotropic parameter from

unity) is to increase the stresses both in the vicinity of the free edge of the film, as well as in

the part of the film which is uniformly stressed, i.e. far from the free edges. The extent of the

interface which is subjected to large shear stresses increases considerably as A increases,

especially for the cases of n=[ 111] and n=[0 111.

The stresses for n=[1 11] or [011] were very similar for the same level of anisotropy.

These stress levels have a strong dependence on the anisotropic parameter A. For n=[001] the

stresses are lower, and have a weaker dependence on the anisotropic factor A.
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2. STRESS RELAXATION

The objective in this part of the work was to examine several mechanisms which may

lead to stress relaxation in thin films, since the stresses calculated previously in Part 1 do not

account for any relaxation.

Stress relaxation can occur three ways: By time-independent elastic-plastic deformation,

or by time-dependent creep which may occur by dislocation climb-and-glide or by stress-

driven mass diffusion, or by cracking of the film.

2.1 PLASTIC DEFORMATION ALONG THE INTERFACE

We assume that the film is elastic-plastic, and that far from the free edges it is in a

uniform state of stress corresponding to a differential thermal mismatch between the film and the

substrate. We are primarily concerned with the case when far from the free edges the stress is

in the elastic region, whereas the stress concentration near the free edges leads to a concentrated

zone of intense plastic deformation.

The film material is modeled as elastic-plastic, with the constitutive law in simple shear

__ ifi < IT

E12 if>I d (2.1)

where to is the yield stress in simple shear, and o=r02G is the yield strain in simple shear, G

being the shear modulus. the hardening exponent n ranges from 1 (for linear elastic material) to

(for elastic, perfectly plastic material).

For multiaxial states of stress, the strain Eij is given by
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= + + (2.2)

where the elastic strain e e is related to the stress aij via the usual linear elastic constitutive

response, the plastic strain jP is related to the deviatoric stress tensor s i=oi --kkSi/3 by J2

deformation theory thus

EP = f Sij , f EO2 (2.3)
Ij 2G

where the equivalent shear strain is defined via the strain deviator

S 2 eii - eij - kkij (2.4)
2 '.3-i 3 l

Under these circumstances, the equivalent shear stress T a (sij sij /2)2 is also related to the

equivalent shear strain Z by eqn (2.1).

The last term in eqn (2.2) is the misfit strain, which consists of only a volumetric

component

IT- ET i (2.5)

Thus, thermal mismatch strain can be represented by ET, which can also represent misfit strain

due to the film deposition process.

The non-dimensional loading parameter was taken to be the ratio of misfit to yield

strain,

O =(2.6)
CO
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The far-field film material will first become plastic when 0=0.93 for a Poisson ratio of 0.3.

The details of the calculations can be found in Appendices 2 and 3. The main results are

as follows for the case of a film bonded to a stiff substrate:

For 0<0.93, the plastic deformation is localized near the free edge. The plastic zone is

localized within a thin strip near the free edge and along the film/substrate interface. The length

D and height H of the plastic zone are not very sensitive to the hardening exponent n, but

depend strongly on the loading parameter 0. Thus, linear elastic stress distributions may be

used to approximate the extent of the plastic zone. When 0=0.93 the plastic zone extends

through the whole film. This continuum estimate of the extent of plastic deformation agrees

quantitatively with the fact that interfacial dislocations relieve the high stresses near the free edge

by propagating along the film/substrate interface.

The stress concentration in thick films (where the areal extent of the film is comparable

to the film thickness, thus modeling the island mode of film growth) is lower than in thin films.

The difference in stresses between thick and thin films is largest for linear elastic materials, and

it diminishes considerably as the amount of hardening diminishes.

It was found that even for small amounts of hardening the stresses along the film

interface near the film's free edge can considerably exceed the yield stress of the material. For

example, for n=30, within a distance of 10% of the film thickness, the shear stress along the

interface is comparable to the yield stress whereas the peeling normal stress may be several

times higher than the yield stress.

The calculated stresses can be also used for the case of film growth where stress

relaxation along the interface occurs during film growth rather than post-processing. The

observation that allows this extension is that the yield stress To of thin films is a diminishing

function of the film thickness. Thus, plastic deformation is suppressed in very thin films which

are expected to fail in a brittle manner. As growth continues, plasticity is enhanced and the

loading parameter is thus an increasing function of the film thickness.
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2.2 DIFFUSIONAL CREEP DURING FILM GROWTH

The structure of deposited films depends on parameters such as incident flux, film atom

adsorption, density of surface nucleation sites, and adatom surface mobility. The resulting

microstructure consists of small grains, which are often columnar and extend through the film

thickness (Thornton, 1974, 1977; Movchan and Demchishin, 1969; Messier, 1986). The small

grain size of thin films implies that inelastic stress relaxation mechanisms which are observed in

bulk materials at high temperatures may be actually operative in thin films at lower temperatures.

Thus, stress-driven diffusional flow in films is enhanced.

To examine the effect of microstructure and growth parameters on diffusional flow

during the growth of a thin film, we first observe that the total strain vanishes for a thin film

deposited onto a thick substrate due to the geometrical constraint of the substrate. Thus,

Ce + ET + Ccl = 0 (2.7)

where the first term is the elastic strain related to the biaxial film stress a by ee-(l-v)o/E via

the film Poisson ratio v and Young's modulus E, the second term CT is the misfit strain which

creates the stress in the film and is assumed to be independent of the film thickness, and the

third term is the creep strain which may be due to grain-boundary diffusion (or, Coble creep,

dominating at lower temperatures and higher grain sizes) or bulk diffusion (Nabarro-Herrimg

creep, dominating at higher temperatures).

For a point in the film at a fixed distance x2 above the film/substrate interface no creep

relaxation can occur if the film thickness h is less than x2. Thus, points near the interface have

undergone larger amounts of relaxation as compared to points closer to the growing film surface

for two reasons: Points near the interface are exposed to diffusional flow for longer periods of

time, and they have experienced creep at lower grain size. The total creep strain is thus found

by
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ECp =X I E dt (2.8)

The creep strain rate is given by

Bs (Db ) . grain-boundary diffusion

h2 d (O

Ecp = Bs DV _ bulk diffusion (2.9)
h d Go

where h is the film thickness, d is the width of the columnar grains, and Q is the atomic

volume. The current film thickness h0 increases in proportion to the film growth rate p0 , so that

h0-p 0 t. The constants Bs and B, are approximately equal to 10, and Db (units of m3/s), DV

(units of m2/s) are the temperature-dependent diffusivities for grain-boundary and bulk

diffusion, respectively.

Eqn (2.7) leads to a differential equation for the rate at which the stress a in the film

evolves with time. The details of the calculation can be found in Appendix 4. The main result is

that the elastic and misfit strains are of the same order of magnitude, and that the creep strain

rate via grain-boundary diffusion is proportional to the non--dimensional number N defined by

N _ E B, (D, 8) fi  B, (Db 8) (2.10)Go hodpo ho -o dpo

where I is a length scale which depends on material properties and on the growth parameters d

and Po" When N>I (or, equivalently, the film thickness h0 is less than the length scale 2) the

effect of grain boundary diffusion is important in relaxing the stresses induced by the misfit

strain eT.
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To estimate the length scale 2, typical values were used for the film growth rate P0
(from 0.1 to 10 nm/s) and the grain width d (from 20 to 500 nm). Using these typical values,

the range of the length scale Q (from Qrin to 'max) was found so that grain-boundary

relaxation becomes important when the film thickness is less than l. The results for many FCC
and HCP metallic films are summarized in Appendix 4. As an example, for Ni films grown at
500 'K, the range for 2 is from 2 nm to 5 gm. Clearly, therefore, the growth parameters can be
chosen so as to minimize or maximize the effect of creep strain rate for a given film thickness in

the micron or submicron range.

Another consequence of this analysis is that grain-boundary diffusion is most important
for thin films, or in the early stages of film growth when the film thickness is low. As a result,
the stress in the film is low near the film/substrate interface and high near the film's free
surface, so that the average stress in the film (which is often measured by monitoring the radius
of curvature of the supporting substrate) is a diminishing function of the film thickness.
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2.3 CRACKING OF THIN FILMS

Recent experiments have shown that the mechanical strength of nominally brittle

components can be greatly enhanced by thin films which are in a state of residual compression.

Several such experiments have been summarized in Appendices 5 and 6 where references can

also be found.

The films need not be distinct from the substrate itself. As an alternative example, ion-

exchange in glass components can be used to significantly improve the strength of glass. For

example, three different fracture experiments had been conducted at the University of Rochester

on phosphate glasses whose mechanical strength was improved by ion-exchange. The first

geometry involved small disks (diameter of 20 mn, thickness of 3 mm), and the second

geometry was that of squat cylinders (diameter 6.4 mm, height 6.4 mm). These two geometries

were tested in thermal shock tests, and a finite element analysis was performed in ordei to

correlate the temperature drop at fracture to the magnitude of the resulting thermal stresses. For

the unstrengthened specimens, the fracture strength was thus estimated to be about 25 MPa,

whereas for the strengthened specimens it was about 135 MPa.

The third geometry was that of rectangular slabs (8X15X160 mm 3) which were

thermally pumped to failure. Appendix 5 contains the details of the stress calculations. A finite

element analysis again correlated the thermal power input to the resulting thermal stresses under

steady-state thermal pumping. It was found that the unstrengthened specimens had a fracture

strength of 19-23 MPa, whereas after ion--exchange the strength was improved to about 110

MPa. The conclusion from such tests was that ion--exchange can greatly improve the apparent

fracture toughness of brittle glass by imparting an average compressive surface stress of

approximately 90-110 MPa for phosphate glass. The value of the average compressive stress

was correlated to the amount of the average dilation (due to the ion-exchange) which was found

to be about 0.0034. Independent measurements of the ion concentration at the surface of the

glass and of the thickness of the ion--exchange layer (50-60 im) were in good agreement with

the analytical predictions.

The idea of strengthening was further examined by examining the shielding imparted to a
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surface crack by two individual nearby spots which undergo a volume expansion (Appendix 6).

The expanding spots were further arranged in the form of a film perpen&cular to the crack

plane. It was found that the location of the film with respect to the crack front is an important

parameter in determining the shielding due to the film. When the film is ahead of the crack

front, it does not provide any shielding; It is only when the crack front traverses the film that a

shielding is induced. This clearly shows that only the part of the film that is already cracked

contributes to shielding.

This idea was expanded to include crack growth resistance curves by plotting the amount

of crack tip shielding AK vs. the crack length a. It was found that for two typical film stress

distributions (either exponentially decaying from the sample's free surface, as in the case of

ion-exchange, or constant over the film thickness, as in the case of physically distinct films)

AK reaches a maximum when the crack length is equal to the length scale characterizing the film

stress distribution, and slowly decays for greater crack sizes. Thus, the maximum shielding

effect is imparted when the crack reaches the interface of the film and the substrate.
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3. THERMOMECHANICS OF THIN FILMS

In the work described above, it has been assumed that the mechanical properties of thin

films are independent of temperature, and that there is no coupling between the thermal and

mechanical response of the thin film. However, there are many technological applications where

there is a very strong interplay between the thermal and the mechanical properties of the film, so

that it is more convenient to think of the thermomechanical properties.

Three primary examples of technological areas where the thermomechanical properties of

thin films are of paramount importance are microelectronic circuits (Maldonado, 1990),

magneto-optical recording devices (Bartholomeusz, 1989; Evans and Nkansah, 1988; Halley

and Midwinter, 1987; Koyanagi et al., 1989), and laser damige in optical films and multilayers

(Guenther and McIver, 1988; Lange et al., 1984, 1985; Lowdermilk and Milam, 1981; Walker

et al., 1981a, 1981b).

In microelectronic design, the removal of he generated heat due to the power consumed

is controlled by the thermal properties of the electronic package which often involve a variety of

thin films.

In magneto-optical recording the write process is achieved by the localized heating of

the recording medium by a laser beam. The size and spacing of the written bits, and thus the

density of information that may be stored, is controlled by the thermal conductivity of the

recording medium.

In laser damage of optical films, which is due to the localized absorption of the incident

radiation by submicron inhomogeneities embedded within the otherwise non-absorbing film, the

damage resistance (the areal energy density at failure, defined as the level of energy at which the

inhomogeneity melts) is directly related to the thermal conductivity of the thin film within which

the absorbing inclusion is embedded. The energy density at damage for inhomogeneities

embedded in infinite matrices (Hopper and Uhlmann, 1970; Lange et al. 1984, 1985) has been

found from the work of Goldenberg and Tranter (1952) as
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Et ~T, p c k tP (3.1)

where Tc is the melting point of the inclusion, p, c, k are the density, specific heat, and thermal

conductivity of the host material, and t is the laser pulse duration.

Other references of technological interest where the thin film thermal conductivity is

important can be found in Appendices 7, 8, and 9.

In this part of the reported work, we describe the experimental technique which was

used for the measurement of the thermal conductivity of thin films (Lambropoulos et al., 1989),

and the implications of such measurements for laser damage.
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3.1 THERMAL CONDUCTIVITY OF THIN FILMS

The analysis and measurement of the thermal conductivity of thin dielectric films for

optical applications was motivated from the Laboratory for Laser Energetics at the University of

Rochester. The measurement is done by using the thermal comparator technique, whereby a

heated tip (typically 20 IC above ambient) is brought into contact with the free surface of a thin

film deposited onto a substrate. The resulting temperature drop of the tip is directly related to

the combined thermal conductivity kapp of the film/substrate assembly which involves

contributions from the film itself (thermal conductivity kF), the film/substrate interface (thermal

resistance Rim) and the substrate (thermal conductivity ksub). The measurement and the analysis

required to extract the thermal conductivity kF of the film from the measured kapp is described

in great detail in Appendix 7 for isotropic films in which the in-plane and out-of-plane thermal

conductivities are equal.

Since the original publication of the work in 1989 many other thin films have been

examined, including oxides, nitrides, fluorides, amorphous metals, and superconductors Shaw-

Klein et al., 1991; Shaw-Klein, 1992). The main result has been that the thermal conductivity

of thin films may be up to two orders of magnitude lower than the conductivity of the

corresponding bulk solid. Table 1 shows the ranking of the film thermal conductivity with

respect to bulk solids, and Table 2 summarizes the results of the measurement of the thin film

thermal conductivity. Further results can be found in Appendix 7.

-J
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TABLE 1: Thermal conductivity of selected bulk and film materials

Materials k(W/m-K)

Diamond (I and HI) 1200-2300

Cu (polycrystalline) 200-500

Si (single crystal) 150

AM2 03 (single crystal) 35

A120 3 (sintered) 20

Many oxides and fluorides,

bulk solids 1.0 to 10

Oxide and fluoride films,

nominally I p~m thick 0.05 to 1.0

Air 0.025
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TABLE 2: Measured thermal conductivity of various thin films

Film Microstructure Thickness kF kbulk
(pm) (W/ m-K) (W/ m-K)

SiO2  Amorphous 0.50-2.0 0.4-1.1 1.2-10.7

TiO 2  - 0.50-2.0 0.5-0.6 7.4-10.4

ZrO2  - 0.15-0.47 0.04

A' 20 3  - 0.17-0.46 0.72 20-46

MgF 2  - 0.21-0.58 0.58 15-30

AIN Dense, <0.15 0.5 70-180

polycrystalline 0.25-1.0 16

Tb-Fe compound dense, amorphous 0.25-1.0 5.3 (11) 30-40

7.0 (1)

Tb-Fe compound columnar, 0.25-1.0 0.3 (11)

amorphous 4.3 (l)

YBa 2 Cu3O7  crystalline 0.25-1.0 0.1-0.2 8-10

Notice that (11) denotes the conductivity parallel to the film, and (/) perpendicular to the film.
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3.2 FILM THERMAL ANISOTROPY

AND INTERFACIAL THERMAL RESISTANCE

An interesting feature of the thermal conductivity of thin films is that it is often

anisotropic, so that the conductivity in the plane of the film k1l is different from the thermal

conductivity perpendicular to the plane of the film kl. This anisotropy may be due to the

anisotropic crystallography of the film itself, or due to the film microstructure that develops

during deposition. For example, Shaw-Klein (1992) has recently measured the thermal

conductivity of superconducting Y1Ba2Cu30-_8 films. It was found that both kil and k 1 were

considerably lower than the corresponding bulk single crystal values, and that a significant

anisotropy existed in the thin films with kl,1 4r kll.

Shaw-Klein (1992) has also measured the thermal conductivity of amorphous films of

rare-earth transition metals used in magneto-optic recording. The film thickness was in the

range 0.25-1 .m, and the substrate was fused silica. When the films were deposited at low

pressures, SEM analysis showed that the film microstructure did not exhibit any significant

anisotropy, and measurement of the in-plane (kil) and out-of-plane (k_L) thermal conductivities

showed that the film was approximately isotropic with k1l / k 1_=0.7. At higher deposition

pressures, the films exhibited the characteristic columnar microstructure, and a significant

anisotropy in the thermal conductivity developed, with k1l / k , approximately equal to 0.07.

In the work of Shaw-Klein et al. the in-plane thermal conductivity was determined by

measuring the electrical in-plane resistivity and converting to electronic thermal conductivity via

,the Wiedemann-Franz law. The phonon contribution to the thermal conductivity was estimated

and added to the electronic contribution to yield k1l. The thermal conductivity normal to the plane

,of the film k.1 was measured with the thermal comparator method. It is thus clear that,

*depending on the film material, anisotropy, and microstructure, the film's thermal anisotropy

rnay be such that kII / k lI or kII / kzll.

Another interesting feature of film thermal conductivity is that a considerable amount of
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interfacial thermal resistance may develop between the film and the substrate (Cahill et al. 1989;

Swartz, 1987; Swartz and Pohl, 1987, 1989). The existence of an interfacial thermal resistance

implies that the temperature is not continuous across the film/substrate interface, and that the

amount of temperature discontinuity is linearly related to the power flux per unit area through

the interfacial thermal resistance. For example, the measurements of Lambropoulos et al.

(Appendix 7) on a wide variety of oxide and fluoride films with thickness in the submicron

range may be as large as 3 mm2 K/W when deposited on single crystal Si or sapphire

substrates.

More recently, Kuo (ongoing work at the University of Rochester, 1991-92,

unpublished) has measured the interfacial thermal resistance between thin films of amorphous Si

(with thickness from 0.25 to 1.8 Rtm) deposited on single crystal Si substrates. Kuo's technique

did not involve any contact with the film's free surface, but relied on the local swelling in the

surface of the film when a laser beam of known power illuminated the surface. Kuo found that

when the Si films were deposited on the as-received Si substrates, the interfacial thermal

resistance was approximately 0.6 mm2 K/W. When the Si substrate was cleaned with an ion

beam before film deposition, the interfacial thermal resistance dropped to about 0.2 mm2 K/W.

For comparative purposes, we mention that the thermal resistance of a 1-gim thick layer of

Si0 2 (with :hermal conductivity of 10 W m- K - ) would be 0.1 mm 2 K/W. It is thus clear that

the interfacial thermal resistance between a film and a substrate may be considerable. There are

cases, however, when the interfacial thermal resistance is much lower. For example, the

analysis of the data for the rare-earth transition- metal amorphous films studied by Shaw-Klein

(1992) showed that the interfacial thermal resistance was several orders of magnitude lower than

the values quoted above.

This section of the report discusses the effective thermal conductivity due to an

anisotropic film which is bonded to a substrate via an imperfect interface which is characterized

by its interfacial thermal resistance. The effective thermal conductivity due to the film and the

substrate is determined for a wide range of ratios of (1) film to substrate thermal conductivity,

(2) film thickness to heat flow radius, (3) interfacial to substrate thermal resistance, and (4) film

thermal anisotropy. For the limiting case of small interfacial thermal resistance, analytical

expressions are derived for the dependence of the effective thermal conductivity on these ratios.
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It is also shown that for arbitrary amounts of thermal anisotropy in the film, an equivalent

thermally isotropic film can be deduced with an equivalent thickness depending on the degree of

anisotropy and the actual film thickness, and an equivalent thermally isotropic conductivity

which is the geometric mean of the in-plane and out-of plane film thermal conductivities.
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3.2.1 TEMPERATURE DISTRIBUTION

Consider a film of thickness t bonded to a semi-infinite substrate as shown in Fig. 1.

The film is thermally anisotropic, with thermal conductivity kl normal to the film-substrate

interface, and thermal conductivity k1l parallel to the interface. The substrate has the isotropic

thermal conductivity k2. Under steady-state conditions, the temperature Tl (r, z) in the film

satisfies

(k2TI + 1- T1 +k -0, 0!5r--, OTz:t (3.2 a)r -  _Z2

whereas in the substrate the temperature T2 (r, z) satisfies
2T +1 T + a2T2) 0

k 2 r L 0 0!5r5-<, t<-z (3.2b)

where (r, z) are cylindrical coordinates, with z=0 at the film's free surface. The boundary

conditions along the film-substrate interface are

k T Tk2  Vr, z = t
0z -T2 (3.3)

k2  i T 2 = 0  Vr, z=ta2"z R Rin

where the first of (3.3) expresses the continuity of power flux, and the second approximates the

temperature discontinuity at the interface which is proportional to the interfacial thermal

resistance Rint. Notice that if Rint=O, then the temperature is continuous at the interface. If

Rint-- then the interface is thermally insulated. In the case of the isotropic film and in the

absence of any interfacial thermal resistance, the surface temperature distribution has been

calculated by Dryden (1983).

No attempt will be made to predict the value of the interfacial resistance Rint For a first

principles calculation of Rint and its dependence on temperature, especially at low temperatures

(typically less than 100-200 K), the reader is referred to the work of Cahill et al. (1989), and
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Swartz and Pohl (1987, 1989). In the sequel Rint will be treated as a phenomenological

parameter describing the film/substrate interface. However, interfacial microstructural effects on

Rint will be discussed later on in this report.

At the free surface of the film (z=0) it is assumed that there is a prescribed power flux

so that
Tl f q(r), O<r<a z=0 (3.4)
az 0 , a<r

The radius a over which heat flow occurs is called the thermal contact radius. It is also assumed

that T 1 , T 2 -> 0 as (r2+z2)1/2 ---.. .

The problem is solved by using Hankel transforms of order zero. The transforms of the

temperature distributions T1 and T2 are then given by

TI(., z) = A(X) exp(4.z) + B(.) exp(-X.3z)
(3.5)

T2(., z) = C(X) exp(-Xz)

where the relative thermal anisotropy f3 is defined as

G = 1 /k (3.6)

In particular, if the power flux distribution q(r) of eqn (3.4) is

q(r)=-- Q (3.7)2,x a4'a2 - r2

so that the total power flowing through the area a2 at z=O is Q, then the constants A, B, C of

eqn (3.5) are found by imposing the boundary conditions of eqn (3.3) and (3.4). They are

given by
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A~k)exp(2X~tI -k2 L1 (1 + X k2 Rit)
A(X) + ]

B(X) = k Ik (1 + ) k2 Rin) (3.8)

CO k" -Lexp(-)(Vl)t)2)k 2

Q sin (al)
2 Gl / k± ;La 2

1+ exp(-2X3t) + Tk1 kJ (1-exp(-2XI.t)) ( 1 + X k2 Rim)k2

The temperature in the film is now found by inverting the Hankel transform, so that

Ti(r, z) = f TI((X. z) JO(Xr) . dX (3.9)

J0 being the Bessel function of the first kind and of order zero.

The analytical treatment of heat flow, from a circular region of radius a on the surface of

a semi-infinite half-space of uniform conductivity k, can be found in Carslaw and Jaeger

(1959), where the thermal constriction is defined as the ratio of temperature increase to the

power flowing through a spot of size a (see also Dryden, 1983). We define the thermal

resistance R in a slightly different manner, as

R = AT (3.10)Q/A

where AT is the average change in temperature ove," the area A--na 2 of the circle of radius a as

compared to the temperature of the half-space far from the heated spot, and Q is the net power

passing through A. The thermal resistance can be calculated if the distribution of power flux

q(r) (power per unit area) is known over 0<r<a. For the specific power flux q(r) given by eqn
(3.7), which also makes the circle of radius a isothermal, the thermal resistance for the
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homogeneous half-space is

R=K a (3.11)

4k

For the case of the anisotropic film bonded to the substrate via the imperfect interface

characterized by Rint, the thermal resistance is calculated by first finding the average temperature

over the circle of radius a at the film's free surface which is not isothermal anymore. Thus,

Tave= 1  T (r, z=O) 2 7c r dr (3.12)7ta2  0

with the temperature T1 in the film given by eqn (3.9). The thermal resistance is then calculated

via

R Tare (3.13)
Q / (ic a2)

Using eqns (3.8) and (3.9), the thermal resistance is thus found as

a = f1,(,) sin
Ro a2 04, fkII -L/k2, 0 t/a, p) d4

(3.14)

, ), H, _ 1exp(-2tH) + K (1+ exp(-2-l)) (I + p)
1+ exp(-2--) + Ki (1-exp(-2tH)) (1 + 4 p)

where we have denoted the non-dimensional interfacial thermal resistance p by

Rmt k2  (3.15)
P a

On the other hand, if the half-space were homogeneous with an apparent thermal
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conductivity kapp, the thermal resistance would be given by

R=L -- (3.16)
4 kapp

Equating (3.14) and (3.16) we thus find the apparent thermal conductivity kapp as

1 _4 I f J()sin G(4,fk11 k. /jk2, 0 t/a, p) dt (3.17)
kapp ft

Eqn (3.17) clearly shows that the original anisotropic film of thickness t and thermal

conductivity kL normal to the film-substrate interface, and thermal conductivity k1l parallel to

the interface, is equivalent to an isotropic film with equivalent thickness teq and equivalent

thermal conductivity keq given by

teq t ki t keq= k-11 k± (3.18)

Thus, the apparent thermal conductivity is given by

k2 =4 1 (- J1(4)sin4 G(4, K, H, p) dt
kapp 2 " -

K - - -______(3.19)= " "- 2 La - a " - -

with the function G given by eqn. (3.14).

It is the apparent thermal conductivity kapp that the thermal comparator directly

measures. Eqn (3.19) shows that the measured kapp depends on the film's thermal properties

and thickness, on the substrate thermal conductivity k2 , on the non-dimensional interfacial
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thermal resistance p, and on the heat flow radius a. The substrate thermal properties, the film

thickness t, and the heat flow radius a can be independently measured or estimated, so that eqn

(3.19) essentially relates the film thermal conductivity keq to the measured kapp and to the

interfacial thermal resistance p which characterizes the microstructure of the film/substrate

interface.

The integral in eqn. (3.19) was computed numerically by using version 1.2 of

Mathematica. The results are shown in Figs 2A-E. In these figures, the horizontal axis is the

reduced equivalent film thickness teq/a, with teq related to the actual film thickness t via eqn

(3.19), and the vertical axis is the inverse of the apparent thermal conductivity of the film

measured with respect to the conductivity k2 of the substrate. It is clear from these figures that

the ratio k2/kapp is a strong function of the film thickness t, of the anisotropy kl / k±, and of

the non-dimensional interfacial thermal resistance p. The limiting cases of thin or thick films,

and of small or large p will be discussed in the next section, since in these cases the integral of

eqn (3.19) can be further simplified.

Figs 2A-E clearly show that as teq/a --+-, then kapp---kq = (kill / kL)1/2. This

observation suggests the possibility of measuring a compound thermal conductivity for bulk
crystals with orthotropic symmetry. Such examples include Y1Ba2 Cu30 7 _8 bulk

superconducting ceramics or crystals of hexagonal symmetry (such as graphite, Zn, or Cd)
oriented so that the z axis of Fig. I is parallel to the crystal's c-axis, and fiber-reinforced

solids with the fibers pointing along the z axis. In these cases, or for very thick coatings, it is

seen that both the parallel (k1 ) and perpendicular (kl) components of thermal conductivity

contribute to the resulting heat flow patterns and to the measured apparent thermal conductivity

kapp . It is also clear that the effect of the non-dimensional interfacial thermal resistance p is

very small when t >>a, implying that thick coatings, as expected, are not sensitive to the

presence of the interface.

For thin films (say, tq/a0.1), on the other hand, it is clear that the apparent thermal

conductivity kapp is a strong function of the interfacial thermal resistance p. For very thin films

(teq/a!O.01), k2/kapp depends weakly on keq/k 2 for insulating films (keq/k 2 !O.1) and

depends mainly on the non-dimensional thermal resistance p. Also for insulating films, and for
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small values of p (say, p:5l), kapp is near the substrate k2 and the presence of the film leads to

a perturbation from k2 . In this case, k2/kapp depends weakly on p and changes by not more

than a factor of 2 for all film thicknesses as p changes from 0 to 1. However, for large values

of p, k2/kapp is approximately equal to p, or kapp=a/Rin t, so that the measured apparent

conductivity kapp is dominated by the presence of the interface.

As discussed in the introduction (see also Table 2), thin films are insulating so that Figs

2A and 2B are applicable to such thin films deposited on relatively conducting substrates (for

example, at room temperature Si with k2=150 W/m-K, sapphire with k2 =35 W/m-K, or MgO

with k2=35 W/m-K). For more insulating substrates (for example fused SiO2 with k2 =1.4

W/m-K at room temperature) Fig. 2C is applicable.

Figs 2A and 2B also show that for insulating films (keq/k2 <0.1) a value of the
interfacial thermal resistance exists which makes the measured kapp essentially insensitive to the

film thickness for teq/a>0.001. For example, for keq/k 2=0.01 the value p=100 makes kapp

change from the film's keq by less than 20% for this range of film thicknesses. For

keq/k2=0.1 the special value of p is about p=10. This value also makes kapp stay to within

20% of keq. Clearly, the value of p which makes kapp independent of teq/a is approximately

equal to k2/keq for insulating films, or, equivalently Rint=a/keq. Thus, by choosing

Rint~a/keq, the apparent thermal conductivity kapp can be made approximately equal to the

film's keq for any film thickness and any value of the substrate conductivity k2 as long as the

substrate is more conducting than the film (which is the usual case, as Table 2 indicates).
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FIGURE 1: The geometry of an anisotropic thin film
(thermal conductivity k 1 1 parallel to film and kk

perpendicular to film). Equivalently, the film is

thermally isotropic with thermal conductivity keq

and thickness t eq The heat flux is specified by

the function f(r), and a is the heat flow radius.
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3.2.2 LIMITING CASES

(A) Small interfacial thermal resistance, thin film

The function G( , K, H, p) of eqn (3.19) is expanded in series about p--O, and the first

two terms are kept. For thin coatings (H--teq/a<<l) the result is

k2 1 + 4 H 1-C2 + 2 TIi3/2 f I_(K) + H5/2)
kapp nIK 3 n3 (3.20)

+ P A-4 V7 H1/2 f' 1 9c + 2 ff H3  f2() + OH,)
7EK 2-1 IC2-1

where the functions f (K) and f2 (ic) of -keq/k 2 -(k / k_4 )1/2 are shown in Fig. 3. It is seen

that for an insulating film with respect to the substrate (K51) these functions have a small value,

but they attain much larger values when the film is more conducting than the substrate.

Eqn (3.20) clearly shows that in this limiting case of thin films with small interfacial

resistance the effect of the film and of the film/substrate interface is to perturb the measured

thermal conductivity kapp from the substrate thermal conductivity k2 . For isotropic films, the

term proportional to H on the RHS of eqn (3.20) is in agreement with the results of Dryden

who did not directly calculate kap p but the total thermal resistance due to a thin film bonded to a

substrate via a perfect interface.
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(B) Small interfacial thermal resistance, thick film

When H-+-o, kap is more conveniently measured with respect to the film thermal

conductivity ke (kii / k1)/.Te euti

fk11 kJ- = I + 2 nX± f3 (i) + O(H-4)
kapp R H2  2 24iR1H3  (3.21)

+__ 2l.. 1KIKI f3 (c) + O(H-4)

where the function f3(c) is shown in Fig. 3.

x

0.001 0 0 0. 0 1

0.01 0.1 f1 an 10reuie

for thin films.
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3.3 MICROSTRUCTURAL EFFECTS

IN FILM THERMAL CONDUCTIVITY

To understand the basic physical mechanisms that diminish the thermal conductivity of

iin films as compared to the bulk, we have considered continuum effects (such as porosity,

.see, for example, Brailsford and Major, 1964; Budiansky, 1970; Torquato, 1991; or interfacial

ffiermal resistance among grains) and quasi-particle effects involving phonon scattering

(Klemens, 1955, 1958, 1969; Reissland, 1973). In thin films phonons can be scattered by other

1rhonons lJ(mklapp processes), or by microstructural inhomogeneities such as dislocations,

smacking faults, chemical inhomogeneities or boundaries such as the film/substrate interface. An

initial analysis of such effects is presented in Appendix 9, where AIN has been used as a

nrpresentative material.

The main conclusion is that all these microstructural features lead to reduced film thermal

onductivity. However, the same mechanisms will lead to similar reductions in bulk materials

dcharacterized by the same microstructure as the thin films. The only mechanism that leads to a

cependence on the film thickness of the film thermal conductivity is scattering from the film free

surface or the film/substrate mechanism. This dependence is analyzed below.

The Debye theory of specific heat (Reissland, 1973) can be used to derive an expression

for the thermal conductivity k0 of a material in which the primary mode of heat transfer is via

phonons. The result is

kh dxT(x) x 2 f(x)
2 x2 v 0h/ 27t r

(3.22)

-- X2 ex xabcoL2x
(ex - 1) 2  kgT

wthere kB is Boltzmann's constant, v is the velocity of sound in the material, h is Plank's

constant, T is the absolute temperature, OD is the Debye temperature, ,r is the relaxation time I

!1



-39-

(related to the phonon mean free path 2. by -=./v), and (o is the phonon frequency.

For a perfect crystal of infinite extent the main scattering of phonons is due to Umklapp

processes (U-processes), so that

exp( 0D / T) 1 L
Ax 2 T" x2 v

(3.23)

L =Lexp(P/
) ) 4OD

e -T

L0 , n, and P are material constants which can be extracted from the dependence on

temperature of the thermal conductivity of the bulk single crystal. Table 3 summarizes data for

several different classes of solids such as single elements, oxides, nitrides and arsenides. The

corresponding dependence of the length scale L on temperature T (normalized with respect to

the Debye temperature 0D ) is shown in Fig. 4. It is important to note that L (which is

independent of the phonon frequency co or x) is not the phonon mean free path. Also note that

the length scale L is temperature dependent.

Thin deposited films have a characteristic microstructure consisting of grains (grain size

D) in addition to the film thickness H. In this case, the total scattering time ' is found by

adding the scattering rates due to the Umklapp processes, the grain structure of the film, and the

film thickness, so that

_ 1+ v + (3.24)

xu H D

In this way, the ratio of the thin film to the single crystal bulk conductivity is found to be
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fO/dx X2 f(x)

kD/T 
(3.25)

J dx f(x)

Fig. 5 shows the dependence of k/k 0 (k0 being the thermal conductivity of the infinite

perfect crystal where only Umklapp processes contribute to phonon scattering) on the non-

dimensional film thickness H/L for various values of the microstructural variable D/L at several

different nondimensional temperatures T/OD. At small film thickness, the film thermal

conductivity is dominated by the effect of the film thickness. At large film thickness, the film

conductivity becomes independent of the thickness and depends only on the microstructural

variable.

It is clear, therefore, that the film thickness is to be compared to the important length

scale L. This implies that a film which is thermally thin at a low temperature (compared to the

Debye temperature 0 D) is not necessarily so at a higher temperature.

!
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TABLE 3: Material constants for the calculation of the dependence on temperature of

the thermal conductivity of single bulk crystals. RT denotes room temperature of 300 *K. These

constants have been calculated from the experimental k(T) which was found in the following
references.

For Si, Ge: C.J. Glassbrenner and G.A. Slack, Phys. Rev. 134, A1058, 1964.

For diamond: D.T. Morelli, C.P. Beetz, and T.A. Perry, J. Appl. Phys. 64, 3063, 1988; see

also T.R. Anthony, J.L. Fleischer, J.R. Olson, and D.G. Cahill, ibid. 69, 8122, 1991.
For GaAs: F. Szmulowicz, F.A. Madarasz, P.G. Klemens, and J. Diller, J. Appl. Phys. 66,
252, 1989.

For AIN: R.B. Dinwiddie and D.G. Onn, Mat. Res. Soc. Symp. Proc. Vol. 167, 241, 1990.
For MgO: C.L. Tsai, A.R. Moodenbaugh, H. Weinstock, and Y. Chen, Thermal Conductivity,

vol. 16, 139, ed. D.C. Larsen, Plenum Press, 1983.

For BeO: G.A. Slack and S.B. Austerman, J. Appl. Phys. 42, 4713, 1971.

For A120 3 : B. Schulz, 1. Nucl. Mater. 155-157, 348, 1988.

Material v OD n A L0  L(RT)

(m/s) (K) (1/s-Kn) (nm) (nm)

Si 6,400 674 3 0.29 6,050 3.5 77

Ge 3,940 395 3 0.20 10,980 5.8 17

C(dia) 13,200 2,230 4 0.121 1.31 0.41 3,100

GaAs 3,860 370 3 0.33 16,600 4.6 13

AIN 5,000 950 4 0.17 10 0.61 105

MgO 7,000 945 3 0.5 24,600 0.34 51

BeO 8,900 1,280 4 0.1125 3.5 0.95 510

A12C3 8,900 1,000 3 0.16 21,400 0.42 26

i. . . -,, mm, ,m m m
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FIGURE 4: The dependence of the length scale L

On tenPerature for various classes of solids.
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3.4 LASER DAMAGE IN THIN FILMS

3.4.1 IMPLICATIONS OF LOW FILM THERMAL

CONDUCTIVITY

The resistance to laser damage in optical thin films is an important consideration towards

the development of powerful solid-state lasers. Appendices 8 and 9 summarize experimental

data, and the damage mechanisms (avalanche ionization, multiphoton absorption, and impurity-

initiated damage; see Walker et al. 1981a, 1981b).

According to the impurity model, whose predictions for the laser damage of bulk solids

is eqn (3.1), an absorbing inclusion within a non-absorbing infinite matrix is heated due to the

absorption of the incident radiation. The high temperature within the inclusion leads to failure

when the temperature reaches some critical value. Further details and references can be found in

Appendix 9.

Here we consider the effect of low film thermal conductivity, film thickness, and the

proximity of the inclusion to the film's free surface, see Fig. 6. At time tQ0 the inclusion

absorbs power at the rate q per unit volume, whereas the film and the substrate do not absorb

any of the incident radiation. We used finite elements to solve the time-dependent heat

conduction equation assuming that the temperature and heat flux are continuous at all interfaces

and that the film's free surface is insulated. The governing equations are

Inclusion: kl V2"r + q = (pc)i -, r <R

Film: kF V 2 T= (pc)F- r>R, -(H-D)<z<D (3.26)

Substrate: ksV 2Ts = (c)so & , z<-(H -D)Substrat,

where z is the axial coordinate in a cylindrical system (r 1 , z) with origin in the center of the

inclusion.
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The main result of the numerical solution is that the film thermal conductivity kF plays

an important role in determining the temperature at the points A, B, and C shown in Fig. 6 (see

appendix 9). Low film thermal conductivity leads to very high temperatures after a certain time

has elapsed. For typical material parameters and laser beam duration the effect of the reduced

film conductivity is important. In effect, the reduced values of the film thermal conductivity

insulate the heated inclusion so that the temperature within and in the vicinity of the inclusion

rises significantly and it can easily reach thousands of degrees OK.

SLASER BEAM

Energy E
per unit area;

Duration t

point A film free surface

AGt film k F

point C film/substrate interface

substrate k S

FIGURE 6: The geometry of a thin film (non-absorbing),

containing an absorbing inclusion and supported on a

non-absorbing substrate.
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3.4.2 NONLINEAR EFFECTS IN LASER DAMAGE

It is clear from the discussion above that the temperature in laser damage can become

very large. It is well known that the thermal conductivity of solids has a strong temperature

dependence, typically diminishing with increasing temperature as eqn (3.22) shows. It is clear

that if dk/dT<O, then a non-linear insulating effect ;s introduced in the sense that as the

temperature increases the thermal conductivity decreases which further increases the temperature.

To study this non-linear effect, we have assumed steady-state conditions so that all time

dependence can be neglected, and we have looked at the model of Goldenberg and Tranter

(1952) of the spherical absorbing inclusion of radius R (denoted by "1") embedded within the

infinite nonabsorbing matrix ("2"). We assume that the thermal conductivity varies as

Inclusion: kl(0) k°(El + -l) Matrix: k2(0)-k°(e2+- (3.27)

where 0 denotes the non-dimensional temperature with respect to room temperature 0 =T/TRT.

The material constants k1
0 and k2

0 are the thermal conductivities at room temperature, El and

c2 are the small thermal conductivities at very high temperature (0>>1) and m1 , m2 are

exponents which give the temperature dependence of the thermal conductivity. Typically, mI1 ,

m2 lie in the range 1-2. We observe that m1 , m2 = 0 corresponds to the linear case of

temperature-independent thermal properties.

The steady-state solution of the temperature distribution with 0-+1 as p--r/R-- is

calculated by assuming that the temperature and the heat flux is continuous along the inclusion-

matrix interface. The governing equations are

Inclusion: rd-[k(T)r2dr]+q=O , r<R
(3.28)

Matrix: 
=[k2(T)r2ddd] =0 , r>R

drt
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We first find the temperature 0s at the surface of the inclusion (p=l) and the temperature Oc at

the inclusion center (p=O) by

2 0 s + 1 - 2 1s-m- 3" 1-rn2

(3.29)
M1 = Lk+ Ejl 0s + e01 - M1

where g denotes the non-dimensional heating term and k is the ratio of matrix to inclusion

room temperature thermal conductivities

qR 2  ko
,= k a -(3.30)ko TRT ko1

In view of the previous discussion on the decreased thermal conductivity of the host material, k
will typically be less than unity. It is interesting to note that the temperature 0s at the surface of

the inclusion depends only on the properties of the matrix

The temperature inside the inclusion 0in(p , p l) and outside the inclusion 0out(p, p__l)

are then given by

El in + E,-1-- n -m (1 -p) + 1 +l
(3.31)

1 0 1-m2 - g 1 +2+ I--
E2 0 out + 1- 2 out 3 p I -M 2

Fig. 7 shows the temperature distribution in the vicinity of the inclusion. The linear case

mi, m2 = 0 results in low temperatures and the thermal non-linearity leads to significantly

higher temperatures.

Fig. 8 shows the dependence of the inclusion surface temperature on the non-

dimensional loading g defined by eqn (3.29). It is clear that for low values of g (g<_2) the linear

aa __lml mI n mllllll l l Im l
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analysis sufficiently predicts the surface temperature. At higher g, the non-linear dependence of

the thermal conductivity on temperature leads to a distinctly different dependence of temperature

on the absorbed power q, so that the rate at which the temperature changes with g is many

times higher than the corresponding linear case in which the temperature depends linearly on g.

Although the present discussion establishes the importance of non-linear thermal effects,

it is applicable only when steady-state has been achieved. Since steady-state is known to lead

to considerably higher temperatures than the transient solution, the reported results are to be

seen as an upper bound on the effects of non-linear dependence of the matrix thermal

conductivity on the temperature.

o 12.
10 L M2 F-1 C2 = 0.03

8--

4 I

2 0

0:.5 1 1.5 2 :25

P

FIGURE 7: The temperature distribution (steady-state

conditions) due to an absorbing inclusion embedded

in an infinite, non-absorbing matrix. The inclusion-

matrix interface is at p=1.
At ro~m t-e' at'ir , th condictivity of the matrix is

one-half that of the inclusion (k=0.5).



-49-

100--

80. - 0 1j
Os

60

M2 2 M 2 =
40 

/2

20,

51,0 1 5 9 2 0

100

Os 80M 2  2 E2 0.03

60

40M2

20-

M2 a0

5 1,0 1'5 g 20O

40 I, 2i0-10
35 in 2 = 2

os 30

25

20 n2 = =1

151

10.

5. M 2  0

5 10 15 g 20

FIGJRE 8: Steady-state temperature at the inclusion surface vs.
the non-dimensional absorbed power g. The temperature is normalized
in terms of the roon temperature (300 0K). m2 =0 corresponds to a
thermally linear material with conductivity independent of temperature.



-50-

3.5 MICROSTRUCTURAL EFFECTS ON

INTERFACIAL THERMAL RESISTANCE

In the analyses presented above, it has been assumed that there is continuity of

temperature along the film/substrate interface. Clearly, this will only be the case if no

microstructural details are present along that interface. The results of Lambropoulos et al.

(Appendix 7) on the measurement of the thermal conductivity of thin films by the thermal

comparator suggest that such an interfacial resistance may be considerable. Furthermore, section

3.2.1 of this report showed that the interfacial thermal resistance may have a large effect on the

apparent thermal conductivity of the thin film.

It is well known that due to the nucleation of the thin film, the interface has a large

amount of porosity. This porosity appears to be localized near the interface in films

characterized by the columnar microstructure discussed in Section 2.2. The presence of this

porosity implies that the film/substrate interface is not to be viewed as a single plane, but

instead as a diffuse region characterized by a distribution of voids.

To determine the effect of porosity on the interfacial thermal resistance, we have

modeled the porous interface by examining a single cylindrical tapering grain, as shown in Fig.

9a. The width of the grain is D, and the area of contact of the grain with the substrate is 2a<D.

We assume that as z--*o the temperature distribution is uniform and that it corresponds to a

constant heat flux q (power per unit area) in the (-z) direction. that there is not heat flow from

one grain to a neighboring grain, and that the film is in contact with a conducting substrate so

that the interface at z=O is kept at a constant temperature.

We denote by T0 (r, z) the temperature distribution in the absence of any porosity so that

To (r, z) = q z (3.32)
k

where k is the thermal conductivity of the grain material. On the other hand, in the presence of

interface porosity we denote the temperature by T(r, z). Fig. 9b shows numerically computed

isotherms in the absence of any porosity (2a=D), and in the presence of porosity. It is clear that
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porosity leads to higher temperatures in the vicinity of the film/substrate interface and this

implies a higher interfacial thermal resistance.

To determine the effect of the interface porosity on the interfacial thermal resistance, we

calculate the average temperature at a height z above the interface

/2 t2

T T(r, z) 2 t r dr f TO(r, z) 2 t r dr

Tare (Z) - TOave (Z) - (3.33)It D2/4 it D2 /14

and we can then determine the interfacial thermal resistance by

R Tve (z=H) - T.-Ve (z=H) = (3.34)
Rit= q 9 4~ft q k

This definition of the thermal resistance is identical with the definition used in Section 3.2.1 of

this report, see eqn (3.13). Notice that these contributions to the interfacial thermal resistance do

not include any intrinsic thermal resistance an example of which is the interfacial thermal

resistance of two different solids brought into intimate contact through a perfect interface.

To examine the effect of the microstructural porosity alone on the interfacial thermal

resistance, we define the fractional change in the interfacial thermal resistance

Rint - RP~n_ = 'i Tave (z=H) - 1 (3.35)

R9 HRint0 '

which is plotted in Fig. 10 in two different ways.

It is clear from Fig. 10 that the effect of the pore shape is not very strong, and that tall

pores (small H) give large thermal resistance than short pores. However, the effect of porosity

along the interface, i.e. the ratio a/(D/2), is very strong so that the interfacial thermal resistance

decreases by almost two orders of magnitude as a/(D/2) increases from 0.2 to 0.9.
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It is concluded, therefore, that a large contribution to interfacial thermal resistance may

be due to the interfacial pore microstructure.
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FIGURE 10: Fractional change in interfacial thermal resistance
due to the presence of interfacial porosity.
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APPENDix (1)
J. C. Laxnbropoulos and S.-M. Wan, Stresses in anisotropic thki
films bonded to stiff substrates, Electronic -Packaging Materials
Science HLI ed. R.C. Sundahi et al., Mat. Res. Soc. Symp. Proc., vol.
108, 399 (1988).
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NY 14627

Numerical techniques are used to calculate the stress concetrations
arising near the interface of a single-crystalline film which is bonded to a
stiff substrate. The film has cubic elastic symmetry, and it is characterized
by the ariwotropic constants A and H which show the deviation of the material
finm elastic isotropy. The rnral to the film-substrate interface is taken to
be along the 100, 111 or 110 directions. The inhxmgutwus stresses near the
free edge anid the uniform stresses far from the free edge are calculated, end
the affects of cubic elastic anisotropy and of film growrth direction are esta-
blished for material perameters typical of metallic and somiconducting films.

nfD1hI?

it is well known that thin film grown on substrates by various techniques
are in a state of int-rnal stress which arises as a result of the deposition

aoes (intrinsic stress) or as a result of differential thermal mismatch
between film and substrate at a temperature different than the deposition
temperature (thermal stress) [I1I. large values of the internal stress may lead
to failure by delaminstion finm the film's free edge [21, by buckling (31 or
by cracking along the interface [41.

Stresses near the vicinity of the free edge of an isotropic film were
calculated by Aleck [51, and later by Zeyfang [61 and Blech and Levi 171, who
established that close to the free edge large pealing and shear stresses deve-
lop. William. [81 showed that for an isotropic film bonded to a rigid substrate
stress singularities develop near the point where the interface waets the free
edge. Mi anid Edogan 191 calculated the stress singularity for varying stiff-
ness between film and substrata. They shwe that when the film is much stiffer
the singularity is -j for large values of the film material angle. When the
substrate is muc stiffer, the singularity is generally milder [91. Approri-
vote solutions for the stresses along the interface have been presented by
Suhir I110 1, and by Yang and Fresand [1I11, who have approxmated the variation
of the stresse through the thickness of the film.

In all works cited above, it has been assmed that the film anid substrata
ae elastically isotropic. Still, situations often arise where the filma are
not isotropic. Dcaseples are epitaxial fiblm which my have a considerable
avxmt of anisotropy 1121, and magnetic films in which the material properties
normal to ths interface differ from the properties parallel to it [131.

It is the objective of this note to establish the effect of elastic
anisotropy on the stresses near and far from the free edge in thin files of
cubic symmetry which are bonded to stiff substrates.

The geoetry of the film aid the substrate is shon inserted in Fig. 1.
flm z direction is normal to the film.-sustrate interface, anid it is assumed
that plane-strain onditions exist along the y direction. Mwe substrate is
modelled as being rigid anid rigidly bonded to the film whose constitutive
relation in the onordinete syste of the crystal is

IN a-a O VV we .,mN m.a t



where g, denote the stress and strain tensors, respectively, I is the ide-
ntity tensor, and C is the 4-th order tensor of elastic stiffness with the
usual symnetries and the non-zero entries

C1111"C2 2222"C3333"C11Cl 22'C 2233"C3311Cl2 (2)

C C1212' C2323"C 3131'C 44

7he quantity C
T 
denotes a misfit strain and it may be due to differential

thermal mismatch or due to the intrinsic stress.
It is convenient to define the anisotrapic factors A and H by [14]

A=2C4 4/(C1 1 -C 12 ) , H-2C 44-(C 1 1-C 1 2 ) (3a)

For an isotropic material A-I and H-0. An equivalent Poisscn ratio v is also
defined

v=C1 2 /(C 1 1 *C 1 2 ) (3b)

Fbr typical metals [14] and seionmductors (elemntal or III-V compounds) [15]
A lies between 1.5 and 4, and v between 0.2 and 0.45.

7he orientation of the interface normal n is taken along the 100, 111 or
110 directions. Knowledge of n allows equation (1) to be expressed in the
coordinate system of the film which is inserted in Fig.1.

7he far field uniform stresses are found by noting that far fra the
free edge

Cxx- yy-xy 0 , z-Ozx-Gzy- 0 (4)

The only no-zero stresses are, in general, 06S,VAndC1xc. For n-100 or 111
Oxx-0y and Oxy-0, whereas for n-110 0"o-Oyy*O a ry'0. The insert in Fig. 1
shows the far field Oxx for n-110 or 111 for various values of the anisotropic
parameter A. For n-100 it can be easily shown that the far field stresses do
not depend on C44 or A, but only on C1 1 and C12. Thus for arbitrary A with
n-100 the far field stresses are equal to the n-111 or 110 values with A-I.

Tb find the stresses distribution near the free edge, finite element
techniques were used employing 4-node bilinear isopuaetric elements. The
half-length of the film (parallel to the interface) was taken to be five times
the thickness of the film. The Poisson ratio was taken to be v-0.2, and A was
equal to 1 (isotropic), 2 or 4. For n-100 the plane-strain condition was en-
forced along the 010 direction; For n-110 the plane-strain ondition was along
001, and for n-111 the plane-strain condition was along 121.

Figures 1 and 2 show the stress distribution nrar the free edge and along
the interface (z-0.008h) for n111. Figures 3 and 4 show the same results for
n-100. The insert in Fig. 1 and Fig. 3 show the levels of the uniform far
field stresses Oxy for n-110 and 111. In order to clearly show the effect of
anisotropy and the effect of the interface normal n, the stresses are measured
in units such that the far field stress Oxx-1 for an isotropic material with
the seme Poisso ratio.

DISWJSSIQI

It is Gem fro Figures 1-4 that the main effect of elastic anAsotropy
is to incrase the stresses both in the vicinity of the free Oe, as well as
in the put of the film which is unifosuly stressed. Furthermore, the aetent
of the interface which is subjected to large shear stresses is to increase
onsiderably as A icreases, epecially for the came n-111 tFig. 2). Although
the peeling stress O= has diminished onsidmrably by the time x-0.1 or 0.2 h,



401

c~z 11 F?O0 WTH

z

4 h

GROWTH DIR.
2 110 111

A-4 -
A-4 2- - 4

2 -2

0 02 0.4 x/h

Figure 1: The peeling stress CI, for n=111. The
insert shows the far field uniform axL.Units are such that far field uniformqDC=1 for isotropic material (A=i).

o,,, ll GROWTHI

1.5

A-4

2
1.0

0.5 0 0044
0 0 0.4

Figure 2: The shear stress 0 for n-111. Uknits
are surh that far field uniform afor sotr)pic ,terail (A-1).

I



402

0 1 100 GROWT
z

4 Ih

GROWTH DMR
\I o InI

2 A4 -

A4 - 4
2 2- -2

0.1 0.3 X/h

Figure 3: The peeling stress Gzz for n-100. The
insert shamos the far field uniform 0 x.
Units are such that far field uniform

xx-1 for isotropic material (A-1).

rxz 100 GROWTH}

f.51

A-4
1.0.

2

0 0.2 0.4

Figure 4: The shear stress a for n=100. Units
are such that far field uniform aL,.l
for isotropic eterial (A.1).



403

the levels of the shear stress still remain close to the far field value of
the internal stress. When compared to the isotropic results (h.1), it is seen
that anisotropy does not change the qualitative features of the stress distri-

bution along the interface.
Concerning the effect of the interface orientation n on the resulting

stress distribution along the interface, the numerical results showed that
the stresses near the free edge with n-110 were within 50 or less of the
stresses with n-111 for the sa value of A. Thus, it was oncluded that the
effect of anisotropy is essentially the same when n-111 or 110. on the other
hand, when nl00 the numerical results show that the effect of A on the peeling
stress Gzz is much meller than when n-1 11 or 110; The effect of A on the shear
stress Oxz is stronger, but still weaker than the case with n-i l or 110. A
more detailed analysis of the effect of anisotropy is forthcoming.

Several assumptions had to be made in this work, such as the isotropy of
the misfit strain i, or that the substrate is rigid, or that the assumption
of plane-strain is valid (thus reducing the problem from three to two dimen-
sions), or that the film remains linearly elastic at the high levels of stress
present near the free edge, whereas plastic deformation is expected to relieve
the high stresses by a variety of deformation schanisms, such as dislocation
flow or diffusional creep depending on the level of the temperature and on the

level of the far field uniform stress (121. h careful examination of these
assumptions is currently under way.
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J. C. LAMBROPOULOS and S.-M. WAN

Depanment of Mechanical Engineering, University of Rochester, Rochester, NY 14627 (U.S.A.)

(Received June 1, 1988)

Abstract buckling and cracking along the interface

Finite element techniques are used to calculate between film and substrate [4, 5]. The film ma-

the stress concentrations near the free edge and terials are used in a wide variety of applications,

along the interface of thin films which are bonded such as optical 16), electronic [7), or magnetic [8].

to stiff substrates. The material of the film is Stresses near the vicinity of the free edge of an

modeled as elastic-plastic with a linear power-law isotropic film were calcillated by Aleck [9], and
hardening stress-strain curve in simple shear. It is later by Zeyfang [10 and Blech and Levi I11),
assumed that the film material is characterized by who established that close to the free edge large
J2 deformation theory, and that far from the free peeling and shear stresses develop. Such stresses
edeshefrmi n eya that ofa nform theafree considerably exceed the far field internal stress of
edges the film is in a state of uniform balanced thfim[1.Wlas[2]hoetatoraim
biaxial stress which may be due to misfit strain, to the film [ I 1]. Williams [ 12] showed that for a film
thermal strain or to intrinsic stremi Emphasis i s bonded to a rigid substrate stress singularities
thaemal t strain ortonintresi E ms of develop near the point where the interface meets
placed on the stress concentrations in films of the free edge. Hein and Erdogan [13] calculated
small aspect ratio (modeling the early stages of the stress singularity for varying stiffness between
island growth) or of large aspect ratio (modeling film and substrate. They showed that when the
epitaxialor layer-by-layer growth) and on the effect film is much stiffer the singularity is - 1/2 for
of the hardening exponent on the resulting stress large values of the film material angle. When the
concentrations. It is found that stress concentra- substrate is much stiffer, the siut~larity is gener-
tions are localized near the film-substrate inter- a t is m1ch Morer , the s aty ndface, that films of small aspect ratio have smaller ally milder [13]. More recently, Lau, Rahman and
stressa nce ntrati, tha n films of lmalla rat ve spc Delale calculated the free edge singularity for
stress concentrations than films of large aspect power-law hardening materials and for a variety
ratio, and that plastic deformation significantly of different free-edge material angles [14].
reduces the stress leeels near the interface, Approximate solutions for the stresses along the
although close to the free edge the stress levels are interface have been presented by Suhir 115, 16],
still higher than the farfield uniform stresses. and by Yang and Freund 117), who have approxi-

mated the variation of the stresses through the

1. Introduction thickness of the film. Stresses in elastic substrates
have been calculated by Hu 118] and by Isomae

It is well known that thin films grown on sub- [19] who were mostly interested in evaluating
strates are in a state of internal stress which arises defect densities induced in silicon substrates due
as a result of the deposition process (intrinsic to the thin film internal stresses. Interfacial stress
stress) or as a result of differential thermal mis- distribution in epitaxial films, which are charac-
match between film and substrate when the terized by considerable elastic anisotropy, have
temperature is different from the deposition tern- been calculated by Lambropoulos and Wan [20].
perature (thermal stress) [1, 2]. Large values of As Lau et al. have pointed out [14], most
the internal stress may lead to failure by de- studies to date have concentrated on linearly
lamination from the free edge of the film 13], or by elastic constitutive response for the film or sub-

strate materials. More recently, attempts have

*Paper presented at te symposium on Interfacial Phe- been made to include material nonlinearities in
nomena in Composites: Processing. Characterization, and the analysis of stresses in film-substrate assem-
Mechanical Properies. Newport, RI. June 1-3, 1988. blies. Yang and Freund examined plastic and vis-
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cous material response for the film [171 but, due film material via J2 deformation theory fitted to a
to the approximation involved, their solution is linear-power law hardening stress-strain behav-
not valid within 1-2 thickness from the film's free ior in simple shear. To account for three-dimen-
edge. Suhir 116] allowed for nonlinear stiffness of sional island-like growth (Volmer-Weber growth
the solder in soldered film-substrate assemblies. [32]) and for epitaxial layer growth (Frank and
Due to the approximations invoked in Suhir's van der Merwe [32]), we consider films whose
work [ 15, 16] the traction-free boundary condi- lateral extent is similar to !he thickness of the film
tions are not satisfied near the film's free edge. As or greatly exceeds it. The basic parameters
noted above, Lau et al. [141 examined singulari- characterizing our model are the ratio of film
ties in power-law hardening composite wedges. lateral extent to film thickness, the ratio of misfit
Isomae [211 allowed for linearly viscous response to yield strain, and the hardening exponent of the
of the film material in an effort to model disloca- film material.
tion generation in silicon substrates with SiO 2 or
Si 30 4/SiO 2 films. In Isomae's work primary 2. Problem formulation
emphasis was placed on the stresses induced in
the substrate. Figure 1 shows the geometry of a film with

Inelastic effects have long been recognized as thickness h and lateral extent L. The free edge of
leading to significant stress relaxation in metallic the film is located along x = 0, and the
films. As examples we mention the work of film-substrate interface is at y =0. For simplicity,
Murakami et al. on Pb [22] and the work of and in order to avoid three-dimensional effects, it
Hershkovitz et al. on aluminum [23]. Reviews of is assumed that plane-strain conditions prevail
the deformation mechanisms in thin films have along the z direction. For reasons explained in the
been provided by Koleshko et aL [241, by Mura- Introduction, we concentrate our attention on the
kami [25]. and by Chaudhari [26]. Kinosita [27] film and interface. Thus, we assume that the sub-
has summarized methods for measuring thin film strate is rigid, and that displacement and traction
mechanical properties. Deformation mechanisms continuity is satisfied along the interface y =0.
include diffusional creep, power-law creep and, The sides x = 0, x = L, and y = h are free of trac-
at lower temperatures and higher stresses, dislo- tions. Far from the free edges the film is in a state
cation glide [25, 26]. As noted above, lsomae [21] of balanced biaxial stress, i.e. o.x = q_, which,
used linearly viscous constitutive response for furthermore, is uniform in the y direction.
SiO, films interacting with silicon substrates. The film material is taken to be elastic-plastic.

Concerning plastic deformation of films on Specifically, we assume that in a simple shear test
substrates by dislocation glide, Hoffman has the film material obeys
pointed out that the high stresses along the inter- C2 / rr0  if Frl < r(
face and near the free edge of the film must - (1)
necessarily lead to plastic flow or fracture, and to (W/T0 )" if I r[ , to

that the strain gradients are localized near the where r0 is the yield stress in simple shear, to is
film edge [3, 28, 29]. Stress-strain curves for gold the yield strain which is related to r0 by
films measured by Catlin and Walker [30] show a r0 = 2 GE0 , G being the elastic shear modulus, and
considerable nonlinearity, as do the data of n is the hardening exponent (Fig. 2). For multi-
Henning et at on copper and nickel [311. axial stress states the total strain -, is given by

It is the objective of this report to account for rj = E V+E P+E T (2)
the effect of elastic-plastic relaxation near the " "

free edge and along the film-substrate interface in
films which are subjected to a uniform far-field L
stress (due either to misfit or thermal strain). To r--L - .
simplify the problem, and in view of the studies Y
on stresses in the substrate by Hu 118] and by
Isomae [19, 21], we assume that the substrate is I "
rigid, and thus focus our attention exclusively on FIL__ --
the film and on the film-substrate interface. We X SUBSTRATE
assume that the film is in a state of plane strain,
and we account for plastic deformation of the Fig. 1. Film geometry.
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T/To that the parameters characterizing the present
problem are the aspect ratio L/2h, the ratio of
misfit to yield strain eT/E 0 , and the hardening
exponent n.

Solving eqns. (2)-(5) for the stresses, we find

Uj=J+16i,+ E.-I+ I )+ v + v 0 (6)q 3 o,,?I +3 , v "1-2v

where i, j= 1, 2, 3 and

E =0 (7)

E 12/ O from the plane-strain condition. ?7 is defined by
0 I2 E '" for i> I

Fig. 2. Linear power-lau hardening stress-strain curve in 7 = 1, for i < 1 (8)

simple shear.

and v is the Poisson ratio. The parameter 0 is
where the elastic strain E, e is related to the stress defined by
tensor c, via the usual linear elastic constitutive 0 (9)
response. the plastic strain EP is related to the
stress deviator S, = V - okA6J3 by It is immediately clear that the constitutive law
p = of eqns. (6)-(10) is equivalent to that of a non-
, f( linear elastic material. As expected, this is due to

where f is found by invoking J, deformation the fact that the elastic-plastic response of the
theory. and by fitting eqns. (2), (3) to eqn. (1) with film is modeled by using deformation tLeory of
. = 0. Thus. we find that plasticity.

f/ The stresses corresponding to the constitutive
-1 2 G (4) law of eqns. (6)-(8) were determined by a dis-

(4) placement-based finite element calculation. Due
to the symmetry of the problem, only the domain

where i is the equivalent shear strain defined as 0 4 x < 1/2 was discretized with the boundary
-= e,,e,/2, with e, the strain deviator. Denoting condition that the displacement in the x direction

by r the equivalent shear stress defined by and the shear stress ry vanish at x = L/2.
T; = SS,/2. then r and i are also related by (1). The elements used were bilinear isoparametric
The last term in eqn. (2) is the misfit strain, which rectangles with 3 x 3 Gaussian quadrature. The
is assumed to consist of only a volumetric com- grid used had approximately 50 nodes in the x
ponent, thus direction and 30 nodes in the y direction with

=(5) higher concentration of elements near the inter-
face and near x = 0. Convergent solutions were

where 6,, is the Kronecker delta. The assumption achieved for a given n by using as a first approxi-
that E,T is isotropic is exact when CIT represents mation the convergent stress distribution corre-
thermal strain due to differential thermal mis- sponding to the previous value of n. The results
match. For the case of intrinsic stress, the for the stress distributions thus determined will
assumption (5) is validated by the physical be presented and discussed in the next section.
models of intrinsic stress (such as H20 vapor,
oxygen or impurity absorption in optical thin
films [27, 33], or lattice misfit in epitaxial films
[34]). For epitaxial films, nevertheless, it may be Figures 3 and 4 show the stress distributions
more appropriate to take ,Ej = CTI, = 0. , and ayy versus distance x along the

It is convenient to normalize stresses by the film-substrate interface for several values of the
yield stress r0, strains by the yield strain t0, and hardening exponent n. To avoid interpolation
distances by the film thickness h. Thus, it is clear from the Gaussian quadrature points to y = 0, we



172

-xy/To (-) mox/To)/e

0 0.9

L/2h = 5 'l I

2.0-

L2

5 n

0~ n=5. 30I30

L/2h = 5

0.5/h
01 02 03 0.4

Fig, 3. Shear stres o, vs. x immediatel\ above the film- 0

substrate interface r%=0.009h) for various harderung 0.5 1.0 1.5
exponents. Fig. 5. Non-dimensional shear stress concentration vs. non-

dimensional load for n = 1, 5, 30. Solid lines are for thin films

/T O  
(L2h = 5). Dashed lines are for thick films (L12h = 1).

e z0.9 0- max

6 L/2h=5

8-n-

55

4 n=5
M-30

0 X/h 2- L/2h-5
0.05 0.10 0.15

Fig. 4. Peeling stress o,, vs. x immediately above the O 0 .
film-substrate interface l'y-0.009h) for various hardening 0.5 1.0 1.5
exponents Fig. 6. Non-dimensional peeling stress concentration vs.

non-dimensional load for n - 1. 5, 30. Solid lines are for thin

films (Lf2h - 5). Dashed lines are for thick films (L/2h - 1).have plotted the stresses along the centers of the
elements closed to the interface, which were
located at y/h = 0.009. These stress distributions by plotting vs. 0. The resulting stress concentra-
can be converted to stress concentrations by tion factors vs. the dimensionless load parameter
picking the maximum value of o,,/r0 (see Fig. 3) 0 are shown in Figs. 5 and 6 for the shear stress
or the value of a,./ r0 at the center of the element o,, and for the peeling strcss oa,. respectively, for
closest to x =y=O (see Fig. 4), dividing by 0, and various values of the hardening exponent n and
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for two values of the aspect ratio, 5 and 1, corre- propagation of interfacial dislocations, Fig. 7
sponding to thin films (L > h) and three-dimen- shows that a continuum plasticity approach
sional island-like growths (L h). agrees qualitatively with the fact that interfacial

Finally, Figs. 7 and 8 show the development of dislocations propagate along the film-substrate
the dimensions of the plastic zone with the load interface [32, 34. Our calculation presently
parameter 0. Specifically, Fig. 7 shows contours establishes the interface between film and sub-
of the equivalent shear stress r for the case of thin strate as being extensively deformed into the plas-
films with n = 30, for several values of 0; Fig. 8 tic region. This observation is in agreement with
shows the dependence of the dimensions H, D of the results of Lau et al. [14] in which the angular
the plastic zone on the hardening exponent n for variation of the stress components resulting from
thin films (L/2h = 5). In the results shown in Figs. the asymptotic analysis is such that the peeling
3-8 the Poisson ratio is taken as 0.3. stress is maximum along the interface.

It can be easily shown that the far-field ma- The stress concentration plots of Figs. 5 and 6
terial becomes plastic (i.e. r exceeds -r) when show that bulky films (L- h, modeling thus island
6= 0.93. Thus, when 0<0.93 the plastic defor- mode of film growth) are in general less stressed
mation is localized near the free edge x = 0. As 0 than thin films (L > h, modeling epitaxial mode of
approaches 0.93 from below, the extent D of the film growth [32]). The difference is largest for
plastic zone increases rapidly, and extends linear elastic films; it diminishes considerably as
through the whole of the film as 0 exceeds 0.93. hardening diminishes. As the films are progres-
Figure 8 shows that the dimension D, H of the sively stressed into the plastic region, the stress
plastic zone depend weakly on the hardening
exponent n, implying that, for example, linear
elastic solutions [9-11, 15, 161 can be used to 0D/h
estimate D and H. On the other hand, as e.0-
expected, D depends very strongly on the loading
parameter 0. Examination of Fig. 7 shows that
plastic deformation is localized within a narrow L
strip which starts at the free edge x =0 and 2
extends parallel to the film-substrate interface.
Outside this zone of intense plastic deformation
the film material is weakl, stressed. If one were to
think of plastic deformation in terms of the .

L/2h ,5 n 300.6
o.0 0.5 1.0

i/n
0.5

, -D ----
e =0.6 H/T

0.4-, . e- 0.9

90.2

1.0 0.6
1.0 -0.9 0. .

Fig. 7. Contours of equivalent shear stress r normalized with i/n
respect to yield stress rt. General yield occurs in the far-field Fig. 8. Variation of extent D and height H of plastic zone vs.
material for 0 - 0.93 strain hardening exponent n. The aspect ratio is L/2h - 5.
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concentrations diminish as a result of stress re- The use of deformation theory of plasticity to
laxation by plastic deformation. Thus, the abso- describe the inelastic deformation of the film
lute values of the stresses increase as 0 increases, material is justified by observing that the stresses
but less rapidly than 0 itself. increase monotonically as the loading parameter

Figures 3 and 4 show that smaller amount of 0 increases. Furthermore, the calculation pre-
hardening leads to considerably lower stress sented herein can be used in film growth when h
values. We note from these figures that within, is a monotonically increasing function of time. As
say, 0.1 h along the interface the stresses exceed discussed above, rO is a decreasing function of h,
considerably the yield stress of the material. Even and 0( - T/e 0 ) is a decreasing function of EO or
when n = 30 the peeling stress is as large as 2-4 r0 . We conclude that 0 is an increasing function of
r0, while the shear stress is no less than ro. We h, so that deformation theory can be used to
note that these stress concentrations are localized model the elastic-plastic deformation of thin
within a fraction of the film's thickness from the films during film growth. Still, deformation theory
free edge, and close to the interface (see Fig. 7). would be inadequate when significant amounts of
As x/h - o both a, and a, must vanish. When unloading are involved. This would be the case
0 > 0 (implying that the far-field material is in when for a film of fixed thickness h the tempera-
compression) the largest value of a,. is also com- ture has a sinusoidal dependence on time with a
pressive (Fig. 4), but a, changes to tensile with a maximum value AT such that AaAT> c0 , Aa
maximum positive value at a distance of about being the differential thermal mismatch between
0.5-1 thickness along the interface [9-111. This film and substrate.
maximum is diffuse and only a fraction of the far- All calculations presented herein refer to the
field stress. It is concluded that when the film is in case when the angle between the free surface of
far-field compression, the anticipated mode of the film and the interface is ;r/2. Once a crack is
failure is by shearing along the interface. When nucleated (by shearing deformation for 0> 0, and
8 > 0 other modes of failure are also observed by peeling for 0 < 0), the geometry changes radi-
(e.g. buckling and interfacial delamination [4]). In cally since now a crack exists along the interface
this context we note that thin polycrystalline between the film and the substrate. In such a case,
metallic films exhibit hardening behavior and the extensive work of Shih and Asaro [38] on
yield stress which is quite different from the cracks between dissimilar elastic-plastic media is
corresponding quantities for bulk materials. Hoff- to be consulted.
man [1] has compiled data which show that the
hardening (about 1/n) diminishes as the film thick- 4 Conclusions
ness increases. Similarly, the yield stress de-
creases as the thickness increases. Thus, when the Finite element methods were used to deter-
thickness is too small, the film may fail in a brittle mine the stress distributions near the free edge
manner. Such observations are in agreement with and along the interface in film-substrate assem-
experimental observations of Pashley in gold blies. The film material was assumed to be elas-
films thinner than 50 nm [35]. For other film tic-plastic characterized by a linear, power-law
materials, such as nickel [I], the plastic and elastic hardening stress-strain curve in pure shear, and
strains at fracture are comparable. The depen- by J2 deformation theory for multiaxial stress
dence of yield stress on thickness has been states. The main parameters describing the prob-
modeled by Chaudhari [26, 36] and Ronay [37] lem are the hardening exponent n, the ratio of
who argue that a critical film thickness exists misfit to yield strain, and the aspect ratio of the
below which plastic flow does not occur and film It was found that near the free edge plastic
above which the residual elastic strain shows an deformation relaxes the elastic stress concentra-
inverse thickness dependence. When 0 < 0 tion. Still, near the free edge the shear stresses are
(implying that the far-field film material is in no less than the yield stress, and the peeling
tension), then the large values of the peeling stress stresses are at least several times higher than the
along the interface are tensile and considerably yield stress. These concentrations are localized
exceed the yield stress to of the film material. We within a small fraction (0.1-0.5) of the film thick-
conclude that in this case the anticipated failure ness from the film's free edge. Far from the free
mode is by peeling away from the interface. edge the film is in a state of balanced biaxial ten-
Again, other modes of failure are possible [3]. sion or compression.
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The extent of the plastic zone depends weakly 10 R. Zeyfang, Solid State Electron., 14(1971) 1035.

on the hardening exponent n, and strongly on the 11 1. A. Blech and A. A. Levi, J. Appl. Mech., 48 (1981)
442.ratio of misfit to yield strain. The zone of plastic 12 M. L. Williams, J. Appl. Mech., 19 (1952) 526.

deformation is localized within a narrow region 13 V. L. Hein and F. Erdogan, Int. J. Fract. Mech., 48 (198 1)
along the film-substrate interface, and it propa- 442.

gates parallel to the interface as the misfit strain 14 C. W. Lau, A. Rahman and F Delale, in W. E. Moddeman

increases in relation to the yield strain. Plastic et al. (eds.), Technology of Glass, Ceramic, or Glass-

deformation reduces the elastic stress concentra- Ceramic to Metal Sealing, ASME MD Vol. 4. 1987,defomatin rduce th elaticstres cncenra- p. 89.

tion both for thin and thick films. When the far- E.Suhir,J.Appl. Mech., 53(1986)657.

field film material is in compression, the antici- 16 E. Suhir, Calculated Thermally Induced Stresses in

pated mode of local failure in the vicinity of the Adhesively Bonded and Soldered Assemblies, AT&T Bell

free edge is by shear; when in tension, the local Labs, 1986, to be published.

mode of failure is expected to be by peeling. The 17 W. Yang and L. B. Freund, Shear Stress Concentration
Near the Edge of a Thin Film, Brown University, 1986, to

applicability of deformation theory of plasticity be published.
was justified since stresses increase monotoni- 18 S. M. Hu, J. Appl. Phys., 50(1979)4661.

cally with the misfit strain. For film growth, defor- 19 S. lsomae, J. Appl. Phys., 52 (1981) 2782.

mation theory is again applicable since the yield 20 J. C. Lambropoulos and S.-M. Wan, in R. C. Sundahl et

gfunction of film thickness. al. (eds.), Electronic Packaging Materials Science, Mater.
strain is a decreasing Res. Soc. Syrp. Proc., 108 (1988) 399.

21 S. Isomae, J. Appl. Phys., 57(1985)216.
22 M. Murakami, Acta Metall., 26 (1978) 175.
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Thermomechanics of Thin Films and Interfaces

JOHN C. LAMBROPOULOS

Department of Mechanical Engineering, University of Rochester, Rochester, N.Y. 14627

Several mechanics and thermomechanics problems associated with the deposition of thin
films on substrates are reviewed. They include: (1) Stress concentrations in interfacial
cracks, and the corresponding calculation of the energy release rate for crack growth
along the film-substrate interface. (2) The effect of microstructure and of stress relax-
ation by diffusional creep during the growth of a thin film on the residual stresses pres-
ent in the film; and (3) the thermal conductivity in film-substrate assemblies, and the
issue of extracting film thermal properties from composite measurements. The relation
between bulk and thin film values of the thermal conductivity is discussed. The issue
of interfacial thermal resistance, which may lead to interfacial temperature drops of the
order of 0.60 K is also addressed, and discussed in view of the inhomogeneous interface
in films deposited by electron beam evaporation or ion beam sputtering.

Key words: Thermomechanics, thin films, interfaces

INTRODUCTION bimaterial interface. The issue of elastic notches in
isotropic bimaterials has been addressed by Hein andThe design of film-substrate assemblies for elec- Erdogan.7

tronic, optical, or magnetic applications must ad- Most of these analyses examine the notch or crack

dress a variety of problems regarding the mechan- from the point of view of bimatrial interaces, so

ical and physical properties of thin films. It is well that the film thickness does not enter the analysis.

known that the stress in thin films may be due either The stress distribution in thin films, with account

to differential thermal mismatch between film and The to th film s een addesdb
subsrat (terml sres), o itmaybe n itrisic given to the film thickness, has been addressed by

substrate (thermal stress), or it may be an intrinsic Aleck,s by Zeyfang,g and by Suhir' ° for elastic iso-
stress which arises during the deposition process it- tropic materials. The stresses in anisotropic films
self. In addition, the film may be subjected to ther- have been calculated by Lambropoulos and Wan,"
meal loads such as the ones arising during the laser who showed that anisotropy leads to higher stresses.damage or laser processing of films. It is thus clear For a plastically deformin film material bonded to

that both mechanical and thermal properties must a plastayeformingopilm al bnde to
be masuedandtha ina gvenappicaionthee astiff substrate, Lambropoulos and Wan"2 have

be measured, and that in a given application there shown that the inelastic deformation is localized near
loads.' a film free edge and within a diffuse zone along the

loads.e rfilm-substrate interface in a manner similar to the
We review several issues in this report which ad- creation of interfacial dislocations in epitaxial

dress the thermomechanical properties of thin films. structures. All these works thus identify the film-
The first issue is the interplay between the film te substrate interface as a region of high stresses.
and the fracture toughness of the interface, with the A basic assumption in the thin film studies men-
goal of establishing either a critical thickness for a tioned above is that the far field film stress is uni-
given film stress, or the opposite, at fracture. The formly distributed through the thickness of the film.
issue has been addressed in detail in a recent re- This is not the case when stress relaxation occurs
view article by Evans et al. where several other im- during the growth of the film. The second issue ad-
portant considerations are addressed: For example, dressed in this report is the effect of stress relaxa-
the fact that the crack may not grow along the in- tion by grain-boundary diffusion (Coble creep) and
terface, but at some distance below the interface, or, by bulk difflsion (Nabarro-Herring creep).1 3 A sim-
for a brittle film on a ductile substrate, the fact that pie model is presented which accounts for the mi-
extensive ductility may accompany crack growth. crostructure of thin films as proposed by Movchan
For the issue of bimaterial brittle fracture, the reader and Demchishin"l and by Thornton, l-'I whereby at
is referred to the articles by Rice,! or by Hutchinson temperatures less than about 0.45-0.5 on the ho-
t aL.;' for small scale yielding to the article by Shih mologous scale the film consists of equiaxed, colum-

and Asaro'; for cracks on bicrystal interfaces to the nar grams perpendicular to the interfie. The model
article by Qu and Bassani.6 is used to construct a composite length scale which

Stress concentrations may arise in geometries depends on the material properties of the film, and
other than those involving cracks. For example, the m growth parameters such as the temperature, rate
issue of crack nucleation near the free-edge of a film of growth, and grain size parallel to the interface.
bonded to a substrate is related to the stress con- When this length scale exceeds the film thickness,
centration that may develop in a notch involving a relaxation effects are important The data from Frost

and Ashby"s are used in order to estimate this crit-
ical length scale for a variety of metals.

M.winv.d October 6, 181, Aprii 24, Io) The interplay between mechanical and thermal
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896 Lambropoulos

propertie is addressed in the third topic reviewed ogeneities such as free edges or interfacial cracks
which amncerns the measurement of the thermal so that
condadiity of thin films. Such measurements are 11 - YOU
impostw since it has been established that when Eli = 0 = + CT

the film thickness is less than about one micron, the E
film comluctivity is considerably lower than that of 0 - ValI
the compponding bulk solid. Thus, in correlating f = 0 = + ET  (2)
thermal loads (such as the critical energy density E
for Iagar idamage of thin films) to critical thermo- where E, i are the elastic properties of the film.
mechanira material parameters (such as the tem-
perau s at damage, or the fracture toughness of the Hence, the far field state of streqs is that of hal-
interfime the bulk values are not appropriate. The anced biaxial tension or compression given by
interplay between thermal and mechanical loads is
discusmsd in the review article by Nakayama, 17 and E f(
in the te dited by Bar-Cohen and Kraus.' The Or ii s3

=  o 1 - (3)
issue ofthermal conductivity measurements is also
reviewd by Guenther and Mclver." We consider a crack of length a which lies along the

We present an overview of a non-destructive film-substrate interface with a crack tip at x, = x2
method rsed by Lambropoulos et al.' to measure = 0. The uncracked material is at x, > 0. The crack
the thermal conductivity of thin dielectric films (ox- may be internal, or it may extend to the outer edge
ides and fluorides), and to extract the film thermal of the film.
propertii from the measurement of the composite It has been shown by Rices and by Hutchinson et
pr . Estimates are presented for the volume al.4 from an asymptotic stress analysis (under the
fraction d voids necessary to induce the measured assumption of plane strain or plane stress defor-
reductism from the bulk value, and although these mation in the xs direction) in the vicinity of the crack
estimates are comparable to the void fractions pre- tip in a bimaterial interface that along the crack
dicted fisn atomistic models of non-equilibrium film line x2 = 0, x > 0 the stress distribution is given
growth, it is not clear whether or not the enhanced by
porosity fo films is the only reason for the reduced
themal cmnductivity. This technique also allows the Kdetermimation of the interfacial thermal resistance, (0 2 + wf12),, o = ; rp (4)
i.e. the ranio of temperature drop to power flux across
the intalfmce, and some correlations of this quantity
to the nemsured power fluxes are discussed. with r" - cos (elnr) + isin (dnr) and where r is dis-

tance from the crack tip, @ measures the angle from
the crack line ahead of the crack tip, and K = k, +

INTEIFACIAL FRACTURE IN THIN FILMS ik2 is a complex stress itensity factor, and i is the

Consider a film of thickness t which is bonded to iinry ut. Tre asymptoti analysis shows that3

a semi-infinite substrate. A Cartesian coordinate J K+ 1I
system;, z2, x3 is used such that the film-substrate 1
interface Fs atx = 0. The axis xi lies in the film- (
substrate interface. The film and substrate are fin- 2v k 1n( 2ear elastic and isotropic materials, each character- I A2ized by its own Young's modulus and Poisson ratio.
The film is assumed to be in a state of balanced
biaxial tmssion or compression in the plane of the where jA is the shear modulus, and K = 3 - 4P for
film. The rotate of stress is characterized by the mis. plane strain and (3 - A)/(1 + P) for plane stress,
fit strain a r which may be identified with the dif. with V denoting the Poisson ratio. In this expression
ferential thermal mismatch strain between film and 1 denotes the film material, and 2 denotes the sub-
substri , so that strate. The magnitude of K is undeterm ned from

the asymptotic analysis.
(a, - as) AT (1) The crack open displacements are given by3

where AT is the difference between the film depo- (c + c) Kr 1
sition sal actual temperatures. ar may also be iden- V~v
tified with an epitaxial mismatch strmn, or with a A (u2 + iul) =(6)
misfit unbin giving rise to intrinsic stres during 2(1 2 i) cosh (i) (
the film d€position process.

DueI tl ie fact that the film thickness is much where we have denoted A 0- (... - (#._, The
maller tm any dimension of the supporting sub- energy release rate per unit new crack area is given
sArate a md en both vanish far from any in - by
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(c, + c2) Kk behind the crack tip, the energy release rate G can
16ch 2 (re)(7) be calculated analytically from

where c, = (K, + 1)/i, for i = 1, 2 and the overbar = AU
denotes the complex conjugate. For a homogeneous - Aa (10)
solid (c, = c2, e = 0) K = K, + iKn with I and II
denoting the corresponding modes. When 1 is elas- where w is the thickness in the x3 direction and AU
tic but 2 is rigid, then e = 0.094 and 0.12 under, is the change in the strain energy of a volume ele-
respectively, plane strain or plane stress conditions ment w by t by Aa when this element is transported
with P = 0.3. Rice' discusses extensively the units from x = +- (where it is in a state of biaxial ten-
of measuring K, and he has shown that the largest Sion or compression along the x, and x3 directions)
value of e is 0.175. to -o0 (where it is in a state of tension or compres-

In order to determine the stress intensity factor sion along the x3 direction only.) The result is
K, it is required to solve the complete boundary value
problem for an interfacial crack. The stresses and oot (1 - i)
displacements are calculated by using finite ele- G = (1
ments with linear, 4-noded, isoparametric rectan- 2E
gular elements. The stress intensity K = k, + ik2  If we assume that e3 = 0 ahead of the crack tip but
can be calculated either from the stress distribution
along 0 = 0 of Eq. (4), or from the displacement dis- ass = 0 behind the crack tip, the energy release rate
tribution along 0 = - ir, see Eq. (6). For the case of is found to be
the stress distribution along 9 = 0, the numerically
computed stresses are multiplied by r112, in order to G = - (12)
remove the strong singularity. The result is 2E

22 /-r = [kcos(elnr) - k~sin(elnr)//2 It is clear from the discussion above that any three
dimensional effects have been neglected in comput-

o-2Vr = Ikisin(elnr) + k2cos(enr)]/%/'2 (8) ing the stress distributions near the crack tip.
Assuming that the crack grows when G = G,

so that k, and k2 can be determined for each value where G, is the fracture toughness of the interface,
of r by solving the equations above. A similar pro- it is concluded that the critical value of the far field
cedure can be followed when the numerically corn- film stress at fracture is given by
puted crack opening displacements are used instead
of the stresses. When the variation of the computed 2EGe
k, and k2 is now plotted vs r, it is found that as r--00, 01=
the two approaches give identical results for k, and
k2. Finally, the energy release rate is computed from Viewed in another way, we conclude that for a given
Eq. (7). far field internal stress, there is a critical thickness

For the case of a double edge crack in a film of t, above which the interface crack will grow, so that
length 10t in the x, direction and bonded to a rigid thick films are intrinsically more unstable than
substrate under plane strain conditions in the x3 di- thinner films. For other film-substrate combina-
rection (e = 0), it was found that the energy re- tions, we refer to the work by Evans et al.2 It is ob-
lease rate varied from 0.9 to 1.0 o2 (1 - v2))t/2E vious that the simple analysis leading to Eq. (13)
when a/t varied from 0.5 to 3.0. In this notation 0o does not distinguish between the normal and shear
is the far field uniform stress, which is defined by contributions to the crack growth behavior. To do
Eq. (3). For alt - 3 it was also found that so, the exact mechanism of crack growth is re-

quired.
k2/kl = 2.7 (9) A basic assumption in the analysis presented above

has been that the far field stress is uniformly dis-implying that the shear stress effects along the in- tributed through the film thickness, so that the av-
terface dominate over the normal stress effects. erage (through the thickness) film stress is inde-

For the case of an internal crack of total length pendent of the film thickness. We next turn to the
2a, G varied from 0 to 0.1o (1 - P)t/2E as aft var- issue of stress relaxation during the growth of the
ied from 0.5 to 3.0. film, and on its effect on the average film stress.

The computed energy release rate can be checked
against an analytically derived energy release rate STRESS RELAXATION BY DIFFUSION
when the ede crack is semi-infinite. When a P t, DURING FILM/GROWTH
for an observer stationary with respect to the crack
tip, the stress field does not change when the crack The structure of vacuum-deposited films depends
advances by Aa. Under such steady-state condi- on parameters such as incident film flux, the film
tions, and assuming that EU - 0 both ahead and atom adsorption probability, the density of surface
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sites, and the adatom surface mobility. These pa- where h is the current thickness of the film (h =
rameters depend, in turn, on the film atom energy pot) which is identical to the grain size perpendic-
and angle of incidence, the exposed crystallographic ular to the interface according to the model of Mov-
surfaces, and most important the temperature of the chan and Demchishin, 4 and d is the grain size par-
substrate. Movchan and Demchishin4 examined allel to the interface. It is assumed that d remains
films of Ni, Ti, W, A12 0 3 , and ZrO2, and they have constant during growth. The constants B, and B are
divided the TIT. scale (Tm being the melting point approximately equal to 10, from the work of Gibbs,2

of the film material) into three zones: Zone 1 (TIT, and DO5 and D, are the temperature dependent dif-
< 0.25-0.30) consisting of tapered crystalites of width fusivities for grain-boundary and bulk diffusion, re-
which increases with T; Zone 2 (0.25-0.3 < T/T. spectively. The material constant o = kT/ where
< 0.45) consisting of columnar grains with a smooth fl is the atomic volume.
surface; and Zone 3 (T/T > 0.45) consisting of Let the current film thickness be h. We non-
equiaxed grains. Thorntonri- | e has examined sput- dimensionalize the stress by o, the strain by oo/E,
tered films of Mo, Cr, Ti, Fe, Cu, and A] and ob- and time by ho/po, so that Eq. (12) becomes
served microstructures consistent with the three-zone
model of Movchan and Demchishin. o fr

The small grain size of thin films implies that in- 0 = (1 - V) - +

elastic stress relaxation mechanisms which are ob- 0,0 (o/E)

served in bulk matarials at high temperatures may E B. (Db) f1 (0'/0'0) 12!0
be actually operative in thin films at much lower + -- -- I (18)
temperatures. Murakami' ° has shown that a large ro hdpo J,/ )
part of the deformation mechanism map of Pb films for the cas of grain-boundary diffusion, which is
of grain size 0.2 gim and film thickness 0.5 Am is expected to dominate at lower temperatures. A sim-
occupied by grain-boundary diffusional flow. Simi- ilar expression can be derived for bulk diffusion.
lar conclusions have been derived by Koleshko et al. From Eq. (18) it becomes clear that the elastic andfor Al films.2 'rmE.(8 i eoe la ha h lsi n

In order to examine the effect of the microst misfit strains are of the same order of magnitude,
ture and growth parameters on diffuuional flo and that the creep strain via grain-boundary dif-
during the growth of a thin film, we observe that fusion is proportional to the non-dimensional num-

durig th grwth f athinfil, weobsrve hat ber N defined by
the total strain for a film growing onto a thick sub- y
strate must vanish due to the geometrical con- E B. (DbS) I E B. (Db)
straint of the non-deorming substrate, thus N = - I M. (19)00 hdpo -h0  l 0io dpo

0 = e + fr + cp (14)

where I is a length scale which depends on material
where the first term is the elastic strain, the second properties and on the growth parameters d and Po.
term is the misfit strain which induces the stress When N > 1 (or 1 > ho), the effect of grain-boundary
in the film and is assumed to be independent of the diffusion is important in relaxing the stresses in-
film thickness, and the third term is the creep, or duced by the misfit fr.
inelastic strain. The elastic strain is given by To estimate the length scale 1, we used typical

ranges of film growth parameters: Po = 0.1 to 10
1 nm/s and d = 20 to 500 un. For the diffusivities

f = E o (15) we used the data from Frost and Ashby.13 Thus, the
range of values of po and d, via Eq. (17), allows the

(E, P being the Young's modulus and Poisson ratio, calculation of a minimum " and maximum value
respectively) and the creep strain is given by 1. for the parameter 1, which are shown below in

Table 1. Depending on the growth temperature, grain
t =size d, and growth rate po, it is seen from Table 1

S= " tP dr, Eo - (16) that the effect of grain-boundary diffusion may be
L gso considerable.

For the FCC metals the ratio E/oro ranges from 2
for a material particle located at a distance x2 above × 102 to 5 x 10, with the exception of lead where
the interface of a film whose thickness h increases E/oo is about 1 x 102. For the HCP metals E/oo
linearly with time at the rate po. For the inelastic ranges from 1 x IV to 5 x 103, with the exception
constitutive expression we assume that either grain- of n where E is one order of magnitude lower.
boundary (Coble creep") or bulk (Nabarro-Herring Depending on the misfit strain eT the relative mag-
creep" ) diffusion operates, so that nitude of the elastic strain can thus be calculated

B. (W6) via Eq. (18).
60 = B d  (. - b. diffusion), Although the assumption has been made that grain

h2 d (gsize d remains constant during growth, this is not
necessarily so. Goyal et al.M have shown for Ni films

. -0 M i (bulk diffusion) (17) grown by thermal evaporation on Si substrates that
Ad the grain size d increases linearly with film thick-



Thermomechanics of Thin Films and Interfaces 899

Table 1. Values of "= and " (units of microns) for some temperatures for some fcc
and bcc metals. The material data for the diffusivities are from Frost and Ashby.13

T =300K T =400K T= 500K

T. (K)
FCC
Ni 1726 4E-11 1E-7 4E-6 1E-2 2E-3 5
Cu 1356 2E-9 5E-6 6E-5 0.2 0.02 50
Ag 1234 6E-7 0.002 0.004 10 0.8 2,000
Al 933 8E-5 0.2 0.2 500 40 1E + 5
Pb 601 8E-2 200 40 1E + 5 2E + 3 5E + 6
HCP
Zn 693 4 1E + 4 1,000 2E + 6 4E + 4 1E + 8
Cd 594 100 3E+ 5 2E+4 5E+ 7 4E+ 5 1E+9
Mg 924 0.004 10 400 1E + 6 4,000 1E + 7
alpha-Ti 1933 1.5E-5 8E-5 0.2 0.02 50
beta-Ti 1933 2E-16 2E-13 5E-10 2E-9 5E-6

ness (from about 5 nm at a thickness of 50 nm to (20)
about 30 nm at a thickness of 500 nm). Such a fea-

ture can be easily included into the analysis. where T, is the temperature level at damage. (typ-
Since the film thickness (and, correspondingly the ically the melting point of the material), p is the

grain size d, since d(d)/d(h) > 0) increases contin- density, c, the heat capacity, k the thermal conduc-
uously during growth, the main consequence of Eq. tivity, and t. the laser pulse length which causes
(17) is that grain-boundary diffusion is most impor- damage. Relationship (20) results from the work of
tant for thin films, so that in the early stages of Goldenberg and Tranter ° who analyzed the time
growth we expect the stress due to the misfit to be dependent heat transfer due to a spherical absorb-
largely relaxed. When the film gets to be thicker, ing inclusion embedded within an infinite nonab-
diffusion is diminished, so that for a given thick- sorbing matrix. Although c, and p of optical thin
ness of the film, it is anticipated that the largest films are close to those of the bulk solids, this is not
stress will be localized near the free surface rather the case for the thermal conductivity k which, being
than near the film-substrate interface where the considerably lower for thin films, leads to lower val-
stress has been relaxed by creep in the early stages ues for the damage threshold energy densities.
of growth. As a further consequence, the average of The heat comparator is a technique which allows
the stress through the thickness of the film is ex- the rapid determination of the heat conductivity of
pected to be a diminishing function of the film bulk solids by bringing in contact a heated probe
thickness, in agreement with experimental obser- tip (of approximate diameter 200-300 Jzm) and the
vations.' cooler solid. The temperature drop in the tip is di-

rectly related to the thermal conductivity of the solid,
which can thus be measured. The technique was

THERMAL CONDUCTIVITY OF THIN modified at the Laboratory for Laser Energetics at
FILMS AND INTERFACES the University of Rochester to measure the thermal

The thermal conductivity of thin films is often a conductivity of thin films1 ' of thickness h in the mi-

strong function of the film thickness. Nath and cron and submicron range. Denoting by k. the value

Chopra27 found that for Cu films thinner than about as measured by the thermal comparator, by kff the

1 micron the bulk conductivity values were not ap- a l conductivity of the film and any interfaces,

propriate. Boikov et al." studied the and the film conductivity of the film material

itself, Lambropoulos et al." have used the work of

coductivity of and oide ang ofA. the Dryden" on the heat transfer of film-substrate as-
onduiity rande 25f semblies to show that k.f can be extracted from k,hesinte age2-110 microns. The common a

conclusion is that thin films exhibit a considerably via
lower thermal conductivity than bulk materials, and
that a significant interfacial thermal resistance de- 1 fi (21)
velops across the interface of thin films bonded to k 4

substrates. A comprehensive review of thermal con-
ductivity measurements of thin films has been re- where a is the heat flow radius, and ks is the con-
cently given by Guenther and Mclver."' ductivity of the substrate. Equation (21) is valid when

For dielectric films (such as oxides and fluorides) h 4 a and k,6 4 ks, so that it can be used for thin
the low film thermal conductivity leads to impor- films of low thermal conductivity. Otherwise, the
tant implications about the laser damage resistance relation between k., and kf is more complex, al-
of such coatings. The energy density at damage E, though it is still easy to use. 9

is given by1 When k., is determined from (21), the film con-
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ductivity kF and the interfacial thermal resistance at about 400 K, and it becomes 1.0 at about 500 K.
R,, (which is the ratio of the temperature drop across Thus, packing densities in the range of 0.5 to 1.0
to the power flux through the interface) can be de- are realistic in the case of deposited films, and they
termined, respectively, as the inverse of the slope are compatible with the high porosity required, from
and the intercept in a plot of h/k.oy vs h. Eq. (23), for the low measured value of the film

Typical results for a wide range of oxide and flu- thermal conductivity.
oride films deposited by electron beam evaporation Typical data for the laser damage threshold of thin
and by ion beam sputtering show that the film con- oxide and fluoride films are in the range of 5-20
ductivity is considerably lower than that of the J/cm2 from the work of Walker et a. TaUsing the
bulk."9 For Si0 2 films on Si the film conductivity maximum value for the interfacial thermal resis-
was found to be 0.4-0.6 W/m/K (bulk value of 1.2- tance measured by the thermal comparator, 19 thus
10.7 W/m/K); For TiO2 films on Si, kF = 0.5-0.6 gives an upper bound on the temperature drop across
W/m/K (bulk value 7.4-10.4 W/m/K); For A12 0 3  the film-substrate interface of 0.6 K.
on Si, kF = 0.72 W/m/K (bulk value 20-46 W/m/ For a layer of thickness t, and with thermal con-
K); For MgF2 films on Si, kr = 0.58 W/m/K (bulk ductivity k,,, the interfacial thermal resistance is
value 14.6-30 W/m/K). The measured interfacial
thermal resistance was in the range of 0-3 K/(W Ri t
mm2) for the materials examined. Swartz and Pohl' (24)
have measured the interfacial thermal resistance of
metal-oxide interfaces and have found values in the so that, were the interface made of silica (with con-
range 0.01-1.0 K/(W/mrr2 ) at about 200 K. From ductivity of 3 W/m/K), the corresponding thickness
extrapolating, their results seem to be valid at higher would be about 9 microns. The interface is known
temperatures. to create a large density of voids, and work is under

To examine whether or not these reduced values way at the University of Rochester to try to corre-
may be due to the increased porosity of the film, we late the interfacial void density to the details of the
use the work of Budiansky' who calculated the interfacial heat transfer in film-substrate assem-
thermal conductivity of a composite containing blies. It is expected that, for a given areal void den-
spherical inclusions by using the self-consistent sity, the shape of the voids will influence the inter-
scheme. Budiansky found that facial thermal resistance.

3c, 3 (1 - c,)31 + 3(1c 1 1  (22)
n k2
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Analysis of thermal stress, fracture strength, and the effect of Ion exchange
on high average power phosphate glass slab lasers

John C. Lambropoulos
Department of Mechanical Engineeing, Univenity of Rochester, Rochester, New York 14627

(Receive 10 July 1989; accepted for publication 27 October 1989)

It has been recently demonstrated that it is possible to significantly alter the maximum power
3 ]input required for mechanical failure of glass used for high average power laser applications by

employing an ion exchange process that does not alter the optical properties of the
strengthened glass. We present the analysis of the thermal stresses, fracture, and strengthening
for the experimental geometry used. From this analysis the fracture strength of the untreated
and treated glass can be estimated. Some suggestions for the control of thermal stresses during
the operation of solid-state lasers using glass slab geometries are presented. The second part of
this report presents a micromechanical analysis of the strengthening effect due to the ion
exchange process in which the enhancement in fracture strength is correlated to the depth of
the zone in which ion exchange has occurred, to the length of microscopic flaws present on the
surface of the glass, and to the magnitude of the microscopic volume expansion due to the ion
exchange process. In particular, we consider the cases where the depth of the treated zone is
much smaller or much greater than the depth of surface flaws. The magnitude of the
enhancement in fracture strength is calculated in terms of these microscopic quantities for
some material properties typical of phosphate glasses.

I. INTRODUCTION propagation. This force results from the superposition of the
stresses due to the surface compressive layer produced by the

Recent technological advances in high repetition rate ion exchange and of the thermal stresses due to the applied
solid-state lasers with high average power have put increas- thermal load.'
ing demands on the development of selid-state laser materi. The ion exchange process has been known to improve
als with increased mechanical strengtA under thermal load- the mechanical strength of brittle materials.' Nevertheless,
ing conditions.' Since glass is an inherently brittle material, when such a technique is applied to phosphate glasses it
it is imperative to control the size of microscopic flaws pres- creates a thin white film on the surface of the optical compo-

ent on its surface. These cracks eventually lead to the final nent which deteriorates the transmission of power to the
fracture of the solid-state laser component. There are several interior host material. It also deteriorates the reflectivity of
ways to reduce the effect of such microscopic cracks while multiply reflected laser beams in the interior of the glass slab.
maintaining high thermal loadings. One is to reduce the size The technique of Cerqua and co-workers' showed that the
of the flaws on the glass surface: Such a method requires ion exchange, if carefully controlled and performed, pre-
extensive and expensive polishing procedures. Another is to serves the optical integrity of the glass surface, thus making

induce a compressive residual stress on the surface of the strengthened phosphate glass a viable alternative to solid-
glass which thus tends to close the surface microflaws. This state lasers employing crystalline media, such as aluminas
can be achieved by using compressed epitaxial layers,2 poly- and garnets, which may have serious size limitations.
mer films,' or chemical treatments such as ion exchange.'" It is the objective of this report to analyze the thermal

It has been recently demonstrated that ion exchange can stresses during the thermal loading experiments of Cerqua
significantly enhance the power input required for fracture and co-workers,' and to present a micromechanical analysis
in commercially available Nd-doped phosphate glass.' Ther- that correlates the enhancement in mechanical strength to
meal loading experimental studies of 160 x 15 x 8 mm 3 rec- the variables characterizing the ion exchange treatment such
tangular slAbs showed a fivefold to sixfold increase in power as the depth of the treated zone and the size mismatch

input for the strengthened samples over the unstrengthened between the exchanged ions. The report is presented in three
material. One important conclusion of that work was that parts: first, the temperature distribution in the thermally
the optical properties of the strengthened samples were very loaded glass slab is determined by solving the steady-state
similar to the properties of the unstrengthened samples, thus heat conduction equation. Second, the stresses are deter-
making ion exchange a very viable technique for enhancing mined by using numerical and analytical techniques. The
the mechanical properties while at the same time not altering scaling of the surface stresses with a nondimensional Biot
the optical properties of phosphate glass used in high aver- number is presented, the regions of maximum stressing are
age power solid-state laser applications. It must be men- described, and the specific dependence of the various stress
tioned that one of the conclusions of the work of Cerqua and components on the magnitude of the thermal load is dis-
co-workers' was that the ion exchange treatment does not cussed. Third, the power input at fracture is related to the
heal surface microflaws: Instead, the technique creates a thin mechanical strength of the strengthened and unstrength-
layer of compressive stresses on the surface of the glass ened materials and the size of the critical microflaws is esti-
which, therefore, diminishes the driving force for crack mated. These values are shown to lead to an estimate of the
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volume expansion due to the ion exchange, and to the vol- L.
ume concentration of the ion exchange sites. An indepen- Y
dent estimate of the depth of the surface layer can be com-
bined with the parameters derived in order to predict from z
first principles the magnitude of the enhancement in fracture
toughness of the strengthened material over the unstrength- z-t
ened glass. Two specific cases are discussed: when the flaw
size greatly exceeds the treated zone size, and when the flaw y
size is much sma:ler than the depth of the treat-d zone. It is
shown that the induced enhancement in fiacture toughness 02L
may easily exceed the fracture toughness of the untreated
glass, and therefore the possibility of partial crack closure is
discussed. In the discussion part of the report we use typical L x
material parameters in order to derive some figures of merit
for the maximum enhancement in fracture toughness due to
ion exchange.

II. TEMPERATURE DISTRIBUTION FIG. 1. The geometry or the thermally pumped glass slab. Due to symme-
try, only the shaded region was used in the numerical calculation of the

The geometry of the slab is shown in Fig. 1. Due to the thermal stresses.
fact that the axial length greatly exceeds the cross-sectional
dimensions, it is obvious that far from the faces z = ± I the
temperature distribution is independent of z, and thus satis-
fies the heat diffusion equation time required for heat to diffuse through the glass slab, thenthe time dependence in Eq. ( 1 ) can be neglected, so that the

kV 2T(x,y,t) + Q(xy,t) = pc 8T(xjy,f)/Mt, (1) temperature can be found from the steady-state heat diffu-
where k is the thermal conductivity, p is the density, and c is sion equation
the specific heat. The initial condition is T(x,,t = 0) = T,, kV2 T(xdy) + Qo(xdy) = 0 (4)
and the boundary condition is under the boundary condition of Eq. (2).

kdT/Bn + h ( T- T. ) = 0. (2) Following the analysis of Ref. 7, it can be shown that the
In Eqs. (1) and (2) Q(xy,t) is the power per unit vol- minimum frequency of flashing for which the steady-stat

ume absorbed by the glass due to thermal pumping, T. is the approximation is valid is given by
temperature of the cooling medium, and h is the cooling fnr, =k 2(1 + L 2/D 2)/(pcL 2), (5)
coefficient which depends on the cooling medium.' The
boundary condition (2) holds on the faces of the slab given where n is an integer that has a value of approximately 5 or
by x = ± L and y ±+ D. The temperature , is the initial higher. Such a value is required in order to make time-depen-
temperature of the slab, and as will be shown later, does not dent effects negligible. 7

affect the resulting stresses. For the case of uniform heat deposition, we have that
The ratc of energy absorption Q(xy,t) is a periodic Q(xy) = Q0, where Q0 is constant. Under this assumption,

function of time of the form7 the solution to the steady-state equation of (4) under the
boundary condition (2) has been given by Carslaw and Jae-

Q(X,t) = Qo(x,y) (t - mr), mr<t<(m + l)-r, ger' as
J-0(3 T B -B + (i -x2)

where the spatial variation is given by Q, and r is the period

of the repetition rate of the flashlamps that produce the ther- - 4B A A. cos A.x cosh A.y, (6)
mal load on the glass slab. It has been shown' that if the -
period r is sufficiently low as compared to the characteristic where the coefficients A. are given by

Asi = 
(7)

A ' (2A. + sin 2A.)(A. sinhA. D/L + BcoshA.D IL)

I
The numbers A. are the roots of the transcendental perature above T. and it is given by

equation A. tan A. = B, the parameter B is the Not number
defined by To = Q4 L "/k. (9)

B = hL k, () In Eq. (6) the distances x andyare ineasured in terms of the
and To is a convenient unit for measuring changes in tern- width L of the slab.
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When B < 1, it is easily shown that the temperature be- For the case of plane strain, Eq. ( 12), the out-of-plane corn-
comes ponent of stress o. is given by

T- T.. B _l(_X2) _ xos hB y o. =-v(. +o,, )-aET. (16)

To 2 B(1 + DIL) ' Otheotherhand, inordertocalculateoa forthecaseofno
(10) constraint, it is necessary to first calculate a. via Eq. (16),

whereas when B> I the temperature becomes and then to subtract the average value (over the face

T-T X _ 16 -- L<x< +L,-D<y< +D) of the stress component
T - + ( 1 - x 2 ) - 16 a=. This procedure leads to a stress distribution that satisfies

TO 2 1(1+wr)€osh1,D/2L Eq. (13).
X c oh- + 0 (11) It is interesting to note that the in-plane stresses ou,

o o -+- (11 ) a.,, and odo not depend on the Biot number B. To see

It is thus seen that when the cooling rate, as given by the this, the Airy stress function is introduced by

cooling coefficient h or the Biot number B, is very small the O a = (17)
temperature increases continuously. This is to be expected O , ax 1- & 0y(
because for small B the cooling rate is not sufficient to re- so that the equations of equilibrium are satisfied automati-
move the power deposition represented by Qo. On the other cally. Substitution from Eq. (17) into the constitutive equa-
hand, when the Biot number is very large, the temperature tions (15), and further substitution for the strains into the
deposition becomes essentially independent of the Biot num- compatibility equation
ber. We also note that due to the rapid decrease of the coefF2-
cients A, in the series solution for the temperature, a few 824u - 2(r  2824, (18)
terms in the infinite sum will suf ce for the precise numerical 3y 2  X2 ax .Oy
computation of the temperature distribution. leads to a single differential equation for the stress function,

namely
Ill. THERMOELASTIC STRESSES V40 + E *a*V 2T= 0. (19)

Once the temperature has been determined, the stresses Noting that the temperature Tsatisfies the steady-state heat
can be calculated as well. In this particular report, the stress- conduction Eq. (4), Eq. (19) finally yields
es have been calculated under two modeling assumptions.
First, that the faces z = + I are completely constrained V4 =E *a*Q/k. (20)

against displacement in the z direction, so that Since the sides of the slab are free of tractions, these bound-

C =0. (12) ary conditions are cast in terms of derivatives of the stress
function via Eq. (17). It is concluded that since the differen-The other situation examined corresponds to the case where ta qainadtebudr odtosfrtesrs uc

the slab is completely unconstrained against displacement in tion do not depend on the Bot number, it e in-plane stress

the z direction, so that there is no net force in the z direction, components depend ontand o', nare ealso hindependentsofeth
components vo, , y, and a,, are also independent of the

i.e., Biot number and they depend only on the amount of power

F, f dxf do =0. (13) deposition per unit volume Q. On the other hand, the out-

= - D of-plane component of stress o,, does depend on the Biot

In either case, as long as we stay away from the end faces number since it is calculated via Eq. (16) that involves the

z = ± I the deformation due to thermal stresses is two di- temperature distribution which depends on the Biot number

mensional so that the displacements are u (x,),v(x,) in the B.

xy directions, respectively.
Under the plain strain conditions expressed in Eq. (12),

the constitutive relation for the thermoelastic deformation
of the slab is'

= - * + a- TS2,,, o•~ ~ VO + r .

(14) FIG. 2. Contours of the in-phme

where T measures the temperature above T and the sum- streses a. in units of aEQoL 2/k.

mation convention is used for repeated Greek lower case sum components are imde-
indices which take the values xy. pendent of the Biot number AtL A.

The modified thermoelastic moduli E*, v*, and a* are Mw Poisso ratio is 0.25.

related to the actual Young's modulus E, coefficient of ther-
mal expansion a, and Poisson ratio v for the case of plane
strain, Eq. (12), by Ref. 9
E*=E/(l-v), a*=a(l+v), v=v/(l-v). -x

(IS) L
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0.2 FIG. 3. Contours of the in-plane Ez 0 aEQL '/k when the ends

stresses a,, in units of z = ± I are constrained

0.3 aEQOL 2/k. These stress compo- against displacement in the z
nents are independent of the Biot direction. The Biot number

number hL k. The Poisson ratio B = hL/k is 10, and the Pois-
is 0.25. son ratio is 0.25.
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variation of the stresses with B for the three points A, B, and
C all of which are located on the surface of the slab.

The stresses were determined numerically for the Pois- Were the plate of infinite extent in they direction but of

son ratio equal to 0.25 and for the aspect ratio D IL = 2 by finite extent 2L in the x direction, then the points on the

using bilinear isoparametric finite elements. The stress con- surface of the slab would be in a state of balanced biaxial

tours are shown in Figs. 2 and 3 for the in-plane stress corn- tension of magnitude

ponents, which, as mentioned previously, do not depend on aET(

the Biot number. Due to the symmetry of the problem, only ayy = a= - (21)

the quadrant 0 <x/L < 1, 0 <y/L < D IL is shown. It can be 3(1 - v)

seen immediately that the surface of the slab is in tension, This value is also shown in Fig. 9 for comparison purposes. It

whereas the interior is in a state of compression. The stresses can be seen from Fig. 9 that the result for the plate of infinite

are measured in units ofaETo, where the reference tempera- extent provides a good upper bound for the stresses when

ture rise is given by Eq. (9). The out-of-plane stress compo- B> 1, as well as for the in-plane stress components xx andyy

nents a. are shown in Figs. 4 and 5 for the constrained case for all values of the Biot number. However, when B < 1, it is

satisfying Eq. (12). It is seen immediately that these stresses seen that the result for the infinite plate underestimates the

are compressive, and as such presumably do not lead to frac- zz components of stress at the point B where, as will be

ture. shown in the next section, the stress intensity factor is larger

On the other hand, for the unconstrained case satisfying than the stress intensity factor at the points A and C for

Eq. (13), the out-of-plane stress components a, are shown cracks of similar depths (quarter elliptical crack at the point

in Figs. 6-8 for the Biot number B = 0.1, 1, 10, respectively. B, half elliptical cracks at the points A and C).

It is seen that for the unconstrained case the a,, stress corn- The effect of the nonuniform power deposition rate Q

ponents are tensile near the surface of the slab and compres- was studied by examining a plate of infinite extent in the y

sive in the interior. Depending on the Biot number, it is pos- direction, but of finite extent 2L in the x direction. The pow-

sible for u to exceed the in plane stresses o,,. and o,,. For er deposition profile was taken as

the case of unconstrained deformation in the z direction, the Q(x) = Qo exp( - x/c) 0 <x <2L, (22)

variation of the maximal values of the stresses with the Btot wherex measures from the face ofthe plate. When00 2L the

number B is shown in Fig. 9. Specifically, Fig. 9 includes the wer easures rote faceothellate. hrough thepower deposition rate is essentially uniform through the

y y
D D

B-1 OYz z

-. 
6 zz'O FIG. 4. Contours of the out- B=O.1

of-plane stress o,. in units of F2 0
a*" 21k when the aids FIG. 6. Contours of the out-of-z - ± I are constraned plane St.a 0,. in unfits of

&&anst displacanent in tie a rs ,, nuiso.EQL Ilk when the ends
direction. The Bit nunber g - ± I am allowed to displace
so-nL/Ai 1, and the Poi freely in the z direction. The Diot
son ratio is 0.25. number N a A/kis0.l, nd the

Poion ratio is 0.25.

a ~-
L L
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o B ptC
8. FIG. 7. Contours of the out-of-

plane stress a,, in units of 0.6
0 Z O  aEQ, L 2
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z = ± I are allowed to displace
freely in the z direction. The Biot " . P O yD . "I

o -a stmbres = f nIits 1.,a f h 0.4 -tr1ss/Z EQ.J..2 Y PtAof
421 1 1[0.4

Uzz,pt.A extent

. gzzptC tog10 (L h/k)
.I I I ,

-2 -I0I
thickness of the plate. When c < 2L the power deposition rate

is localized near x = 0. The stresses at x = 0, which is in a FIG. 9. Plots of the maximum stress on the surface of the slab vs logoB.

state of balanced biaxial tension, are shown in Figs. 10(a) These stresses occur at the points labeled A, B. and C. The result for the

and 10(b) as functions of the ratio c/2L. The stresses were plateofwidth 2.L in thexdirction and ofinfiniteextent in theydirection is

normalized either in terms of the maximum power depo- also shown. The Poisson ratio is 0.25.

sition rate Q, which occurs at x = 0, Fig. 10(a), or in terms
of the average power deposition rate per unit volume over
the plate thickness Q.., Fig. 10(b). It is seen that the stress-
es are now smaller than what Eq. (21) predicts. Thus the Y
previous analysis for uniform power deposition per unit vol- Oayy//_E QI

ume, the results of which have been summarized in Fig. 9, OA - It. xp(-x/c)

provides an upper bound for the stresses due to inhomogen- 0.J
eous power deposition rates.

IV. TOUGHENING BY' N EXCHANGE 0-(

It has been shown previously4 that an estimate for the 0. L

efficiency of power transfer between the lamps and the glass
material allows the calculation of the change in fracture c//2 L
strength due to the ion exchange process. It is important to

note that such an estimate of the enhancement in fracture 0.1 02 05 1 2 5 10 20 50
strength was based on the largest magnitude for the surface
stresses a., and ay,, which, as argued previously, do not

depend on the Biot number. However, Fig. 9 shows that this 0 - 0. exp(-x/c)

is not necessarily the case; when the Biot number is less than tL2t.
I, o, which depends on B, may exceed o'. and a. con- . ,0 dx

(7, A .2 El -0
siderably. Y L -

y
D 02x 2

O0.

0t) 8-10 FIG. S. Contours of the out-of-
F ao plane stress , in units of

aEQ.,Llk when the ends 005bQ) 02 0.5 1 2 5 10 20

z = ± I are allowed to displace
freely in the z direction. The Biot

number B = hL A is 10. and the FIG. I 0. The effect of nonuniform power absorption on the tensile stresses

Poisson ratio is 0.25. in the front and back faces ofs slab of width 2L and ofinfinite extent in they

direction. The power absorbed per unit -olume Qis nonuniform and it has a
decay length C. (a) The Strees are normalized in terms of the maximum

x power Q, absorbed per unit volume. (b) The stresses are normalized in
L terms of the average power Q,. absorbed per unit volume.
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It must be also mentioned that surface cracks, depend- and (29), it is assumed that the flaw size b and the fracture
ing on where they are located, lead to different stress intensi- toughness of the bulk glass K, does not change as a result of
ty factors. For example, for a surface semielliptical flaw of ion exchange at the surface.
maximum depth b and under far field uniform tension of Elimination of , b, and K, from Eqs. (28) and (29)
magnitude o, the stress intensity factor is' °  gives

K= l.2/G-, (23)
whereas for a quarter-circular corner flaw of radius b the eT= 3(1 - v)0(B) k (30)
stress intensity factor is'0

from where the macroscopic dilatation eT can be deter-K = (2.6/1r)o,5-. (24) mined. Since AV7 can be estimated from knowledge of the

For a quarter-elliptical corner flaw the stress intensity factor size of the exchanged ions, Eq. (26) allows the calculation of
is given by'" the volume concentration of the ion exchange sites. Finally,knowledge of the fracture toughness K,, of glass allows viaK 1.3a1 h-, (25) Eq. (28) the calculation ofthe critical flaw size b responsible

where b is now the smallest depth of penetration. for fracture.
Knowledge of the power input required for fracture for As an example, we used K,, = 0.3 MPa m / 2, which is

the strengthened and unstrengthened glass leads to an esti- typical of phosphate glass," experimentally determined
mate of the fracture strength of the two materials. The differ- flashlamp power at failure of 660 and 3600 W for the un-
ence in fracture strength is Pt ributed to ion exchange, so strengthened and strengthened glass, respectively, which
that from the enhancement it. ,racture strength the micro- lead to power deposition rates per unit volume of 3.2 and 17
scopic details of the ion exchar.ge can be estimated. Further- W/cm 3, respectively (derived on the assumption of a 10%
more, knowledge of the difference in size between the ex- efficiency), 4 L = 0.4cm, 71(B) = 0.5 (which corresponds to
changed ions allows the calculation of the volume a value of the Bot number of about B = 1), k =0.82
concentration of the exchanged species. In deriving this re- W/m K, a = 11 X 10-6, E = 60 GPa, v = 0.25. These ma-
suit, the work of Nabarro was used": When n sites within a terial properties are typical of phosphate glass. ' 4 These val-
solid of total volume Vo undergo a stress-free dilatation (in ues lead to a macroscopic dilation of e' = 0.0034.
the sense of Eshelby " ) whereby each site increases its vol- Using the values of 0.078 and 0.098 nm for the ionic
ume by A V1, then the total dilatational strain e' is given by radii of Li + and Na + , respectively,' so that

eT = AVT(n/Vo). (26) AV r = 1.94x 10 - 3 nm- 3 , Eq. (26) yields a density of

The dilatation of Eq. (26) gives riseto balanced biax- n/V o  1.7 x 102' cm - 3 for the ion exchange sites. Finally,
i T]compression o the s26)fgices ie tla bahcd bise- using the atomic weight of 7 and 23 for Li and Na, respec-ial compression on the surface of the glass which is deter- tively, gives the weight percentage of Na + as 2.1%. This

mined by noting that the underlying glass does not allow any value is in good agreement with independent measurements
straining along directions parallel to the glass face. This bal- by electron microprobe analysis, where it was found that the
anced biaxial compression due to ion exchange is given by weight percent of Na + varies from 2.8% on the surface of

3= - (27) the sample, to 1.4% at a depth of 12-13 pm, to the error
3( 1 - v) value of 0.2% at a depth of 60/um.

Once the stresses due to the thermal power deposition The compressive stress due to the ion exchange was
and the stresses due to the ion exchange are known from Fig. found via Eq. (27) to be 90 Mia. The fracture stress of the
9 and Eq. (27), respectively, the fracture criterion for the unstrengthened glass was calculated tobe 20MPa. The frac-
unstrengthened glass is written as ture strength of the strengthened glass was determined as

110 MPa. Using B = 1, the critical flaw size was determined
fl -b!9(B) (aEQNL 2/k) = K,,, (28) as 45-90 pm. With B = 0. 1, the critical flaw is 20-35 pm.

where Q is the power deposition rate per unit volume at These values for the critical flaw size are comparable to the
failure, K, is the fracture toughness of the unstrengthened size of the powder used in the polishing process.
glass. fl is a numerical factor that depends on the crack loca- It must be pointed out that the use of Eqs. (23)-(25)
tion and geometry and can be extracted from Eqs. (23)- assumes that the region over which the ion exchange has
(25), and i7(B) is a dimensionless function of the Biot num- occurred greatly exceeds the crack length, so that the crack
ber B such that the thermal stresses are given by can be visualized as being embedded within a uniform stress
o= ij(B)aEQ L 2 /k. The factor i(B) depends on which level. Although the zone within which ion exchange had
stress component leads to fracture and can be found from occurred was experimentally measured to be about 60 pm,
Fig. 9. the residual stress spatial distributio, due to ion exchange

On the other hand, for the glass strengthened by ion could not be determined besides the variation of the weight
exchange, the fracture criterion bemnes percent of Na ions with distance from the free surface or the

_____0' 2 A estimate of the compressive strength induced, as described in=r Kk, (29) Ref. 4.
k 3(l - v) The effect of nonuniform residual stresses on inducing a

where Q M'is now the power deposition rate per unit volume sres intensity factor which tends to close the crack faces
at fracture of the strengthened glas. In writing Eqs. (28) and on the possible partial crack closure has been examined
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by Green."' However, in Green's work it was assumed that and P 2 are remotely located with respect to the crack tip,
the residual stress distribution is known a priori. Since for the their contribution to inducing a stress intensity factor at the
case of ion exchange this is not necessarily the case, we in- crack tip can be neglected. Furthermore, the contribution
tend to examine a limiting case, namely the case when the due to M, is much smaller (oforder H/b) than the contribu-
crack length greatly exceeds the depth of the zone over tion ofP,, and can also be neglected. Thus, the largest contri-
which ion exchange has occurred, and that the crack faces bution is due to P, which can be found in Ref. 17. It is given
have undergone ion exchange up to a characteristic depth H, by
as shown in Fig. II.

Figure 11 (a) shows schematically the case where the AK= -2.6(oH/ 1F-), (31)
face of the glass plate has undergone ion exchange up to a where AK is the change in the stress intensity factor at the
typical length H, but the crack faces have not undergone any crack tip. The fact that AK < 0 implies that there is a tough-
exchange. Figure I 1 (b) shows the case where only the crack ening or shielding effect. Is
faces, up to the crack tip, have undergone ion exchange. It is By setting AK equal to the fracture toughness of the
most likely that the actual configuration will be a hybrid of glass itself, say 0.3 MPa m / 2 

,i3 and using a = 90 MPa, we
the geometries shown in Fig. 11. Because these two geome- derive a relation between the crack length b and the ion ex-
tries lead to different dependence of the strengthening effect change zone width. Using b = 10am yields H = 7pm. If we
on the geometrical parameters H and b, they are analyzed take the fracture toughness as 0.5 MPa m'/2 ," we find
separately. H = 12/pm. Since this analysis is valid only when b exceeds

The free body diagram of the underlying glass substrate H, we conclude that for brittle materials of low fracture
for the case of Fig. 11(a) is shown in Fig. 11(c). The forces toughness ion exchange via the mechanism shown in Fig.
per unit depth P, = P2 = P = aH with a the magnitude of I I (a) can enhance the apparent fracture toughness by as
the compressive stress due to the ion exchange, see Eq. (27), much as 100% with an ion exchange depth of only a few
which has a typical value of 90 MPa. The moments per unit micrometers.
depth M, = M, = M = aH 2/2. In view of the fact that M, The other mechanism shown in Fig. 11 (b) is analyzed

by using the solution of Budiansky and co-workers,'
whereby the stress intensity factor induced by a distribution
of volumetric expansion O(r,o) over the area A was found

(a) (b) under plane strain conditions to be

4 wH AK = E f0r_3/2cos -it dA, (32)

3( v Ji A 2
where r,4 are polar coordinates measuring from the crack tip

H (0 = 0 is the line ahead of the crack). It is seen from Eq.
(32) that ion exchange occurring within a fan of 120" ahead
of the tip ( - ir/3 < 0 < ir/3) induces a positive AK, thusH crock tip making the material more brittle. On the other hand, ion

exchange over the crack faces induces a negative AK so that
the material at the crack tip appears shielded from the re-

b - - b - motely applied thermal stresses. Following Ref. 18, the near
tip stress intensity factor is given by

)2 ML K.p = Kpp, + AK, (33)

a2M Cwhere K,,p, is the stress intensity due to the applied thermal

Sr 'I[ loads, and &K is due to ion exchange. The fracture criterion

o' is

P

I' , crack tip N FIG. 12. The details of the ion ex-

M I O R change picess near the crack tip are
()b - track 

tIp important, since exchange over the

) ( )crack fhes induces a shielding AK
(AK c<0), whies exchange ahead ofM 41the crack tip induces an antishielding
AK (AK>O). (a) Ion exchange

FIG. I I. The interaction ofa zone of thicknes Hover which ion exchange over the crack Aes and ahead of the
has occurred with a crack of length b, whereb greatlyexceeds r. (a) on (b) crock tip crack tip. (b) Ion exchange over the
exchange over the surface of the slab. (b) Ion exchange over the crack faces H oe crack fa only.
and ahead of the crack tip. (c) The forces acting on the film which is in s
state of compresion of magnitude o, and the forces acting on the underlying HN 0
gle. These forces induce a stress intensity factor at the crack tip which
tends to close the crack.
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Kj,, = K,, (34) aEQ L 2

with K& the fracture toughness of the gli 1is noted that = K,, (37)
this calculation assumes that the ion exchm process does
not alter the fracture toughness of the glassmoerial, but that where the coefficients X and X2 are of order unity and de-
it only induces residual stresses which sb.eW the crack tip pend on the details of the ion exchange process near the
from the thermal stresses induced by the cwang medium. crack tip, see Eqs. (31), (35), and (36). It is seen that the

AK has been calculated via Eq. (32) fothe two cases thermal loads [the first term on the right-hand side of Eq.
shown in Fig. 12. In Fig. 12(a) the ion exchange zone ex- (37)], and the strengthening mechanisms due to ion ex-
tends over the crack faces and in front of tbecrack tip. The change are characterized by different dependence of the in-
detailed geometry ahead of the crack tip isdmcribed in Ref. duced stress intensity factor on the geometric quantitie. b
18. Assuming that 0 is uniform within the -on exchange (the crack length) and H (the depth of the ion exchange
zone, the work of Budiansky and co-workers '" yields zone). In writing Eqs. (37) it is assumed that the ion ex-

change process near the crack tip does not alter the intrinsic
AK-- - 0.63o -J, (35) fracture toughness of the glass material, i.e., K, is the same

a being the magnitude of the compressive smess due to ion as for the glass that has not undergone any ion exchange. As
was shown previously, for brittle materials such as the phos-

exchange. On the other hand, the geometry dFig. 12(b), in phate glass under investigation here, the strengthening con-
which ion exchange occurs over the crack faces but not tributions are of the same order of magnitude as the stress

intensity factor due to the applied loads. It is concluded that
AK= -l.30vH. (36) for microcracks long with respect to the depth of the ion

exchange zone, ion exchange is a viable mechanism for en-
As an example of the toughening efM- predicted by hancing the fracture toughness of brittle components. On

Eqs. (35) or (36), we note that an ion exchange layer thick- the other hand, when the microcracks are much shorter than

ness of H = 10-30 um produces an enhuement in the the ion exchange zone, the analysis leading to Eq. (29)
stress intensity factor of AK = - 0.3 MP*an 2 . A thick- shows that, again, ion exchange is a considerable strengthen-

ness of H-- 3a "0 Mm produces AK = - M5 MPa m "2. ing mechanism. It is expected that the same strengthening
These values of ,he layer thickness are of the:same order of phenomenon will occur when the crack length is comparable

magnitude as the experimentally determined thickness of to the ion exchange zone.

about 60 ym. The induced enhancements iu the fracture
toughness are of the same magnitude as the ffracture tough- V. CONCLUSIONS
ness Kk of the glass itself. It is concluded that the mecha- Numerical techniques were used to calculate the ther-
nisms of ion exchange shown in Fig. 12 indume-considerable mal stresses during the steady-state absorption of heat by
enhancements of the fracture toughness of the glass. These thermal pumping of a slab of phosphate glass used for high
enhancements may be as large as the intmisic fracture average power solid-state laser applications. It was shown
toughness of the glass itself, that the in-plane stress components are independent of the

A basic assumption in deriving Eqs. (3S) and (36) is Biot number characterizing the surrounding cooling medi-
that the volume expansion due to the ion exchange is uni- um. These stress components depend only on the magnitude
formly distributed within the layer thickness Is/. This is not of the power per unit volume absorbed during thermal
the case in reality since the depth profile of ithe exchange pumping. The out-of-plane stress components do depend on
layer arises from the diffusion of the exchangimg ions, so that the Biot number and on the thermal loads. The state of stress
the percentage of exchange sites is highest nemr the free sur- near the outer surface of the glass contains tensile and corn-
face and it diminishes as one moves into the glass. In view of pressive components. The in-plane stresses are always ten-
this, Eqs. (35) and (36) are applicable when.Jj is identified sile. The out-of-plane stresses are compressive when no lat-
as an effective thickness over which the volume expansion is eral displacement is allowed, and tensile when the lateral
essentially uniform. Even so, the numerical ,examples dis- ends are allowed to displace freely. The calculated stresses
cussed above show that ion exchange is a potem mechanism were used in order to evaluate the compressive stresses in-
for enhancing the fracture toughness of brihtle phosphate duced by a thin zone within which ion exchange has oc-
glasses. cuffed. From the compressive stresses the volume density of

Comparison of Eqs. (35) ahd (36) also hows that the ion exchange sites and the magnitude of the weight percent
details of the ion exchange process near the crack tip are of ions within the exchange layer were calculated. It was
important in determining the levels of the euhancement in shown that for the case of long or short microcracks, with
the fracture toughness. Ion exchange over the crack faces respect to the depth of the ion exchange zone, ion exchange
shields the material from the applied loads; ion exchange induces a significant reduction of the near-tip stress intensity
ahead of the crack tip enhances the applied ods. factor thus shielding the near-tip region from the applied

When the crack shielding mechanisms off Figs. I I and thermal loads. The details of the ion exchange process near
12 are superposed on the applied thermal Me&, the fracture the crack tip were shown to be significant in altering the
criterion becomes levels of crack tip shielding.
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APPENDIX (6)
Toughening and crack tip shielding In brittle materials by residually stressed
thin films

John C. Lambropoulos
Department ofMechanicalEngineering andLaboraworyforLaserEnergetic UniversityofRocheter
Rochaster New York 14627

(Received 10 September 1990; ccepted 5 February 1991)

The apparent fracture toughness of brittle components can be greatly enhanced via surface.
deposited thin films which are under residual, possibly nonuniform compression since the
residual compression counteracts the effect of the applied loads at the tip of a surface crack.
Examples are epitaxial thin films on crystalline components, thin films in a state of compression
due to the film deposition process, or thin films of ion-exchange in glass. We review the
micromechanics of the strengthening process by considering a surface microcrack under the
combined action of the residual stress in the film (which shields the crack tip and may cause
partial crack closure) and of the externally applied loads (thermal or mechanical). We examine
crack tip shielding as the interaction of microscopic dilatant spots with the crack tip. This model
predicts rising crack growth resistance curves for limited amounts of crack growth. We review
and analyze experimental results on ion exchange in thin films of glass in small-, medium-, and
large-size glass components for high average power solid state lasers. These measurements show
that the apparent fracture strength increases by as much as five to six times.

I. INTRODUCTION stress distribution ahead of a crack tip is given by

The apparent fracture toughness of brittle materials can be K.
greatly enhanced by various surface modification methods, a" = X>0, X-0, (I)

such as epitaxial thin films on crystalline substrates,' sol-gel

films on optical materials," physically deposited thin films,3  where the crack (extending infinitely in theal dirction) c-
or thin films of glass within which ion exchange has oc- cupies the half line x <0, the uncracked part extends along
curred." It is currently accepted that the deposition of the x > 0, and the axisy is perpendicular to the crack. It is noted

thin film does not alter the inherent fracture toughness of the that the stress intensity factor K,,, cannot be computed from

brittle material (which is usually quite low): Instead, it is the asymptotic analysis: A complete solution is required of

believed that the stresses within the thin film (which are a the boundary value problem consisting of the crack under

direct result of the deposition process) shield the tip of a the action of the applied loads.

microcrack from the applied thermomnechanical loads, so Since the stresses near a crack tip are uniquely determined

that a higher value of the applied load is required in order to by the stress intensity factor, for a brittle material it is as-

fracture the specimen (as compared to a specimen without sumed that fracture will occur when the near-tip stress inten-

any films). sity factor K,, reaches a critical value K, called the frac-

A standard technique for observing such enhancement in ture toughness, which is a material property, thus

the fracture toughness of brittle materials has been indenta- K* -= K,. (2)
tion microcracking whereby a surface microcrack is intro- In the absence ofany mechanisms that shield the crack tip
duced by using a sharp indenter.7 The specimen is further from the applied loads, the near-tip stress intensity factor
cracked with the indenter, or by using standard mechanical Kr, is equal to the applied stress intensity factor K,.,, so that
loading, such as the four-point.bending configuration.' An-
other technique is the use of thermal shock tests whereby the K, - K,. (3)
specimen is uniformly heated and then rapidly cooled: The For example, for a crack under the action of uniformly ap-
thermal stresses, resulting from the inhomogeneous tern- plied far field stresses o in a direction perpendicular to the
perature distribution within the specimen, will fracture the crack plane, the applied stress intensity factor is
specimen when the diffeence between the initial (uniform)
temperature of the specimen and the temperature of the K,, - nv4N , (4)
quenching medium is sufficiently high." ' "1 where ao is the half-length of the crack tip, and n is a geo-

For linear elastic materials containing cracks, an asymp metrical factor which includes the interaction of the crack
totic analysis of the stress distribution near a crack tip shows with ne-by free surfaces. For example, for an interior crack
that the stresses are singular, with a spatial distribution vary- infinite in the z direction, fI - ; for an edge crack of depth
ing like r- "n (where r is the distance from the crack tip). a,fl =I.12; for an interior penny-shaped crack fl - 2/r.
and that the magnitude of the singular term is governed by On the other hand, when the crack tip is shielded from the
the stress intensity factor (SIP) Kup valid near the crack tip. applied loads, the naer4ip SIP Kup is related to the far-field
For example, for mode I (or opening mode) cracking the (or applied) SIF K.P by
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K, -K w + AK, (5) sive layer is much smaller than the depth of the surface crack

where AK is the contribution of any mechanisms that inter- at failure. Cerqua et aL have shown that for the case of
act with the crack tip. When AK < 0, then shielding occurs. phosphate glass with the exchange of Na + for Li + ions,
In this case, combination of Eqs. (2), (4), and (5) shows there is a remarkable improvement in the fracture strength
that at fracture the required stress a is higher than what it of the glass when the surface crack is comparable in magni.
would be if no shielding was present. Similarly, when tude to the thickness of the compressive layer.
AK > 0, the applied loads are enhanced near the tip, and the The tests of Cerqua et aL.4 were performed on three geo-
net effect is to make the material effectively more brittle by metries: The first geometry was that of small disks (diameter
reducing the value of a required for.fracture. of 20 mm, thickness of 3 mm); the second geometry was that

As an example of the shielding effect of thin films, we of squat cylinders (diameter 6.4 mm, height 6.4 mm); These
mention the work of Lawn and Fuller," and of Tandon and two geometries were tested in thermal shock tests, and a
Green,s who considered an indentation crack as a semicir- finite element analysis was performed (with a time-depen-
cular penny-shaped crack of radius c. At fracture, the total dent temperature distribution) in order to correlate the tern.
SIF at the intersection of the crack front with the specimen's perature drop at fracture to the magnitude of the resulting
free surface is equal to the fracture toughness K,., so that$.' thermal stresses.9 For the small disks, the Biot number

(based on the specimen's half thickness) was about 5; For
K. = -P + navrr" + 2Mauo ff, (6) the cylinder geometry the Biot number (based on the radi-

t"-2 us) was equal to 10. These tests were used to extract the
where the first term is the contribution of the residual stress- value of the fracture strength. For the unstrengthened speci-
es present as a result of the permanent plastic deformation mens, the fracture strength was about 25 MPa, whereas for
under the maximum load Pof the indenter, the second term the strengthened specimens it was about 135 MPa.
is due to the applied stresses, and the third term is due to the The third geometry tested by Cerqua el aL.4 was that of
presence of a thin film of thickness H4c under a state of rectangular slabs (8 X 15 X 160 mm3) which were thermally
biaxial tension (go >0) or compression (aO <0) in the pumped to failure. A finite element analysis again correlated
film's plane. The dimensionless quantities X and fl are geo- the thermal power input to the resulting thermal stresses
metric factors which account, respectively, for the interac- under steady-state thermal pumping.' It was found that the
tion of the residual stresses due to the indentation and for the unstrengthened specimens had a fracture strength of 19-23
interaction of the specimen's free surface with the crack tip. MPa, whereas after ion exchange the strength was improved
The quantityX = 0.016 (E/HD) " where E is the Young's to about 110 MPa.
modulus and (HD) is the hardness of the material." The conclusion from all these tests was that ion exchange

It is clear from Eq. (6) that when the film is in compres- can greatly improve the apparent fracture toughness of nom-
sion, the last term (due to the film) shields the second term inally brittle materials by imparting an average compressive
(due to the applied loads) and the first term (due to the surface stress of the order of 90-110 MPa for phosphate
indentation itself), so that a higher value of the applied stress glass. The value of the average compressive surface stress
o is required for fracture. We note from Eq. (6) that for the was correlated to the amount of the average dilation, which
indentation crack the contribution due to the residually was found to be about 0.0034. In turn, this dilation was con-
stressed film (which is valid only in the limit H-Cc) is inde- veted to an average Na + ion concentration of about 2. 1 %.
pendent of the crack radius c. Independent measurement of the Na ion concentration by

As typical values of the interaction between very thin sur- Cerqua et a.' showed that the maximum concentration of
face films and very deep surface cracks, the data of Kobrin 2.8% occurred at the surface of the specimen, and that the
and Harker3 on sputtered submicron-thick films had a crack thickness of the ion exchange layer was 50-60 pm, with a
depth of 12-100m, and a compressive film stress of0.2, 1.0, monotonic decrease from the surface value. The distance
and 1.6OPforfilmsofA 120 3 1SiO2,andSi3N , ,respetive. over which the maximum concentration was halved was
ly. The substrate wa glas (with K, =4 0.62 MPa Vrm), Si about 15--20 pm. It is thus seen that the numerical predic-
(4K - 0.74 MPaV/m), sapphire (4K = 1.7 MPa 1/m), or tions (which yielded an average Na * ion concentration of
Si3N (i -4.1 MPa Vim). The resulting shielding con- 2.1%) are in good agreement with the experimental obser-
tribution ranged from ( - AK) = 0. 1 to 1.7 MPaVm. vations.

Ion exchange in glass similarly creates a thin surface film In order to correlate the depth of the ion exchanged layer
which is in a state of residual compression. The work of to the depth of surface microcracks, a value of 0.3 MPa
Tandon and Greens on silicate glass (K- = 0.73 MPa V'm) */'

2 was used for the fracture toughness of phosphate
where Na ions were exchanged for K+ ions had an ex- glass In addition to this information, the use of a value for
change layer of thicknms 3-7.5 pm, and an indntation the unstrengthened fracture strength of 20-25 MPa, allows
crack depth of at lest 150m. The average compressive theapplication ofEq. (2)-(4),from which the depth ofthe
stress in the ion exchange layer was in the rngse 150 to 320 surface crack can be estimated as between 37 and 57 pm. We
MfP. Depending on the indentation load used, the fracture observe that in the tasb of Cerqua et a/..' fracture occurred
strength of the ion-exchanged specimens increased to 150- when the glass specimen was in contact with water. This
210 MPa. as eompared to a fracture strength of about 80 contact would diminish the fracture toughness of glass from
MPa for the unstrengthened specimen. the fracture toughness in air. For example, using a dimin-

It is not always the cse that the thickness of the compres- ished value ofK = 0.1 MPa -/m for the fracture toughness
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in water yields a crack depth of 4-6 pm. It is thus seen that, lie in the range ir/3 <f8< ir they cause crack tip shielding
contrary to the indentation experiments, in the thermal (dK<0).

shock tests the crack length is comparable to the thickness of On the other hand when the dilating spots int-ract with a
the ion exchange layer. finite crack of length 2a,, as shown in Fig. I (b), the result-

It is the purpose of this report to present a simple model ing stress intensity factor at the nearest crack tip is
whereby the shielding imparted by a surface compressive EO rdA [
layer is viewed as arising from the interaction of individual dK = E-o (os[(38), +,6,)/2 ]

dilation sites with a crack tip. The dilation sites are arranged 3(1 - v) I/2rl , (8)

so as to create a thin layer of either uniform or varying mag- where (r,, 6, ) are the polar c vordinates with respect to the
nitude of dilation, and we calculate tht change AK in the nearest crack tip, and (r2 , P, ) are the polar coordinates
near-tip stress intensity factor due to this layer. We empha- with respect to the furthest crack tip.
size the relation of AK to the crack length, rather than to the When the transforming spots are arranged in the form of a
thickness of the compressive layer. The presented analysis vertical strip (see Fig. 2) of width (dx) near a semi-infinite
aims at deriving closed form expressions for the shielding crack, then the resulting change in the near tip stress intensi-
effect when the crack length is much smaller, comparable to, ty factor can be found by integrating the expressions in Eq.
or much longer than the depth of the compressive layer. (7). The result is

II. SHIELDING BY EXPANDING SPOTS AND LAYERS dK=O, (9a)
Consider a semi-infinite crack in a linear elastic solid un- when the strip is located ahead of the crack tip [as shown in

der plane strain conditions in the z direction. The crack ex- Fig. 2(a)], and

tends along x < 0. The uncracked ligament is along x > 0. dK = 1 [72 E8Gr dx
When the volume of two circular cylinders, located at the 3dK -V -_ - (9b)
cylindrical coordinates (r, f) and (r, -,) with respect to when the strip is located behind the crack tip [as shown in
the crack tip, changes isotropically by the stress-free amountp69then hersuti ng change i n enely arytipe stressietensoitt Fig. 2(b)]. It is thus seen that the effect of an expanding
f T then the resulting change in the near-tip stress intensity layer is to either not interact with the crack tip when the
factor is given by""'  layer is located ahead of the crack tip, or to shield the crack

E9 TdA cos(3!?/2) tip (dK < 0) when the layer is located behind the crack tip. It
dK = 32 0 - v) ?/2 , (7) is noted that the geometry of Fig. 2, which leads to the results

where dA is the cross sectional area of each cylinder, E is the
Young's modulus of the material, and v is the Poisson ratio,
see Fig. I (a). It is thus seen that when the spots are located
in a forward cone of total angle 21r/3 (0 <P< r/3), their
effect is to open the crack tip (dK> 0), whereas when they

A_ _,* tip

(A)

/ (A) 
D

'A

4A ' (B)

Fla. 2. The intersetim a(& venial strp with a weminianite crack nder
Me. I. The muracon of two symawtrimlly oated cirudar cylinders pleutrain omditiom. Te np basa stne-frdilaboi *' . (a) Wben the

each o1eram uctieanl mu £A, wllk (a) a umindaits crack. nd (b) with strip omted ahed ofthe crack tip AK -0 . (b) When the mtp is ocated
abite mck. behind th cr tip the sbldMg K < 0 a i iven Y F (9b).
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%6 X( X 1 0) AK= 3XF e- ji) ~rti\/. a)
?x 12a,

crack Up which, when the crack depth a, greatly exceeds the charac.
N*- (A) tenistic length j9 of the compressive layer, reduces to

In Eq. (12a) the error function of imaginary argument i
defined as"

T.9 c Erf(i4x) =.J exp(&i2)du. (3

Both Eq. ( 12s) and the asymptotic result of Eq. ( l2b) are
shown in Fig. 4 in a non-dimensional form. It is seen that

emck tipwhen a, > 3-4,6 the asymptotic expression provides a good
approximation for the more involved result of Eq. (12a) .

(5) For the case of constant stress-free dilation, the integra-
tion of Eq. (9b) is again straightforward. As before,

a0  D a,0 - x. When a, < H the limits of integration are from

14 x =0 to x = 00. When 00 > H, the limits of integration are
from x 0 to x = Ri. The result is

FIG. 3. The interaction of& layer with stress-free dilation with a crack tip. T\ -
(a) Exponentijally decaying dilation for x>O0 with characteristic length <
scake M.(b Uniform dilation within a layer of thickness Hi. XI -I 1a

of Eq. (9), is equivalent to that of an embedded plate which
is in a state of biaxial stress. 03 Epntilydecaying misfit

-strain 6.6 exp(-xlIP)
Ill. SHIELDING BY SPATIALLY VARYING DILATIONS

Consider a semi-infinite crack which is embedded within a = 0.2
region where thc stress-free dilation is decaying exponential-A
ly t9T_1Jep

T=o p(x/l6), X>0 (10)01 s pt
with a characteristic length# ( Fig. 3(a)),' or is constant
within a layer of width H [ Fig. 3 (b) 10.0

er=6 0 , O~~f I)0 10 *.p 20

In either case, the x coordinate measures from a plane at a
distance do behind the crack tip, and i6o is the maximum
dilation, which occurs ,it the surface x = 0. T-hus, it is as- 03

sumed that the surface x = 0 is the free surface. In this way.
the problem of the interaction between a surface crack of 02
length o, and the compressive layer is substituted by the
analytically simpler model shown in Fig. 3, of the semi-infi- s pt
nite crack interacting with a layer of varying stress-free dila- .
tiosi. Thus, the simpler model of Fig. 3 does not account for e/
the intteraction between the crack tip and the free surface of
the sample. O

For the case of the exponentially decaying stress-free dila-0 2 3 4

tion, the expression in Eq. (9b) is used to find the induced FIG. 4. Nomsm wtedn r te u o exoetiay decaying
shielding AK. A vertical strip of width dx is at a dlitnce annft im~ wwh cuaameeristc kqtb seae The symnptotic result
HI - - x behind the crack tip and the limnits ofintegration is vad fmra. IID (b) Z te saM Vac se (a) w"t She heejacutal aXi%
amffox -0to x =a. TUeresult is mgdd
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which reduces to IV. FREE SURFACE EFFECTS
[2 E8o - The results expressed in Eqs. (12) and (14) do not expli-

b1j-E "1H 1 , O H (14b) citly account for the proximity to the crack tip of the free

3 r I - v 1Hsurface of the half space, since the basic solutions for the
interaction of the dilating spots with a crack, Eqs. (7) and

when the crack depth a0 greatly exceeds the thickness H of (8), are valid for a semi-infinite crack and a crack of length
the compressive layer. 2ao in the infinite solid, respectively.

Figure 5 shows in non-dimensional form the shielding AK In order to examine the effect of the proximity of the free
versus the crack depth a,. Again, it is seen that when a. > 2 surface to the crack tip, we use a solution from the Stress
H, the asymptotic expression (14b) provides an accurate Analysis of Cracks Handbook (entry 8.4)." This solution is
estimate of the shielding effect. applied to the geometry of Fig. 3(b), in which there is a

We observe that the results in Figs. 4 and 5 can be viewed constant dilation of magnitude 6 extending from x =0
as crack-growth resistance curves relating the shielding con- (which is the location of the free surface) to x = H. The
tribution AK of K,, to the amount of crack growth ao . Ex- result is
amination of Figs. 4 and 5 also shows that the dependence of
the shielding AK on the amount of crack growth ao has the F -- ,
following main features: From a dimensional analysis argu- I-v-V
ment, it is clear that the shielding AK must be proportional [ - 0.663, a,(H 1
to the Young's modulus E, to the maximum amount of .
stress-free dilation 00, and to the square root of the charac- -0.376 sin -(H/a o )F(H/o o ), ao>tJ
teristic length (fl or H) describing the spatial distribution of (15)

the stress-free dilation. A maximum in the shielding contri- where F is a slowly varying function which takes the value
bution is attained when the crack length is equal to the char- 1.30 when H /ao = 0 and the value 1.122 when H /a = 1.
acteristic length over which the stress-free dilation occurs. The predictions of Eq. (15) which account for the pres-
When the crack length is considerably longer than this char- ence of the free surface at x = O are compared to those of Eq.
acteristic length, the shielding AK depends weakly on crack (14) in Fig. 6. It is seen that both approaches predict similar
length. trends on the dependence of toughening AK on crack length

ao. The presence of the free surface leads to higher enhance-
ment in the near-tip stress intensity factor because, in that
case, the half-space is more compliant than the full space
with the semi-infinite crack.

0 Constant misfit *train
0.6- 1 -Si0 over0,xC M V. DISCUSSION

0As an example of the applicability of the results in Figs. 4
0.4 and 5, we consider the data of Cerqua et al." on ion exchange

( A) in phosphate glass. The Young's modulus is E = 60 GPa,
and the Poisson ratio is v = 0.25. The value of the maximum
stress-free dilation 00 (occuring at the free surface) is about

ssympt. 0.0045, and the decay length 6 = 15 pm. Using K, = 0. 1

0.0 MPa V'm for the fracture toughness of the glass, and a base
0 10 a t 20

0

- hI / (E So -H4 I (1.v))
0.8.

0.6.

0.4 0.4,

0.2' 0 z

asympt, so free surfae
Io 0.0N M - -ur

0.o 6 8
0 1 2 3 4 50 1

IFIG. S. Nondinemional shielding for the cue of constant strusfree dil.- Flo. 6. Nondimasional shielding, due to a layer of thickness H on the

tionir a layerofthickneu H. The asymptotic result i valid for s) H. (b) as surface of a half space with a crack of length a. normal to the free suface.

the smne verion as (a) with the horizotal axis magnisad. when the fMe surfa e'ects are acounted and when they ar ngcte.
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fracture stress of 20-25 MPa for the unstrengthened speci- 1.5 D6
mens, the crack size is found to be ao = 4-61,m. As an exam-
ple of the enhancement in the near tip stress intensity factor,
a crack length of ao = 5/um yields AK = - 0.33 MPa Vr. 1.0
Using K, = 0.3 MPa Vm yieldspm. The valuea o = 50prm
yields AK = - 0.28 MPa Vm. It is concluded that for ion
exchange in phosphate glass the shielding due to the residual 0.5 D2
stress-free dilation is comparable to or in excess of the intrin-
sic fracture toughness of the brittle material itself. 0.0_

In the discussion above it has been assumed that the crack 0.0'
remains open at fracture so that nocrack closureoccurs. Itis .1 1 a'p 10

known, however, that crack closure may occur when the
crack is subjected to nonuniform stresses that vary from
compression to tension. Crack closure has been discussed by Ftc. 7. The nondimensionl wffciens entering the calculaion of crack
Green,'" by Thresher and Smith, " and by Bakioglu et al. 9  closure c for an interior crck of original Iengh 2ao, whose length at frac-ture is 2a.
Here we present a simple model which estimates the amount
of crack closure in terms of the compressive stress due to the
surface layer and of the tensile applied stress which leads to
failure, sure c = 1.30/lm from Eq. (16), and c = 1.38 pm from Eq.

At failure the crack, of total depth a,, is under the action (18).
of the (tensile) fracture stress 0 F and of the compressive It is concluded that the simple expression ofEq. (16) pro-
stress a= - o exp ( - xlf) due to the residually stressed vides an accurate estimate of crack closure, and that crack
layer. In our simple model, we assume that the crack closes closure may be a significant portion of the physical crack
over a distance c so that at x = c the net stress changes from depth a. It is thus seen that the surface compressive layer
compressive to tensile. This implies that the open portion of has a double effect. It provides a shielding contribution
the crack has length 2a = ao - c. A simple calculation &K < 0, and it tends to close the physical crack depth so that
yields the effective crack length 2a is smaller than the original

c (= In c<a, (16) crack depth ao.

where co is the magnitude of the maximum compression at VI. CONCLUSIONS
the surface, and is related to the maximum stress-free dila- A simple model has been presented to account for the
tion 00 by interaction between a surface crack and a surface layer

EO°  which is in a state of residual compression. The compression00 = - (17) was viewed as arising from the stress-free dilation of infini-31 - ) tesimal spots within the layer. The emphasis was on deriving
For example, using , -- 15 pm, 8, = 0.0045, or, = 110 simple, closed-form solutions. The applications include epi-
MPa, Eq. (17) yields a, = 120 MPa, and Eq. (16) yields taxial films, films in compression due to the deposition pro-
c = 1.3 pm for the amount of crack closure. cess, or ion exchange films.

The simple analysis presented above is valid in the limit The main result is that a shielding of the crack tip devel-
when the crack depth ao greatly exceeds the characteristic ops. The effective manifestation of shielding is to make the
length Bofthe compressive layer. A more careful analysis of material appear tougher in the sense that higher applied
closure in the interior crack of total physical length 2ao is loads are required for fracture, although the intrinsic frac-
that of Thresher and Smith, " where it was assumed that the ture toughness of the material is not altered. The amount of
crack tip will close when the local stress intensity factor van- shielding depends on the Young's modulus, the amount of
ishes. This analysis was applied to the exponentially decay. stress-free dilation on the surface of the material, and the
ing compression due to the ion exchange layer to yield the square root ofthe characteristic dimension ofthe layer. The
following expression for the amount c of crack closure shielding is localized in the sense that it exhibits a maximum

when the crack depth is equal to the characteristic length
c=Dfln(!- -D 2, C<ao, (18) wale ofthe compressive layer. When the crack length greatly

0' / exceeds the length of the layer, the amount of shielding de-
where the coefficients D, and D2 are weak functions of the pends weakly on the amount of crack growth. Another result
ratio ao/P as shown in Fig. 7. When Eq. (18) is applied to ofthe surface compressive layer is to induce crack closure by
the same data discussed above (P = 1 5 um, a, = I OMPa, amounts comparable to the characteristic length ofthe com-

o - 120 MPa, ao = 50 pm) the resulting amount of crack pressive layer.
closure is c =.34pm. We also observe that when a ,,the
coefficient DI approaches the value I and D3 approaches 0, ACKNOWLEDGMENTS
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A direct reading thermal comparator has been used to measure the thermal conductivity of
dielectric thin-film coatings. In the past, the thermal comparator has been used extensively to
measure the thermal conductivity of bulk solids, liquids, and gases. The technique has been
extended to thin-film materials by making experimental improvements and by the application
of an analytical heat flow model. Our technique also allows an estimation of the thermal

4 resistance of the film/substrate interface which is shown to depend on the method of film
deposition. The thermal conductivity of most thin films was found to be several orders of
magnitude lower than that of the material in bulk form. This difference is attributed to
structural disorder of materials deposited in thin-film form. The experimentation to date has
primarily centered on optical coating materials. These coatings, used to enhance the optical
properties of components such as lenses and mirrors, are damaged by thermal loads applied in
high-power laser applications. It has been widely postulated that there may be a correlation

between the thermal conductivity and the damage threshold of these materials.

I. INTRODUCTION not the case for the thermal conductivity which, being con.

In 1984, Decker et al.' reported the measurement of siderably lower for thin films, leads to lower values of the

thermal conductivity for thin films of SiO 2 and A120 3. Val- damage threshold energy densities. Thus, models which ac-

ues were found to be one or two orders of magnitude lower count for thermal transport in thin-film structures may have

than those for the corresponding bulk materials. The au- no predictive value if they employ bulk thermal conductivity
thors attributed this difference to the unique microstructure data. For example, lack of film conductivity data imposes

of dielectric thin films which, along with defects and impuri- serious limitations on heat dissipation models in optical ele-
ties, would be expected to reduce the phonon mean free path, ments and arrays.5

and thus the thermal conductivity. Work by others has re- Most techniques utilized to measure the thermal con-
cently reinforced these findings for other dielectric coat- ductivity of thin solid films are difficult and time consuming.
ings. 2  In Decker's work a thin-film thermocouple was deposited

Low thermal conductivity has important implications directly onto a sapphire substrate, subsequently overcoated

for electrical and optical applications, where heat deposited with the test film and a second thin-film thermocouple.' Ono

in a thin layer must be dissipated in order to prevent damage. etal' developed a technique for measuring the thermal con-

A recent review by Guenther and Mclver' discusses these ductivity of diamond films, which involved the application
implications which derive from the relation between the en- of black paint to the front and rear surfaces of the free-stand-

ergy density at damage E, and the material properties of the ing film sample. Other techniques involve complex optical
film systems.7 When applied to free-standing films, such tech-

niques do not allow the estimation of any interfacial thermal
E, - T, (pe'i,), () properties, such as the interfacial thermal resistance, which

where T, is the temperature level at damage (typically the are expected to become increasingly important as the films
melting point of the film material), p is the density, c is the become thinner.
heat capacity, k is the thermal conductivity of the film, and This article describes a method developed at the Labo-
1, is the laser pulse length which causes damage. Relation ratorY for Laser Energetics which is relatively rapid, non-
(I) results from the work of Goldenberg and Tranter, who destructive, and can be applied to samples in a conventional
analyzed the time-dependent heat transfer due to a spherical film-on-substrate geometry. The thermal conductivity val-
absorbing inclusion embedded within an infinite nonabsorb- ues obtained are those in the direction normal to the film
ing matrix. Although the heat capacity and density ofoptical surface. The interfacial thermal properties can also be evalu-
thin films are close to the properties of the bulk solids,' this is ated from the experimental measurements. Our data suggest

Now at Ld Carp.,Cthat thermal conductivity of many materials in thin-film

Now t Coherent, Inc. Pao Aho, form is significantly lower than in bulk form, and that the
,Now at Me dowlsrk Opti. Loagmt, Co. interfacial thermal resistance depends on the method of film

"Author to whom &H owmpondenc shold be addrmed. deposition. t.
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11. THE THERMAL COMPARTOR ,,, _.--

The thermal comparator technique for measring the
thermal conductivity of bulk solids has been extensively de- 110scribed by Powell."* A thermal comparator, cnsising of a AW.

sample stage and a control module was purclhsed in 1975 C W

(Ref. 11) to perform conductivity measurents of bulk VAG

materials. The commercial unit was converted to a high- -
precision device by temperature controlling both td sam- - , 2

pies and the sample stage, and by averaging the output sig- "
nal. The thermal conductivity apparatus now consists of an n-o
environmentally controlled sample chamber encbming a
sample stage, a control and readout module, and signal pro- FIG. 2. Principle of operation. The tip of the heated thermocouple probe
cessing equipment, as shown schematically in Fig. 1. (56 "C) is cooled when contacted to the coated substrate (36 "C ). A voltage

The principle ofoperation and calibration procure for ge rat between the probe junction and an internal, heated control junc.
taption reaches a steady-state value and is recorded. Thermal conductivity is
the apparatus are shown in Fig. 2. After placing a test sample determined by comparing calibration standard signals with unknowns. Thef on the sample stage, a thermocouple junction sensing tip is thin-film contingcauses a reduction in theconductivity of the substrate ma-

* raised into contact with the sample surface. The two swfaces terial, which is usually silicon or sapphire. Note: Bulk calibration constants
supplied by the instrument manufacturer are for specific materials as fol-

are kept in contact by applying a small force, uslly 5 or 10 lows: Glasa-Corning Code 7740. Ti-AI 10 AT (Ti-5A1-2.SSN) Alloy.
g, which compresses the sensing tip onto the flm/stubtrate ss--316 stainless steel. Fe-Armco Iron. Quartz-fused silica. Cu--er-
assembly. Heat flows from the hot tip (56 C) to the cooler ilco copper.
sample (36 *C). Within a short time, typically 10 s, a steady-
state condition is established. A voltage, generated by the the apparent conductivity for the film/interface/substrate
temperature difference between the sensing tip and a refer- assembly as measured by the thermal comparator. The sub-
encejunction, is acquired by the control module. A personal script "eff" denotes the effective conductivity for the film
computer ollects several voltage signals, averages them, which includes any interfacial effects due to the interface
and stores them. Bulk materials of known conductivity are between film and substrate, or between film and sensing
used to generate a thermal conductivity calibration curve. probe tip. The subscript "F" denotes the conductivity of the
Unknowns are compared to these standards to fad their thin film material. The analytical model consists of two
apparent conductivity. parts: first, the extraction of k., from the measured k.., and

Substrates of highly conductive materials such as sap- then the extraction of kF from k,.
phire and silicon are preferred for studying the thermal con- The analytical treatment of heat flow, from a circular
ductivity of insulative thin films. When a coated substrate is region of radius a on the surface of a semi-infinite half-space
evaluated, the presence of a film causes the substrate to ris- of uniform conductivity k, can be found in Carslaw and Jae-
ter a substantially reduced value of thermal conductivity. ger,12 where the thermal constriction is defined as the ratio
Knowing the thermal conductivity of the substrate, an ana- of temperature increase to power flowing through a spot of
lytical model provides the means of extracting the film's size a. We define the thermal resistance R in a slightly differ-
thermal conductivity. ent manner, namely as

Ill. ANALYTICAL MODEUNG R = AT/(Q/A), (2)

The thermal comparator technique is useful for making where A Tis the average change in temperature over the area
thermal conductivity measurements on bulk materials. A of the circle of radius a (A = ira2) as compared to the
When a substrate coated with an insulating film is tested, the temperature of the substrate far from the heated spot, and Q

* comparator indicates a reduction in the apparent conductiv- is the net power passing through A. The thermal resistance
ity of the specimen. Modeling is required to extract the film can be calculated if the distribution of power flux q(r) (pow-
conductivity from the apparent conductivity measwed by er per unit area) is known. The power flux q(r) is related to
the apparatus. In what follows, the subscript "app" denotes the power Q by

Q = q(r)2irrdr. (3)

0 ,, 0... For the specific power flux distribution

000 q(r) = Q/(2ra4a -7), (4)

over 0<r <a and vanishing otherwise (which makes the
Sam& tm.---- Go~ so.. •evdm Oft.,..,...are within the circle of radius a isothermal) the thermal

"- "resistance can be calculated based on the analysis of Carsaw
FIG.). Higbo I iems)unnaw oappwm Ssmupa iinple II adJ"W It is given by
sase w amth iod inasealda romma lbadmsr wharem perture R - (r/4) (a/k). (5)
bsmatredtowshiaO.L "C,mdblmlityi huiemtu sgl 4%. I-A
persamlean issse os.o. Wa ,mdt11flV roPauM thampr- Numerical analysis by usin finite eements' was also em-
-w ,ui . i. ployed in order to establish that the thermal resistance as
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calculated in (5) is not very sensitive to the specific power
flux distribution over the circle. For example, when 000M &i 01

-r) or q(r)= 3-- 1  -) I ~ J/
or - 200 a2\ (6) .-0

over 0 < r< a and vanishing otherwise, it was found that the "
thermal resistance increased by 10% and 15%, respectively, amP 10-2

over the value of Eq. (5). k,
Dryden " extended the analysis of Carslaw and Jaeger

to the case of a film of thickness t and thermal conductivity 10-s
k., which is bonded to a substrate of thermal conductivity
ks and of semi-infinite extent. Employing the power flux
profile of Eq. (4), Dryden's work is used to evaluate the 10-41

thermal resistance as 10-4  10-3 1o-2 10-,

ir a a k*f/ksR = --- +2 . , 41. (tlIa), (7a)

FIG. 3. Comparison of exact and asymptotic relation between the measured
where I. is a definite integral involving trigonometric and k.. and the film/nterface conductivity k., as predicted from Dryden's
Bessel functions, and work (see Ref. 14). Drydens expressim, Eq. (9), is indicated by the solid

line. The asymptotic approximation, Eq. ( I), is indicated by the dashed
(kIk s ) - I line.
(kd, lks) + 1

On the other hand, treating the film/interface/substrate ratios I/a. For the thickest films considered in Fig. 3 (tf
assembly as a semi-infinite solid of apparent thermal con- a = 0. ), the discrepancy between k,, (for a given k,) as
ductivity k5n,, where k.a is measured directly by the ther- given by Eq. (9) and as given asymptotically by Eq. ( 11) is
mal comparator, the thermal resistance is given by less than 20%.

R = (Or4)(alk1,p). (8) As will be discussed below, in our measurements, the
Equating the thermal resistance given by Eq. (7a) to the condition a ) t was satisfied for the values of a used, so that

thermal resistance given by Eq. (8) yields the relation Eqs. (10) and ( 11) were used in our data analysis.
A lower bound for the size a of the heat flow radius is

+ (9) given by the size a, of physical contact between the sensing
k- probe tip and the film/substrate assembly. Using the Hert-

with 0 = 0(ki/ks) given by Eq. (7b). Equation (9) relates zian theory of elastic contact,15 a compressing force corre-
the experimentally measured k.pp to the thermal conductiv- sponding to a mass of 5-10 g, a radius of curvature of 320pm
ity of the film/interface kf and the thermal conductivity k, for the probe tip (assumed hemispherical), and elastic prop-
of the substrate if the heat flow radius a and the thickness t of erties for the material of the probe tip (Young's modulus of
the film are known. 165 GPa) and the film material,"I a, is estimated as being

When the film thickness t is much smaller than the size a between 10pum (for oxide films such as TiO 2 and SiO 2) and
of the heat flow radius t.<a and with ke, .( ks, then Eq. (7a) 20 /m (for fluoride films such as MgF2 ).
is simplified to Optical shadowgraphy was used to observe contact

r a tcharacteristics between the probe tip and a test sample. Tak-
R = - - + . (10) ing into account the relative proximities of the probe tip ge-4 k, k,, ometry and the test sample, an upper bound for the heat flow
This equation provides the thermal resistance as a per- radius was estimated to be 180 im. Furthermore, finite ele-

turbation from the case when there is no film at all. The first ment analysis of the heat flow from the probe tip to the fllm/
term in Eq. (10) gives the thermal resistance for a spot of substrate assembly showed that the region over which signif-
radius a on a half-space of thermal conductivity ks and the icant heat transfer occurs may exceed the region of actual
second term gives the effect of the film. When the thermal physical contact. Thus, the heat flow radius is estimated to
resistance of Eq. (10) is set equal to the thermal resistance of be between 20 and 180/Jm.
Eq. (8), the relation between the measured k"P, and the In view of the fact that the lower bound is based on an
film/interface kg becomes elastic calculation assuming that the probe tip is perfectly

a / l hemispherical, it is expected that the actual value for the
() heat flow radius is closer to the upper bound of 180jpmrather than to the lower bound of2O#m. Besides these obser-

Equation (1) is to be seen as the limiting case of Eq. vations, the actual value ofthe heat flow radius could not be
(9) which is valid for arbitrary I /a. Still, Eq. (11) is men- estimated to a better degree. Still, the error introduced via
tioned here because it shows explicitly the dependence of kg the uncertainty in the value of the heat flow radius was esti-
on the measured k,, and on the ratio I/a for t/a < 1. The mated as described below. Thus, our results can be easily
predicted relation between kr and k., as given by Eq. (9) saled ifa more precise value for the heat flow radius can be
and asymptotically by Eq. ( ) is shown in Fig. 3 for several determined.
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We note from Eq. (11) that for a given k.5 , measured ment results (the heavy solid line in Fig. 4). It is seen that
on a film of thickness ton a substrate of conductivity ks, the when the film/interface conductivity k., is lower than some
chosen value of a and the resulting value of kff satisfy critical value, the appropriate aA to be used in Eq. (9) con-

ak., = constant (12a) siderably exceeds the size of physical contact.
The asymptotic Eq. ( 11) relating the measured k5n andfrom where the uncertainty Aa in the chosen value of a and the extracted kg can be further used to ascertain the effect of

S the unertainty Ak,, in the resulting value of kd are related various substrates through the substrate conductivity k,. It
by is immediately seen that when the measured k.,. is close to

* Akf/ka = - Aa/a. (12b) the substrate conductivity k,, the resolution ofEq. ( 11 ) rap-
Thus, with a between 20 and 180 pm, the value of a chosen idly diminishes. For this reason, we try to avoid evaluation of
was 100pm, so that the uncertainty in kff due to the uncer- films which give readings close to the substrate conductivity.
tainty in a is estimated at about 80%. In this range, the presence of noise in the system is sufficient

It must be noted that due to convection and conduction to produce extremely large errors in the output film conduc-
- via the surrounding fluid (air or other gas) to the film/sub- tivity. Results are most reliable when the film has a conduc-

strate sample, the heat flow radius may exceed the actual tivity which is much lower than the substrate conductivity
contact size ac, especially when the surrounding fluid is ks. The measured k, , is then measurably reduced due to the

highly conductive, or the film is thick, or the film/interface presence of the film, and the potential error due to factors
conductivity k,, is very low. In such cases, a considerable such as system noise is minimized.
amount of heat flux occurs parallel to the film, thus making Another limitation imposed by the model leading to Eq.
the appropriate value of the heat flow radius larger than the ( 11) is that we need supporting substrates which are large
actual contact size. enough to be considered semi-infinite half spaces, i.e., the

In order to account for such effects and thus find more films must be deposited on substrates which are large
appropriate values of a for use in Eq. (9) or ( 11), the heat enough that they may be considered to be perfect heat sinks.
transfer from the probe to the film/substrate sample was Minimum sample size depends on film and substrate ther-
analyzed using the finite element code ANSYS. 7 Because mal properties. For example, for most films on silicon or
the film conductivity is specified in the finite element model, sapphire substrates, the minimum sample size is about 25
Eq. (7a) can be used to extract the appropriate heat flow mm in diameter by about 10 mm thick.
radius, which is called a,. It was found that for a given ge- A final limitation arises from the fact that the applica-
ometry and environment, the appropriate heat flow radius tion of the load that compresses the probe tip onto the film/
a, is solely a function of the actual contact size a, and the substrate sample causes a localized thinning of the film im-
film/interface conductivity k,. The heavy solid line in Fig. mediately underneath the probe tip. The elastic solution by
4 shows how the ratio aA/ac depends on k,, for a 10-pm- Yu, Sanday, and Rath"' for the indentation by a hemispheri-

thick film deposited on sapphire and assumed to be sur- cal probe tip of a film/substrate assembly was used in order
rounded by air. The light lines were derived analytically by to estimate that for t4a, as was the case in our measure-
noting, from Eq. (10), that the effect of the film is felt only ments tobe reported in the sequel, the thinning At of the film
through the term t /ke. Thus, the light lines in Fig. 4 were sample can be estimated from
fitted to the equation 2_ 1 - 1 -P2 213 (l- 12/31

A:=" [__ -K____E
a,,/a,=f(t/Ik.), (13) 4Rp , ,E- k EF

where the function f( ) was evaluated from the finite ele- (14)

where P is the load, R,,, is the radius of curvature of the
probe tip, and vE are Poisson's ratio and Young's modulus
of the probe tip (subscript p), the substrate (subscript S),

100 02 \10 ex \ and the film (subscript F). Table I shows the thinning in
FE mull0terms of Es and EF when the probe tip has E, = 165 GPa,

A 1 for a load of 5 g, and for R,, = 320pm. For stiff films (e.g.,
.: *[ oxides) on stiff substrates (such as sapphire or silicon) the

6

I4 * TABLE 1. Approximate values oflm thinnini with load ofS S and radius
ofcurvatureof probe tip 320#m. E, and Es are the Young's modulusofthe

2 ~ ~ ~ ~ ,x• f ad of the substrte, repectively.

0 4 10-
3  

102 10- 1 10 At

k ifix) (Jim) E, - 200 Pa E -60GOPa

FIG. 4. The appropriate hat flow radius a to be used in Dryden's expres- E4(OPS) 200 0.03 0.02
sion (see Ref. 14) in terms of the size of physicai contact, or the flm/sub- 60 0.03 0.02
strata conductivity ka, and of the Mat thickness t. The heavy solid line is 12 0.24 0.18
from a bite element - l (FEM); the other lines an from dimensional 6 0.42 0.37
423lys. The madium is &f and the su ate is sppbire.
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thinning is a few hundredths of a micron. For compliant Since the uncertainty in a has been previously estimated at
films (e.g., fluorides) on stiff substrates, the thinning is on Aa/a = 80%, it is concluded that a similar amount of error

the order of 0.05-0.030ism. Thus, when the film thickness of is present in AkF/kF and in AR, i/R,.
compliant films is on the order of 0.1-0.5 ,m, the changes in

geometry due to localized thinning are significant and the IV. PROCEDURE
local value of the film thickness is quite different from the

nominalThe experimental and analytical procedure used to de

It must be pointed out that Eq. (7a) or (10) results from termine the thermal conductivity of thin films and the ther-
a two-dimensional beat flow analysis which couples an axial mal resistance of any interfaces is summarized in flow chart

length scale (the film thickness t) to a transverse length scale form in Fig. 5, which shows one run in which about five film

(the heat flow radius a). When a one-dimensional heat flow samples and six calibration standards are evaluated. Each

analysis is carried out (which would be strictly valid when run takes approximately I h. Generally, six similar runs are

the heat flow radius a greatly exceeds the film thickness t and conducted on a given sample set. The results of these runs are

the substrate thickness L, although we still have L bt) the averaged to provide the value of k ,. Once the value of k.,,
result is is determined, the value of the film/interface conductivity

kef is calculated from Eq. (11 ). The value of the heat flow

L _(1 1) "(15) radius used in this step was taken to be 100/im, as discussed

k,f k kP previously. Finally, t /kf is plotted versus film thickness t in

In view of the fact that the thickness of the substrate (typi- order to extract the film conductivity k, from the slope of

cally several millimeters in our experiments) can greatly ex- the straight line and the interfacial thermal resistance R.,

ceed the heat flow radius a ( - 100pm), it is concluded that from the intercept of the straight line with the ordinate.

a one-dimensional analysis may greatly underestimate k,,
unless precautions are taken to actually validate the assump-

tions upon which such a one-dimensional calculation, viz. V. RESULTS
Eq. (15), is derived. Tables II-VII show the results of testing in the form of

Once the conductivity of the film/interface kCff is deter- the measured value of kpp vs film thickness t. These tables
mined from Eq. (9) or (11) for a specific film thickness i includethe film material, the substrate, the load used, as well
(typically in the range of a few microns, as will be presented as the extracted values for the film conductivity k,- and for
in the sequel). the film conductivity kF is evaluated by not- the interfacial thermal resistance R,,,. The data shown are
ing that, since a . t. the heat flow within the film is essentially for films deposited either on sapphire (of conductivity k,
one-dimensional and normal to the film/substrate interface = 35 W/m K) 9 or single-crystal silicon (38 mm diameter
or to the interface between the probe tip and the film. Denot- by 6 mm thickness) with a crystal orientation of (I ll ) (of
ing by Rm, the thermal resistance due to any interfaces, R,., conductivity k, = 150 W/m K) '9 or for films deposited on

is defined by fused silica (of conductivity k. = 1.41 W/m K). 20 The

R,. = AT, ,/(Q/A,,), (16) plotsoft/k. versusfilm thickness t are shown in Figs. 6-11,

where A T,, is the temperature drop across the interface (of where the straight lines used to extract kF and R,., are also

cross-sectional area A,,, ) and Q/A,,, is the power flux
across the interface. A one-dimensional heat flow analysis is
now applicable; it yields

ilk,, = (t/k,) + R, (17)

which implies that a plot of t Ik vs t, with k,, found from I

Eq. (9) or (I 1), has slope equal to I/kF and intercept of MV MV

In view of the fact that the uncertainty Aa in the heat
flow radius a produces an uncertainty Akw in k., as shown -em-o -olar
in Eqs. (12a) and (12b), and since k, is linearly related to slow

k, viz., Eq. (17). the resulting uncertainty Ak, in the film +
conductivity k, also satisfies

ak r  constant (18a)

or

Ak,/k= - Aa/a. (lgb)

In a similar fashion, the resulting value for R., depends on . m

the value a used for the heat flow radius via

R., la = constant (19a)

or FIG. S. Experiments! and amlytical procedure for fnding the onductivity
ofthe thin film. For a given thicknesa, ix runs are typically conduied and

AR . = Aala. (19b) avsd.
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TABLE It. Measured kw (W/m K) vs thickness (pmi) for SiOz on silicon TABLE V. Measured kw (W/. K) vs thickness (p"m) for various oxide

substrates with two deposition techniques and loads of 5 and l0 g. The ex- fims deposited on sapphire. The extracted film conductivity k, (W/m K)
tracted film conductivity k, (W/m K) and interfacial themal resistance andl interfacial thermal resistanceR. (mm2KIW) ame also shown.
R_ (mm' KAY) are also shown. ____________________

Method/material/substrate, Thickness kw A, AR,,/atnlsbtrt hcnes k , R

__________________________________ EBE HI02,/sapphire

8EBE SiO,/sicon load: 5.0g 0.257 18.9 ± 2.0 0.052 <0
load: 5.0 0.52 30.9± 3.0 0.61 1.07 0.442 10.2 ±0.6

1.01 21.7 ±1.3 0.495 46.6 ±2.5
2.00 15.8 ±1.3 EBB Sc2O,/sapphire
4.03 13.7± 0.6 load:5.0g 0.146 17.2±1.4 0.053 <0

EBE Si,/silicon 0.292 10.7 ±0.4
load: 10.0Og 0.50 42.2± 6.5 0.45 0.11 0.462 28.0± 1.6

1.00 23.6± 4.0 EBE ZrO2,,sapphire
2.00 15.0± 0.8 load: 5.0 S 0.151 19.0± 1.9 0.04 < 0

lBS SiO2/slacon 0.317 9.8±0.5
Ied: S.0g 0.50 26.8± 10.7 1.05 1.78 0.465 18.1±0.6

1.01 23.3± 4.1 EBE ThO2/sapphire
1.95 18.4± 1.6 load: 5.0Og 0.174 25.1 ±2.9 0.67 0.60
4.40 16.0± 1.2 0.350 23.2 ±2.9

1RS Si2Wio 0.396 24.9 ±3.5
load: 10.0OS 0.50 43.8 ± 3.4 0.41 0.00 EBB AI,Osapphire

1.01 21.9 ± 2.4 load: 5.05g 0.173 18.3 ± 1.7 .. ..
1.95 14.7 ± 1.1 0.292 26.0± 1.6
4.40 12.5 ± 1.2 0.462 20.5±1.8

EBB CeO2 /sapphire
load:5.0g 0.128 19.4±2.0 .. ..

TABLE 11ll Measured k., (W/m K) vs thickness (.um) for TiO2 films on 0.257 20.9 ±2.0
silicon substrates with two deposition techniques and loads of 5 and 108S. 0.357 17.2 ±2.0
The extracted film conductivity kF (W/m, K) and interfacial thermal resis-
tance Rt_ (mm' K/W) are also shown.

Method/material/substrate Thickness kw kF Rt,

EBE TiO2/silicon
load: 5.05g 0.52 19.3 ±4.5 0.59 2.7

1.01 16.0 ±2.2 TABLE VI. Measured km. (W/m K) vs thickness (pam) for various fluo-
1.57 13.5 ±2.1 ride films deposited on sapphire. The extracted film conductivity A, (W/
2.05 14.3 ±2.2 mK) and interfacial thermal resistance R., (mmn' K/W) are also shown.

1BS Ti,/sihcon________________ ______

load: 5.0 0.50 52.0 ±7.4 0.48 0.54 Method/material/substrate Thickness k. A, 'R
1.01 24.7±7.3 __________________________

L"9 15.0± 1.8 EBB AlFV/sapphire 0.194 18.5 ±0.8 0.31 1.40

18S T.O,/silacon load: 5.0Og 0.388 16.1 ± 1.2
load: 10.0& 0.50 36.0 ± 6.4 0.48 0.52 0.544 37.0 ± 4.0

1.01 24.2 ± 2.0 EBE HfF./sapphire 0.173 9.7 ± 1.1 0.27 2.40

4.02 1.7 ±01.7 1650 0.347 13.2 ±0.6
4.0 1.7± .70.520 11.9± 1.6

EBB YF,/aapphire 0.162 22.9 ±2.2 0.75 0.97
load:S5.0 0.325 22.3±2.6

TABLEIV. Measured kw (W/m K) vs thickness (pum) for 7 03 flmon 0.403 21.0±2.3

vaiussbsrte.EDECeF,/sapphire 0.150 24.4±2.1 0.08 < 0
load: 5.0Og 0.300 15.4±1.9

Method/material/substrate Thickness k. k, it_ 0.470 28.9 ±2.3

ESE Tiupphire ESE ScF/IppIbire 0.189 23.7±1.3 0.09 <0
la:30g0.060 20.9± 1.5 .. .. lead: 5.0g 0.379 14.1± 1.3

1.164 22.2±2L7 (039 40.4±3.0

1.246 25.7 ±4.0 EDE 1MF./spphire 0.162 20.5±1.2 OLI0 < 0

ESE T11O,/mppbie load: S.0g 0L337 14.3± 1.4

Ind: MO.I o.00 I . . ...a~ O.56 2712±3.2
1.164 21.1±2.6 EDE LAF,/sppire 0.160 19.3±1.0 .. ..

13246 29.2±&.1 hk S 0.321 23.7±2It

331TI~lam sluc 0L473 23.9±2Z5
lad: 5.0 MAO0 1.46±*0.1 .. .. M3E MF/ag ire 0.209 35.3±2L3 .. ..

1.164 1.46 ±039 hIO 0.4 20 36.7±2.9
1.M4 1.51 ±0.15 0.533 W8.32.1
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TABLE VII. Measured k, (W/m K) vs thickness (pm) for ZnS and ScO 3, ZrO2, ThO2 , A120 3 , CeO2 ), fluorides (AIF 3, HfF4,
cryolite fifis deposited on sapphire. The extracted film conductivity k, YF 3, CeF, ScF3, ThF4, LaP, MF 2 ), and a few other films

(W/m K) and ine thema resisunce R., (m K/Wi ar a13o (ZnS. Cryolite). The films were tested- by using a load of
either 3.5, 5.0, or 10.0 g. The films were deposited in either of

Metho'/material/substrate Thickness k.. k, R_ two ways: ion beam sputtering (IBS) or electron beam evap-
oration (EBE).

EBE ZnS/sapphire For SiO2 films, viz. Figs. 6(a)-6(d) and Table II, in the
load: 5.0S 0.190 20.7 - 2.6 ... ... range of thicknesses 0 < t < 4 pm, it is observed that the film

0.477 33.1 ± 2.1

0.592 28.8 + 1.8 conductivity kF is not constant, but instead varies with the

EBE cryolite/sapphire thickness t, since the plot oft Ika is not a straight line over

load: 5.0 g 0.155 20.3 + 1.6 0.15 0.6 this thickness range. Still, for thickness < 2 Mm, the results
0.464 13.2 ±0.5 can be fitted in a straight line to give the value of kF reported

- in Table II. Table II also shows that the method of film
deposition does not appear to significantly alter the film con-
ductivity kF or the interfacial thermal resistance R,, at the

shown. Also, in these figures, the variation of k, itself with t 10-g load. This is not the case, however, at the 5-g load. As
is also shown. Table VIII summarizes our extracted values can be seen in Table II, IBS deposited SiO2 films show a
for the thin-film thermal conductivities and interfacial ther- higher value for both the film conductivity and interfacial
mal resistances in addition to data from the work of Decker' thermal resistance than do the EBE deposited SiO 2 films at
and Ristau,7 and thermal conductivity data for the bulk ma- this load. At this point in time, the dependence of these val-
terials. ues on the load used has not been precisely determined.

The materials tested were oxides (SiO 2 , Ti0 2, HfO2, A similar discussion follows the results for the TiO2
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films deposited on silicon [Table III, Figs. 7(a)-7(c) ]. Ta-

08 ble III also shows that the method of deposition does not

0 : alter significantly the value of the film conductivity. Still it
E 04 appears that the method of deposition does affect the interfa-

oj-cial thermal resistance for the TiO2 films as the EBE deposit-
02 ed films appear to have higher interfacial thermal resistance

00 ,than the IBS deposited films. The applied load, however,

60- , . ,seems to have little effect on the interfacial thermal resis-
tance for the IBS deposited TiO 2 films. Clearly, more data

Sare required in order to quantify more precisely the effect of

E method of deposition and applied load on the interfacial
thermal resistance.

2'1Figure 8 and Table IV show the data for TiO2 films but

now deposited on substrates such as sapphire and fused sili-
ca, which have considerably lower thermal conductivity

00 0 ' 10 s 20 than silicon. As discussed previously and as shown explicitly
(b) Th,ckM, (.m in Eq. ( 11), when the measured value k.p. is close to the

substrate conductivity ks, the resolution of the measure-
ment deteriorates considerably. This is shown when we com-
pare Fig. 7 with Fig. 8, where the error bars are now so
significant that the data cannot be fitted by a straight line. It

os is thus shown that silicon is a much better substrate than

sapphire or fused silica for measuring the thermal conduc-
tivity of dielectric thin films.

S I The measurements for other oxide films deposited on

02 fts T s, sapphire (and using a load of 5 g) are shown in Table V and
o 1" in Figs. 9(a)-9(d) for thicknesses <0.5 pm. For several

film materials, the thickest films gave values for k., which

were close to, if not exceeding as in the case of HfO2, the
thermal conductivity of the substrate. In such cases, the

W E 40measurement was discarded, viz. Figs. 9(a)-9(c), since the

I, +experimental noise in the apparatus significantly affects the

2measured k., when the latter is close to the substrate con-

ductivity ks. Consequently, only two points (corresponding
to the lower thicknesses) were used in the determination of

o0 2 1 1 . the film thermal conductivity and of the interfacial thermal
00-' Thcgngsa (em) resistance. It is interesting to note that some materials, viz.

Figs. 9(a) and 9(c) gave negative value of the interfacial

FIG. 7. Variatien of k., and t i/A, vs for:'(a) EDE Ti",/Si at a 5- ioad; thermal resistance- Such negative values were discarded by
(b) IDS TiO. /iat a 4S lad; (W) ISs TOA atla 10- ied. observing that it is possible that /k. vs t may have a sig-
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02 , , , thermal conductivity. It must be noted that in some cases the
data corresponding to the thinnest film had to be discarded.
This is shown in Fig. 10(b), where a film of0.2pm thickness

0.1 gave too large a value for tik,. This observation is ex-
plained by noting that fluorides are considerably softer than

0 o oxides, and even a load of 5 g can produce a large amount ofc ole/Sape (5 localized elastic thinning which can be as large as 0.2-0.3
6.0 pm. Furthermore, due to the material's softness, it is possi-

ble that the application of the load by the probe tip leads to

40 -" decohesion along the film/substrate interface. Such a deco-
.. hesion leads to considerably lower values of the film/inter-

. face conductivity kd,, thus producing an abnormally large
2.0 - .. ' value fort/k~e. Figure 10(g) shows the data for MgF2 films

deposited on silicon. These films were in the range of 0.5-4
7 Am. None of the problems with the fluoride films, mentioned

0 02 04 06 above, were encountered in this case. Most fluoride films had

Thickness (pin) a film conductivity in the range of 0-0.3 W/m K, with the
exception of YF3 , which had a conductivity of 0.75 W/m K

FIG. I1. Variation of kf and i/k., vs t for Cryolite/A 20 3. (although the error bars in the YF3 data are large enough

that a line of larger slope can also be fitted through the data).
moidal shape so that the slope oft Ikei vs t at small thick- Data for a zinc-sulfide film and for a cryolite film are
nesses is smaller than the slope at larger thicknesses, where reported in Table VII and plotted for the latter in Fig. 11.
fitting to a straight line is actually done. If the middle part of The values for the thermal conductivity of the film ma-
such a sigmoidal curve is used to extrapolate to t = 0, it will terials discussed above are summarized in Table VIII. As a
lead to a negative intercept. Figure 9(e) shows the results for general conclusion, the film material conductivity is < 1.1
A120 3 films deposited on silicon. These A120 3 films were in W/m K, and the interfacial thermal resistance due to the
the range of 0.5-4 pm. probe tip/film and film/substrate interface is typically < 2-

The data for fluoride films deposited on sapphire are 3 mm 2K/W. These values lead to the conclusion that the
shown in Table VI and in Figs. 10(a)-10(f). Again, in some conductivity of a material in thin-film form is considerably
materials, the thickest film data had to be discarded since less than the thermal conductivity of the same material in
they gave readings which were too close to the substrate bulk form.

TABLE VIII. Thermal conductivity k, (W/m K) and thermal interfacial resistance A,., (mm
2 

K/W) for various film materials on several substrates.
Value from the work of Decker' and Ristau' are also shown.

Film/substrate Present work
(EBE deposited Load Decker' Ristau' Bulk
acW as noted) k, R_, k, kF k

SiO,/siliconb 10,5 0.45.0.61 0.1,1.1 0.17 (t = I sm) 0.10 (1= 1 m) 1.2& 10.730
IBS SiO/ailiconb 10,5 0.41.1.05 0.0,1.8 0.28 (t =0.5 pm)
TiO,/iiconb 5 0.59 2.7
IBS TiOl/sihoon' 10.5 0.48,0.48 0.52,0.54 0.018 (t= pm) 7.4-10.42°

HxfoppWW 5 0.052 ..
ScO,/ppbire S 0.053 ...
ZrO0/mpphire 5 0.04 ...
TbO2/apphire S 0.67 0.6
A120,/siloW' 5 0.72 1.0 33 (t = pin) 20'-4620

AIF5'npplir 5 0.31 1.4
H(F,/uppbire 5 0.27 2.4
YF,/mppwre 5 0.75 0.97

BFV Phme 3 0.0.ScF,/.* m 3 O ...
1eF/uppWWs 5 01 .

laF/mppW S...
MgF/uimi' 3.5 0.5 0.0 14.6'-30 '

ZaAPW ... ...
crIONRAO s W.1s 0.6

• tnplm inA. 9 m1, APWL
MN 111=T. Allm OCLL ee.

•M At D. 3. I VO. .L 9. 1
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By assuming that the surface morphology of the film id for evaporated films which are known to have a high level
essentially replicates the surface morphology of the underly- of internal tensile stress and a propensity for crazing. 23.2

ing substrate (this assumption appears more reasonable for The same observation may be made for thin films prepared
the stiff, harder films such as oxides, whereas its validity is by ion beam sputtering.2" Other measurements of the inter-
questionable for the case of the softer fluoride films), and facial thermal resistance in terms of phonon scattering at the
since any interfacial thermal resistance between the probe film/substrate interface have been provided by Swartz and
tip and the surface of the bulk standards used in establishing Pohl2u who measured the thermal resistance at the interface
the calibration curves, viz. Fig. 2, is thus seen to be the same between Rh:Fe films deposited on sapphire.
as the resistance between the probe tip and the film surface, Although the discussion and present analysis has fo-
we are led to the conclusion that any interfacial thermal re- cused on dielectric thin films, similar measurements have
sistance extracted from the intercept with the ordinate axis been made for metallic thin films. A comprehensive review
in the plots of t /k vs t must thus be attributed to the inter- of such measurements of the thermal conductivity of thin
face between the film and the supporting substrate. The reso- films is provided by Guenther and Mclver.3 As typical ex-
lution of our experimental measurement and the fact that for amples we mention the work of Nath and Chopra", on thin
small thicknesses I /kf may not be linearly related to the films of copper, who found that for films thinner than about
thickness t (our measurements at discrete thicknesses can- I/m the bulk conductivity values were not appropriate, the
not reveal this dependence, especially at small t) does not work of Boikov et al.,28 who studied the thermal conductiv-
presently allow a precise determination of the value of R,,t or ity of silver and aluminum films, and the work of Ogden et
a correlation of this thermal resistance with other variables al." on anodic oxide coatings of aluminum, although the
such as film deposition method or film microstructure. thicknesses used in latter work were in the 15-1 10/2m range.

Experiments were also carried out in helium gas which The common conclusion is that thin films exhibit a consider-
has a much greater thermal conductivity (0.15 W/m K) ably lower thermal conductivity than bulk materials, and
than air. The large value of k for He implies that the heat that a significant interfacial thermal resistance develops
flow radius for the experiments in He is greater than the heat across the interface of thin films bonded to substrates.
flow radius for the air measurements. Since the extracted The limitations imposed by the experimental technique,
values of k, are of the same order of magnitude as the ther- as described above, must be borne in mind when interpreting
mal conductivity of He, the value of the heat flow radius in the measurements of koPp versus thickness. The effect of the
He is very close to the actual size of the probe tip. Using a subs rate conductivity, the effect of the finite size of the sam-
value of 300pm for th, ' 'at flow radius in He, and the value pie used, the effect of small film thickness (especially for the
of 100pm for the heat - .% radius in air, the plots of t /k vs softer films), and the effect of the precise value of the heat
t for the He and air data had thermal resistance within 1-2 flow radius are all important considerations whose contribu-
mm2 K/W of each other. It is concluded that any thermal tions were discussed previously.
resistance between the probe tip and the film surface is prob- Our data analysis involves knowledge of the heat flow
ably due to solid-solid contacts, rather than solid-fluid (He radius a in order to extract the effective fim/interface con-
or air) contacts. This conclusion is in agreement with pre- ductivity kfr from the measured value of k,. Although an
viously published experimental and analytical work. 2  upper and a lower bound were established for the heat flow

If the thermal resistance extracted is due to the film/ radius, the uncertainty in a leads to an uncertainty of about
substrate interface, as argued above, it becomes clear that in 80% in the extracted values of k,, kF, and R,,,. Further-
addition to the film conductivity k,, the value of the film/ more, the variation of these quantities with the heat flow
interface thermal conductivity kf, (which includes the in- radius was established in Eqs. (12a), (I8a), and (19a), re-
terfacial thermal resistance R,,, ) is also of interest, especial- spectively. In addition to this error, the analytical expression
ly for applications where the film/substrate interface is im- from Dryden's work'4 for the thermal resistance used a heat
portant as in studies of thin-film laser damage. It is noted influx profile which may contain an error of 10%-20%
that the film/interface thermal conductivity does depend on when compared to other profiles, as shown above. Thus, the
the film thickness, whereas the dependence of the film con- combined uncertainty in our measurements has allowed the
ductivity k, on the thickness (over the range of thicknesses calculation of the thin-film conductivity to within a factor of
studied in this report) is much weaker. The temperature 2. Even so, the conclusion of our measurements stands,
drop across the film/substrate interface, which is directly namely that thin films are characterized by a thermal con-
related to the interfacial thermal resistance R,,, is an impor- ductivity considerably lower than that of bulk samples.
tant quantity. Large values of the interfacial thermal resis- " The uncertainty in the value of the heat flow radius a can
tance imply that the temperature is essentially discontinuous be eliminated to some extent by using a self-aligning probe
across the interface, and that the amount of the temperature t-p of, say, a flat profile so that the heat flow radius is well
discontinuity depends on the heat flux across the interface. aproximated by the width of the probe tip. The design of

The inhomogeneous structure of the film/substrate in- such a probe tip is currently under way at the Laboratory for
terface (wbich contains voids, cracks, and other inhomo- Laier Energetics.
geneities) is expected to be directly related to the magnitude It is clear that several questions cannot be definitely an-
of the interfacial thermal resistance.2 Such inhomogeneities swered from our present work due to the error margins in
create a barrier to heat flow, and thus lead to the interfacial our data, and due to the lack of data on the continuous vari-
thermal resistance. This explanation seems particularly val- ation of the effective film conductivity with film thickness,
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ductivity, interface thermal resistance). Thus, the next step tial Young Investigator Award No. MSM-8857096.
would involve the measurement of k.pp versus thickness for
a much larger number of thicknesses in the range of 0.2-4
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InWUCA TONS OF LOW FELM THERMAL CONDULTIVrrY FOR THE
LASER DAMAGE RESISTANCE OF OPTICAL THIN FILMS

John C. Lambropoulos and S.-S. Hwang
Department of Mechanical Engineering
University of Rochester
Rochester, NY 14627

ABSTRACT

Recent measurements of the thermal conductivity of thin films of dielecuic materials
(oxides and fluorides) have shown that the value for thin films (with thickness in
the micron and submicron range) may be as much as two orders of magnitude
lower than the value for the corresponding bulk solid. We examine the implications
of such low values on the laser damage resistance of thin optical films in view of a
micromechanics model consisting of an absorbing inclusion embedded within a
non-absorbing thin film which is attached to a substrate. Finite element techniques
are used to calculate the temperature in the inclusion, in the film's free surface and
along the film/subsu-ate interface.

1. INTRODUCTION

The resistance to laser damage in optical thin films is an important design
consideration towards the development of powerful solid-state lasers. Many
experimental data on the critical energy density per unit am have been reported by
Walker et al. 11] for nine dielectric films as x function of laser pulse length (5 and 15
ns), wavelength (1.06, 0.53, 0.35, and 0.26 gm), and film thickness (1/8 to 2
wavelengths). These data are in the range 1-40 J/cm2 for the oxide and fluoride
films tested 1. Experimental results on laser damage for I ns pulses have been
reported by Lowdermilk and Milam 121 for surfaces of optically polished glass and
thin optical films in addition to observations of laser damage in such films. Austin
et al. P1 have shown that the film's internal suess also influences the laser damage
resistance of the film: They reported that the laser damage resistance increases by a
factor of 2-3 when the film's internal stress vanishes, and that either tensile or
compressive internal suess lead to diminished laser damage resistance. Walker et al.
(41 have discussed the mechanisms that lead to laser dama;e in dielectric materials
(avalanche ionization, muldphoton absorption, and impurity-initiated damage) and
have concluded that the impurity model appears more likely.
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According to the impurity model, which has been discussed by Hopper and
Uhlnannl31 for bulk materials, an absorbing inclusion within a non-absorbing
infinite matrix is heated due to the absorption of the incident radiation. The high
temperature within the inclusion leads to failure when the temperature reaches some
critical value t5]. The model uses the solution by Goldenberg and Tranter (6] who
considered the time-dependent heat conduction due to the absorption of radiation Q
(power per unit volume) within the inclusion of radius R embedded within the non-
absorbing infinite matrix. Due to the dependence of Q on the radius R of the
inclusion (which absorbs according to the cross section R2, so that Q varies like
l/R) the laser damage resistance is minimum when the size of the absorbing
inclusion is of order 0.2 tm 14).

Further analysis of the absorbing inclusion within the infinite, non-absorbing
matrix has been carried out by Lange et al. 11.83 who showed that this model leads
to an expression for the laser damage resistance of the form

E0 =k Tc (p c k t)ll2 (1)

where E0 is the value of the critical energy density per unit area, T, is the critical
temperature at failure (typically the melting point of the host), and p, c, k are the
density, heat capacity, and thermal conductivity of the host material (i.e. the matrix)
and t is the duration of the laser pulse. In the work by Lange et al. (7,81 bulk values
were used for the thin film thermal conductivity.

Although the density and heat capacity of thin films are close to the values for the
bulk materials, this is not the case for the thermal conductivity of thin films.
Guenther and Mclver 19) have recently discussed the measurement and the effect of
the thermal conductivity of thin films in view of recent experimental measurements
which show that the thermal conductivity of thin films can be considerably lower
than the thermal conductivity of the corresponding bulk solid. The discussion by
Guenther and Mclver [9] is based on eqn. (1) once the host thermal conductivity is
identified with the value for the film. Thus, the question is raised of whether or not
eqn. (1) is applicable to thin films of very low thermal conductivity, in view of the
fact that eqn. (1) has been derived for an inclusion within an infinite matrix, so that
other effects such as the proximity of the inclusion to the free surface, the proximity
to the filn/subswate interface, the size of the inclusion, or the film thickness do not
enter the model.

Recent work by Lambropoulos et al. [10) at the Laboratory for Laser Energetcs at
the University of Rochester has used a modified thermal comparator method to
measure in-situ the thermal conductivity of a large variety of optical thin films
(oxides and fluorides) deposited on Si or sapphire substrates. The method is quick
and non-destructive. It is based on the work of Powell 01, and operates on the
principle that when a heated tip touches a cooler solid, the temperature ai the tip
soon reaches a steady state value which depends on the thermal conductivity of the
solid in contact with the tip. The method also allows the determination of the
interfacial thermal resistance Ri,, defined as the temperature drop per unit power
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flux across the film/substrate interface. Typical values for the thermal conductivity
kF of submicron thin films are in the range 0.04 to I W/m/K for oxide films, and in
the range 0.08 to 0.75 W/m/K for fluoride films. Some of these values are two
orders of magnitude lower than the corresponding bulk values for the same
material. Typical values of the interfacial thermal resistance are in the range 0 to 2.7
K/(W/mn 2 ).

It is the objective of this report to discuss some of the implications of the low values
for the film thermal conductivity on the laser damage resistance of such films, and
in particular to discuss the applicability of the scaling expressed in eqn. (I) for
film/substrate assemblies involving submicron thin films of low thermal
conductivity. We will show that when the film thermal conductivity is low, the
model of Goldenberg and Tranter 161 which treats the host as infinite does not
properly account for the low film thermal conductivity and for the proximity of the
inclusion to the substrate. Thus, the predictions of iuch a model, encapsulated in
the failure criterion of eqn. (1), must be viewed with caution, especially in
comparing such predictions to experimental data.

2. MODEL OF ABSORBING INCLUSION EMBEDDED WITHIN FILM

Consider a spherical inclusion of radius R embedded within a film of thickness H,
such that the center of the inclusion is at adistance D below the free surface of the
film which is assumed to be insulated. The film is supported on a semi-infinite
substrate as shown in Fig. 1. The subscripts "F", "I", and "S" identify the film,
inclusion, and substrate, respectively. At time 2-0 the inclusion absorbs power at
the rate Q per unit volume, whereas the film and substrate do not absorb any
incident radiation. The temperature and the heat flux are assumed to be continuous
at all interfaces and to decay to zero sufficiently far from the inclusion.

For the case of the inclusion embedded within an infinite matrix, Goldenberg and
Tranter [6] have shown that the temperature distribution has a sigmoidal time
dependence, being low at small times and achieving its maximum value at steady
state (t -- ). The steady state solution is given by (here we identify the matrix or
host material with the film material)

T 2Q 11 L + f rRk1 3 F 6 ) '(2)
T = I R2 Q R  r> R3kF r(

where r is the spherical radial coordinate measuring from the center of the absorbing
sphere. It is clear that such a model cannot account for the proximity of the
inclusion to a free surface or to a film/substrate interface, nor can it account for a
film/substrate geometry where the inclusion is within an insulating film which is
deposited on a conducting substrate.
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To account for these effects, we assumed R=H/5 (since inclusions of 0.2 micron
size give the least damage resistance and typical film thickness is I micron), and we
used finite elements to solve the time-dependent heat conduction equations

kV2T,+Q (pcQa -00 , r<R

k V2Tr (pc)F-. -, r>R,-(H-D)<z<D (3)

ks V2rs = (pc)S-11, z <- (H- - D)

where z is the axial coordinate in a cylindrical system with origin in the center of the
inclusion, and V2 is the axisyrmetric Laplacian operator in the cylindrical
coordinates r and z. Note that rz2r, 2 +z2 . The initial condition for the temperature
is T(rl, z, t=d)=O. As boundary conditions we assume that the film's free surface at
z=D is insulated, and that the temperature and heat flux is continuous at the surface
of the inclusion and at the f'lm/substrate interface. For the finite element solution we
also assumed that the ratio of the thermal diffusivities d=k/(pc) is equal to the ratio
of the thermal conductivities.

H D t2R kF

ks

Figure 1. The geometry of a film of thickness H containing an absorbing spherical
inclusion of radius R. A cylindrical coordinate system has origin in the center of the
inclusion. The film's free surface is located at z-D (assumed insulated). The
film/substrate interface is located at z=-(H-D).
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The numerical solution showed that the time dependence of the temperature
distribution still has the characteristic sigmoidal shape and that the steady state gives
the largest temperature values. Figure 2 shows the variation of the steady state
temperature (measured in units of QR2/2k ) at the center of the inclusion vs. the
nondimensional ratio of film to substrate termal conductivity for several values of
the ratio of inclusion to substrate thermal conductivity. The dashed lines show the
steady state temperature in the center of the inclusion as determined by the model of
Goldenberg and Tranter, eqn. (2).

We observe that the infinite matrix results are in good agreement with the numerical
results for the inclusion embedded within the film, see Figure 1, when kF/ks is of
order unity. This would be the usual case were the film conductivity the same as the
corresponding bulk value. When kF/As<<l, the infinite matrix results overestimate
the temperature as determined from the mo:e accurate numerical model. When the
inclusion is very conducting, kj/ks>> , the expressions of eqn. (2) overestimate the
temperatre in he inclusion. It is thus seen that the model of Goldenberg and
Tranterl 6l as used by Lange et al.7.81, on which the scaling law of eqn. (1) is
based, is not accurate when the film thermal conductivity is low compared to that of
the substrate, and that the model of the inclusion in the infinite matrix does not
always accurately describe the actual temperature in the inclusion even though the
matrix is identified with the film material.

100 T AT CENTER OF INCLUSION
S-.Figure 2. Steady state

,,I/k Sw0.01 temperature in the center of
the inclusion (measureA in
units of QR2/2ks) vs. the
ratio of film to substrate

10 thermal conductivity
for several values of the
inclusion thermal
conductivity. The dashed

0.! lines correspond to eqn. (2)
by Goldenberg and Tranter 16]
for the absorbing inclusion
within the infinite mauik The
solid lines are from the finite

n0 element solution.inclusion

at D.3H/4

kF/kS
OJ I. ... , . . ..... -

0.01 0.1 1
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Figure 3 shows the steady state temperature at the center of the film/substrate
interface immediately below the inclusion. The result from the infinite matrix model
is shown as calculated via eqn. (2) with the identification rffH-D>R. When
compared to the numerical results, it is seen that this model overestimates the
temperature at the center of the interface. The numerical result suggests that the
temperature at the interface is not only low (as compared to the inclusion
temperature), but it is also fairly independent of the film thermal conductivity.
Thus, the experimentally measured low values for the thermal conductivity of thin
films are not expected to affect significantly the temperature along the interface. In
this context, we note the observation of Lowdermilk and Milam 121 that no
correlation was found between the damage threshold and coating adhesion.

100'r T AT INTERFACE

Figure 3. Steady state
temperatre in the center of
the sbsate interface

I \ D-3H/4 r1 =O, zf-(H-D) (measured in
10 \\\ units of QR2/2ks) vs. the ratio

of film to substrate thermal
\X x\H/2 conductivity for several

\ \ \ locations of the inclusion
H/4 \ \ \ below the film's free surface.

\ \ \ The inclusion thermal
\ ' conductivity varies from

I 3H/4 l\\ k/ksf0.01to l0. The dashed
lines correspond to eqn. (2)
by Goldenberg and Tranter [6]
for the absorbing inclusion

H/4 within the infinite matrix. The
solid lines are from the finite

IF/kS element solution.

0.11 ................

0.01 01 I

On the other hand, Figure 4 shows that the steady state temperature in the center of
the film's free surface depends considerably on the film thermal conductivity, and
that it may increase by two orders of magnitude when the film dermal conductivity
is reduced by the same amount. The proximity of the inclusion to the free surface
also plays a crucial role in view of the insulated boundary at z-D. The temperature
can increase by an order of magnitude when the inclusion is moved from D-3H/4
to -1/4. Comparison of Figure 2 to Figure 4 shows that another implication of low
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film thermal conductivity is that the temperature in the free surface becomes
comparable to the temperature in the center of the inclusion when kF<<ks. This is
not the case when the film conductivity is comparable to that of the substrate. Thus,
the present numerical model suggests that the film's free surface is another location
where excessive temperatures may lead to laser damage, especially when the
inclusion is situated near the free surface. We also note that the free surface
temperature from the infinite matrix model, see eqn. (2), shows approximately the
same dependence on kF aS the more accurate numerical solution.

100 T
AT FREE SURFACE

Figure 4. Steady state
temperature in the center of
the film's free surface at

D- H/4 r1 =0, z-D (measured in
units of QR2/2ks) vs. the ratio
of film to substrat thermal

10 \ conductivity for several
k /k * 0.01 locations of the inclusionbelow the film's free surface.

The inclusion thermal

10 conductivityvaisfo\ O kl/ks-0.01 to 10. The dashed

lines correspond to eqn. (2)
D 3 H by Goldenberg and Tranter [6]

for the absorbing inclusion
within the infinite matrix. The

k ,solid lines am from the finite
0 0 element solution.

kF/kS \
0.1 . I .. ... I

0.01 0.1

3. CONCLUSIONS

The very low values for the thermal conductivity of dielectric thin films imply that
the predictions of the model of an absorbing inclusion embedded within a non-
absorbing infinite matrix, and specifically eqn. (1) for the scaling of the critical
energy density at damage with the film's conductivity, may not be accurate.
Nevertheless, such a scaling establishes the importance of the film thermal
conductivity in determining the laser damage resistance. Eqn. (2) or Figures 2-4
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show that the Mqprae in the inclusion is very high when the film material has a
low thermal cmudcuvity compared to the substrate. When the thermal conductivity
of the film iscmmparable to that of the substrate, then the model leading to eqn. (1)
is accurate. bkdition to the inclusion, the present work also identifies the
importanceoftha free film surface as a possible site for damage when the film
conductvity ibw, and when the inclusion is located near the free surface of the
film.

The ommmmae model presented in this report accounts for the thickness of the
film, for thEpwmamnity of the absorbing inclusion to the free surface and to the
film/subsum kmeface, as well as for the different thermal conductiviies of the
film. inclusimaamad substrate materials. The results presented refer to steady state
temperature fuich are known to be the largest. In that sense, the discrepancy
discussed ame aetween the model of the inclusion within the infinite matrix and
the more m numerical model accounting for the presence of the film is largest
under steady sme conditions. Since laser damage is a time dependent phenomenon,
it is clear that dw anriation of the temperature with time must be explicitly accounted
in addition to tlfilm thickness, inclusion size, and low film thermal conductivity
in a manner angogous to the work of Lange et al. [.8].
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ABSTRACT geerated and the need to remove it). and (2) thee eegenc of high-
power, short-pulse lasers.

We review the thermal comparator method at' .r- .es to the The removal of heat from bulk components libe power
wesuremient of the thermal conductivity of thin films 9, At thickess transistors. integrated circuits. or solid metal laiser minors is
in the sub-micron range. The technique measur,-st - apparent mtrihtforward. For the former, 0.3-mm thick silicone pads
thermual condut vity of afilminterfacesubmie composite by containing highly conductive ceramic fillers Wmk boron ninide,
recording the teiperature drop when a bee ed tip comes into contact magnesium oxide, or aluminum oxide, serve as heat uanfer agents
with the film's free surface, and by comparing to a set of bulk to heat sinks. The conductivities of these pads ame on the order of 3
standards of known cmiductivity. The main result has been that the W/m-K, which is within a factor of three of ceramic alumina. For the
thermal conductivity of thin film for a large vaniety of mateiash lantter subsurface channels allow coolant under high pressure to
(oxides, fluorides, nitrides, amorphous metals, and superconductors remove heat ftm the metal minr srace. The conductivities of
with thickness of 0.2-.1.0 pim) may be as much as two orders of water and copper are 0.5 W/Im-K and 500 W/mn-K. respectively. Heat
magnitude lower than thaitof the crresponding bulk solid, and that a removal from thin, dielectric amiluilayers is another matrentirely.
significant interfacial thermal resistance may develop. To explain the
reduced film thermal conductivity, we have considered In 1984, Decker at &1. (1986) reported the measurement of
microstuctural effects that may be modelled with continuum thermal conductivity of rse-standing thin films Of S10 2 and A1203
assumptions (porosity andi columnar film microsmructure) and phonon Values were found to be one or two orders of magnitude lower than
scattering. For the case of AIN. we consider the effect of phonon those for the corresponidinS bulk materials (see Table 1). The authors
scattering due to the interaction with the phonion meani free path with atanbuted this difference so the unique microsouctuue of diielectric thin
the film thickness and with impurities. We also discuss the films, which prevents them fom exhibitig bulk-like properties.
implications of reduced film thermal conductivity for the la When deposited with physical deposition methods like sputtering or
damage resistance of thin dielectric films via the model of the evaporation, thes films we best described as somewhat
absorbing inhoniogeneity. The main conclusion is that bulk thermal inhoenogenous, anisoanpic, and either pollycqiytlline or
conductivity draare not applicable to designs using thin films. anid amorphous. Colmnar growth is often observed. These films may
that a database is required for thin film thermal conductivity also contain voids. pinholes. and nodular dehes. which red=c the
measureaMets density anid integrity of the film The result is a reduced phonon m

*ne path mid lower thermal conductivity. A number of films have
beenexamned to date, mid the needl inlimind in Table 1.

INTRODUCTION
bn a remssmvlew, Gluenther and M~clver (I9M) discs

lMany elencoptical, mid optoeleeoi devicie have Iipctons for muhiyerdielcucthin fim a I nms which are
la1003101 mcosucwo Exampies an lase diodes, vensowe ad dasived ft. the relation between the areal energy density at damage
intevald I , "la, mnd maiayer dielactric thin Mahe lowe mayrs - ~ and ithe mall popeties ofhe deinfillm
During use in an eleeunale or optical systm heat geerte wide
Orealayeredmrcuesmustbe rpidly emeeasprevent doment Et- T. p c 10t 1
failure. This problem has bIconF mamch massevere re, Y.doe to
(1) th inresei speed of eletrni devim (wic nim s in most whP ahere empeatue il- levelat damage(typicallythe melting;
Mai Aesub ac higher power diisspuslon. Le.. more beat being pon of the film material) p Is the density, c the heat capacity per
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unit ms, k doe thermal conductivity of the film. and t he lase layers ane, in general, unknaown; but they can be treated as adjustable
pulse length that causes damg. Reaion (1) results fiom the work parameter and estimated from dt results of marking experiments".
of Goldenberg and Tranter (1952) who analysed the dume dependent
beat transfer due to a spherical absorbing inclusion embedded within In a 1990 review of x-ray lithography, Maldonado (1990)
an infinite notiabsarbing matrix Although the heat capacity and stessed the importance of high thermal conductivity, high hadness,
density of optical thin films2 are Close So the propertes of die bulk and high stiffness for the mask used to absorb x rays. Each mask
solids (Dw etc al, 1986), this is not the case for the thermal currently consists of an absorbing pattern on a free standing 5-pn
conductivity which, being considerably lower for thin film leads to thic bcooodoped silicon membrane film. This mask is resistant to
lower values of the damage threshold energy densities. Tis, models x-ray damage, but is otherwise inferior to Possible alternatives like
that amount for thermal transport in thin film structures may have no boron mnde, silicon carbide, or diamond. The thermal conductivities
predictive value if they employ bulk thermal conductivity data. For that can be achieved in these alternative thin film materials will, in
example, lack of film conductivity data imposes serious limitations part. determine their success in replacing B-doped Si.
on heat dissipation models in optical elements and arrays (Halley and
Midwinter, 1987). Most techniques utilized to measure the thermal conductivity

of thin solid films ame difficult and tim consuming. For example,
Current optical recording technologies involve lase arking Decker's technique (1986) included the application of thermocouples

of thin organic at metal films, laser-heating induced local Phase to free-staniding film. Ono et aL(1986) developed a technique for
changes. and thentmmagnetic recording. La marking is a measuring the thermal conductivity of diamond films, which
meltablate process, whereas thernmomagnetic recording involves A involved the application of black paint to the front and rear surfaces
change in the direction of agnetization in a film All involve the of the firc-standing filmn sample.
absorption of lase radiation to bring a local area of the film above
some threshold energy per unit volume, where the "writing pocss Tai et al. (1998) developed a complex silicon microbxidge
occurs. structure to evaluate the lateral thermal conductivity of liqid Phase

chemical vapor deposition (IPCVD) polycrystalline silicon film that
in this application it is oftn desirable toiti- ile the loca were 1.5 pam thick. They obtained a value of 32 W/m-K a lower

temperature: induced by the laser, therby accelerating the writing umber than the bulk values of -150o W/m-K. which will effect the
process. Much numerical modeling work is done to understand fjw desgn of polycrystalline silicn-bridge flow sensors.
lateral heat flow in thin film, for this defines the size of "bits" of
information recorded by the process. Edge definition is an especially Modli et al. (198) pew polycrystalline diamond film with

moratconcern. hot-ffiltant assisted CYD. They etched away the silicon substrate,
mounted the free-standing film insa cryostat. and mreasured film

A survey of the current literature is given below. It reveals a thertual conductivities at yom ntemperature that were comparable to a
stion g interest in the thermal conductivity of thin layers, and a glaring type la natural diamond (100 W/mn-K). Tis prompted themn to
lack of had thermal conductivity dama for thin metal, polymer, and IN~ the broad inustrial use of these low cost films for thermal
dielectric films. This survey does not include all film thermal maaeet in -... arty applica. 'n requiring good beat
conductivity measurements Wait; it merely shows the necessity of Conuctivity-.
measuring and understanding the range of thin film thermal
conductivity for a large variety of technical applications. Ssenger (1989) used an interfermitric calorimetric method to

measure thin film diffusivity of 5S111 and 10-.am thick polyimide
In their finite element and analysis of blister formation and polymer films banded to optically transparent glass substrate. The

thermal stress, Evans and Nkansah (1988) and Nkarsah and Evans author consincted special surface and subsurface coatings to
(1990) used 'assumed" values for the thermal conductivities of a property deposit, beat, and reflect a probe beam from the Sample
l00.nm dye-polymer layer (0.2 W/zt-.K) and a 30-nm tellurium layer film The author's technque required A diplaceMnt to be measured.
(1 .5 Wim-K). Both were taken from the literamse for bulk solids. which was on the order of a few angstroms. Smenger's motivation

was the search for impmoved nondestructive methods for studying
Anderson (1990) estimated the total thermal conductivity for thermal properties of thin film.

sputtered raeerhvniinmtlfilms (30-100 m thick) fromn
electrical conductivity scmeasuemt, arid from a comparison with There am other comuplex optical approaches (Ristau and
known amounts of laser power required so reir fin the medium. Ebert 198). When appie so free-Stending films. Such techinies'
The result... "Values estimted in this way ame approximately wte do not allow the estimatin of amy inlerfacial themal PWUp*Xes Such
areof-inet smeller thn hoe of te bul onatiuenofts a t intca thermal resistance, which am expected to become

films". leesinly 1 9 -- as the Fil becom Inner

Koyanagi at &L. (198) developed- "a new estimation Cahilas &eL (1939) and Swamt (1987) have discussed
method for thermal conductivity cobth n-film reording media.. ecmqs for masuinte th ermal reistanof dinerfces Thes
The esdanned thermal cooacdvity of the film P P ng nis was acutqusealal tame m te aelectrically hefied strips
found so be lower dma tha of the bulk." No explanadon was which have been deposied amoa substrate. Caltill at aL (1969) have

thleseasin do ma7 to 15 mf) on varitI sbsUtesatlNY
3wUdmloute=0(989) addremad bodh the-p ,.eshmyl-IIe nrad heboudary ressaneThey found tat In the lompe

thermal conductivity dama Ind the lock of bwhdge regading ronge 2-9D K the films thrmal coductivity is consideraly lower tha
MeISsec to hea flow as film-mistrate Unerfaces. TI. anther that of di bulk aII Iha S 802. Ho~m fb Plnr10
concluded that rasewn o d.hetermal piqiessies cftbin film the conductiit oft films ohatof11 thet substroe. Mw
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effect of thin amorphous layers on the boundary resistance has been is expected to lie in the range of 30-180 gm. The value used for the
discussed by Matsumoto et al. (1977) who showed that the thermal extraction of the thin film thermal conductivites reported below was
resistances of films in series do not necessarily add due to the fact 100 Mm (Lambropoulos, 1989).
that phonons (i.e. elastic vibrations) of different frequencies
contribute differently to the total thermal conductivity (which includes Table 2 shows bulk and thin film thermal conducivities for
contributions from phonons of all frequencies lower tan some upper various systems. These measurements illustrate the effects of
limit). These works (Cahill et al., 1989; Swarz, 1987; Matsumoto et microstructure on thermal conductivity. Microsmjctural effects will
al., 1977) among others (to be discussed in the sequel) have be further discussed in the next section.
convincingly shown that the basic reason for the reduced film
conductivity is the scattering of phonons from the film boundaries. The results on the oxides and fluorides are from
However, the precise dependence of the film conductivity on the film Lambropoulos et al (1989). These films are dielectric and used as
thickness has not been discussed. optical thin films. The data for AIN are from Shaw-Klein et al.

(1991). and show the large effect of boundary scattering and
The measurement of thermal conductance for thin filts has inclusions. This effect is manifest in a markedly lower thermal

been so specialized that it has not been possible to construct any conductivity for thinner films.
reliable database. Modelling to optimize the design of multilayer
structures, either by changing the types of materials or their The data for the amorphous metal films show the effect of the
microstructure, has not occurred. Yet it is reasonably expected that columnar microstructure. Since the films are conductive, the thermal
the method of film deposition, the rate of film growth, and the conductivity in the film plane (denoted by "par") can be measured via
subsrat temperature could all be modified to improve thermal the Wiedemann-franz law (Anderson, 1990) which states that forproperties of films. A lack of analytical instrumentation has prevented metallic solids the themal conductivity is proportonal to the electical
this work from beginning, conductivity. These data are compared with data from the thermal

comparator, which measures the thermal conductivity normal to the
In this report we briefly review the thermal comparator plane of the film (denoted with per"). The high degree of anisotropy

technique (Powell. 1969) as it applies to the measurement of the resulting from the columnar microstructure is clear. The table also
thermal conductivity of thin films. This technique is non-destructive, shows a superconducting thin film.
rapid, and inexpensive, and it has been used by Lambropoulos et al.
(1989) for the measurement of conductivities of thin dielectric films These results all show the typical lowering of thin film
in the micron and submicron range. Section I reviews and thermal conductivity as compared to the bulk values. The correlation
summarizes the basic principles of the thermal comparator. Some between the diminished film thermal conductivity and the film
more recent meaurements on ceramic, metallic, and superconducting microstructure will be discussed in the next section.
thin films me reported. Section 2 presents several models which are
used to understand the diminished thermal conductivity of thin films.
These models are categorized into continuum effects (such as TABLE 1: Thermal conductivity of selected bulk
porosity and grain microstructure) and into phonon scattering effects materials
(inclusions, dislocations, stacking faults, grain boundaries). Section
3 shows the effect of the reduced film thermal conductivity for the
specific problem of laser damage resistance of thin dielectric films Materials k(W/m-K)
used for optical applications. All these effects clearly show that the
thermal conductivity of thin films is reduced as compared to that of Diamond ( and TI) 1200-2300
the corresponding bulk solid, and that the use of bulk data is Cu (polycrystalline) 200-500
inappropriate when heat transfer in thin films is considered. Si (single crystal) 150

Ai0 (single crystal) 35

1. MEASUREMENT OF THE THERMAL AhO0 (sintere) 20CONDUCTIVITY OF THIN FILMS WITH isnrdTHE THERMAL COMPARATOR Many oxides and fluorides, bulk solids 1.0 to 10
Oxide and fluride films, nominally I pr thick 0.05 to 1.0

The thermal comparator was originally developed for the Air 0.025
measurement of the thermal conductivity of bulk solids. A
comprehensive review has been published by Powell (1969). The
application of the thermal comparator to the measurement of the
conductivity of thin films has been described in detail by
Lambirpoulos e al. (1999). The principle of operation is as follows:
An assembly erminating a probe up (of diamet appoximmaely
320 pim) is beated to about 20 degraes above ambient The tip is
brought into conact with a half-space which is maimained at room
tem pertoe. The steady-sat op in the temperature of the up with
rese o thi ofthe mst of ita aumbly is meaaued by a
themoMuple. The in; e, -, -drop is dirrdy related sto thermal
conductivity of the half-space which can be measurd in this maner.
The large conribuion to the experimental error is the heat flow
radius of the mea of contact between the tip and the specimen, which
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TABLE 2: Measured thermal conductivity of various thin films

Film Microstructure Thickness knim kbulk
material (Prn) (W/ rn-K) (W/ rn-K)

SiC>2  Amorphous 0.50-2.0 0.4-1.1 1.2-10.7

T02  -0.50-2.0 0.5-0.6 7.4-10.4

7102 -0.15-0.47 0.04

A1203  -0.17-0.46 0.72 20-46

MgF2  0.21-0.58 0.58 15-30

AlNi Dense, <0. 15 0.5 70-180

polycrYstalline 0.25-1.0 16

lb-Fe compound dense, amorphous 0.25-1.0 5.3 (par) 30-40
7.0 (per)

lb-Fe compound columnar, 0.25-1.0 0.3 (par)
amorphous 4.3 (per)

YaCu3O7  crystalline 0.25-1.0 0.1-0.2 8-10

Notice that (par) denotes the conductivity parallel to the film, and (per) perpendicular to the film

2. MICROSTRUCTURAL EFFECTS IN
FILM THERMAL CONDUCTIVITY

All of the thermal resistace mechanisms in Wul materials are
also present in thin film. In thin films, however, theme ame often more
defects than ame typically seen in bulk solids. These defects lower the
thermal conductivity below expected values.

The defects ame roughly divided into two categories: defects
whose effects can be treated using continuum models (for example,
film porosity and film columnar inicrosructure) and those which
must be treated using models for phonon (or electron) scattering.

A. CONTINUUM EFFECTS FIGURE 1: Scaning elect= micrograph of athin film ofan

Porosity effects amorphous meta exhibiting the clumnar microstructure.

The density of conventionally deposited (sputtered or
evasporated) thin films is oftlen lower than that of bulk materials. An no longer be described as individual entities; instead, they must be
example of the fanilir colunar trcrostructure which often results described by distribution functions. For examople. for low adaroi
from physical vapor deposition (Movchan and Demchishin, 1969; mobility, a fact model caji be used to describe the naeural clustering
Thoson 1974,1977; Messier, 1986) is shown in Fig. 1. Voids occingdring theagggation ofa~
between the columns accout for much of the decreased density.
Chemoical vapor deposited films (CVD) am often dewer, although Many models accun fr the efec of porosity ani thermnal
their denditic vowth pattent can also lead to lowered densites. cosductivity. For example, Maxwell (190) showed that for a dilute
Finally, sd-gl films, which originate as liquidis spn or dipped onto concentraton (volum fration pi) of a dispersed phase of inclrmons

mustifs and subseqluently dried, am even - porous. ad may of spherical shape ard of conductivity k, embedded within A
even exhibit open porosity. we Fig. 2. Messier (1986) has pointed continuous amti ofconduactivity Ism, the thermal5 coiidictivty kt of
out that the toicmstuunal features of thin films (voids, columns) can the composite is giveni by
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If the pomsity in the film is due to spaces between columns,
randomly distributed pores may not be an accurate modeL Instead,
we am the porosity as slabs of bulk material (columns) separated by
slabs of air (porosity). Using die analogy of paallel or series
resistors, k normal to the columns (i.e. parallel to the film plane) is

.._. P . 1 -P (5a)
k.L k4 km

whereas parallel to the columns the result is
ku ,- P K + (1I- p) km (5b)

FIGURE 2: Scanning ekcut micrograph of a thin amorphous The predictions of eqns (2)-(5) are shown in Fig. 3. Notice that eqn
01-91 film Of SiO2 exhibiting open porosity. (2) is actually an upper bound for the dependence of kkm on p for

spherically shaped disperions, according to Hashin and Shuikman

(1962). The result for k,, exceeds that ofeqn (2) because the
arrangement of the dispersed inclusions used in deriving eqn (Sb) for
k1l is obviously that of slabs rather than that of spheres.

+ 2-2p(1 -Pogs of shapes other than spherical have been considered by
- 6+ - k- (2) Reynolds and Hough (1957), by Rocha and Acrivos (1972, 1973)

km - +. p(1 -- S for dilute suspensions, by Redondo and Beery (1986) and by Miloh
km- 6 and Benveniste (1988)for cracked solids.

Theeffect ofini ftte nu-fion for spherical dispersed phase has k I k k k m 0.02

been considered by Braislford and Major (1964). and by Budiansky m
(1970) who used effective medium theory. According to this theory, 1.0
an individual sphere of the dispersed phase is embedded within an .L
infinite medium of the (as yet undetermined) thermal conductivity k. Maxwell
The result is Budiansky

-
8 BudanskSchutz

._. _ + I - P 1 (3 ) 0 .5 f'-'- -

2+& 2+.S 3
k k

The analysis of Budiansky (1970). which is applicable to more than
two phases, shows that the matrix can be seen as an inclusion of
volume fraction (1-p). Hashin and Shrikman (1962) derived bmds 0.0
for the thamal conductivity of the composite. Their rsult is identical 0.0 0.5 p
to that in eqn (2). However, Hashin and Shtikman (1962) show that
the result of eqn (2) is an upper bound for k when k,?ki (and a
ier bound for l&ki)" FIGURE 3: The ratio Of film D bulk thermal conductivity vs. flm

Schulz (1981) has developed a general expression for the porosity p acOrding to various models. I denotes thie dkcdt
thermal conductivity of a solid containing inclusions of various normal s the columns Comprising the film mlcmasucture (Le.

shapes. The rsult of Schulz is applicable to the case of dispersions of parael the film :Ane). H denow the direction Parallel to the

spheres. or of parallel and series arrangements of the phases. For colums (ie. normal ao the film plane).
spherical inclusions. the result is

I_ P k'--' (4)
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Columnar effects FIgS= 4 shows the dependenc of k($ykm on the angle. It
is see dhal for smal porosity, the effect of Rmio is significant, see

From the discussion above, it is clear that columnar Fig. 4KL As soon As the Porosity takes a small but noo-zeo value,
structures, which often result from physical vapor deposition, not the effect of the interfacia resistance Rd becomes sma due to theonly lower the thermal conductivity Of the film, but also introduce fact that the thermal resistance doe to the porosity exceeds that due to
Anisotropic effects. the contacts between different grains.

Even if the columns wre touching and porosity effects Although it was assumed in deriving eqn (6) that the colunsn
discussed above am igored, we can expect a decrease in film thermal are perfectly Perpendicular to the interface, this may not be
conductivity due to the interfascial thermal resistance Ro of the necessarily so- Models of film growth suggest that the grains have a
column contacts. Treating the filmo as a composite made up of distribution of directions, and this is consistent with Meosier's
columnar grains, the anisotropic thermal conductivity is now given observations (1986).
by

Another way to treat the effec of Columnar structure on heat
kj.flow is to consider the scattering of heat carier (pbaonons or

k(O) kfn kelecmons) fromo column surfaces, from Intefacsm, or from other
k-~ R. k. sin 40 + Au COS2$ (6) defects. These eat carriers we referred to as quasi-particles in the

_Ll + 1 km biepatonthat follows.

B. QUASIPARTICLE SCATTERING
where D is the prain diameter, O-o is the direction paralle to th EFFECTS
column (ie. normal to the film), and k±L. k31 ame given by eqn (5). Soeha rssac sources, for example impurity stoms,

can not be accurately modeled using a continuum approach. In such
It g R /D O.1cases, it is useful to envision heat flow resistance arising from the

Ca I M . scattering of electrons or phonons (iLe. lattice vibrations). The teryOf the thermal conductivity of solids from the point of view of
quasiparticle scattering has been extensively discussed by Klemens
(1955; 1958; 1969) who hasexpanded on P sthyof hrma
conductivity of bulk solids. and by Kiemenis and William (1986) for
metals.

1.0
0.5 (a) P13010113 and electrons can be treated similarly as particles of

mometumproortona totheir flequency. in general, the total
therml Conductivity of a system can be expressed as (Kingery et al.,

10.0 1976)

0.0 k=ke + kP +k (7)
0 45 0 90

1.0. where ke is the thermal conductivity due goelecrni care
(b) transport(which vanishes for dielectic materials), kp is the thermal

Conuctvit du tothelattice vibrations (phonons), and kcr ththermal conductivity due to raditfion (negligible for most materias atroom temperature).

0.5.RClkI . The qUasiparticle contibutions to thermal conductivity depend
IP i 0.1on thir spec& hea per unit volume C, velocity V, and man free

path X.. as follows (Kltens, 1958)
1.0 1

0.01 10.0 It OW Jo (s)v) )4q) dc(6
0 4'5 90O

whbre c(ce)dcs is the cntribution tothie specific heat per unit volumeFlOUt!4: Therto of film tbulkthemAl conductivityvy. C-Jc(ro)doifrom poticles with frequencie in therange ow al 5d.
angle away from the column axis. For low levels of porosity, the Debes qp~onximation is often used accrding to which phonous
ColtuneaIIrOMcrgUCt introduces anistropy. For lagraaouru he frequencies only in the imng from 0 to the Debye hequency ail
of porosty, the Anisotropy is due to the porosity itself. so that the upper limit in uqp (8) is set w all> According to Debyecs

theary (Reisand. 1973)
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C(wO) - 3 k x x. h (9) temperatres(T/OD<<) the intrinsic phonon thermal conductivity
21_!4 /2 2 ' x k h t (T increases with diminishing temperature like T 3 exp(BT), B being amaterial constant, whereas at high temperatures (T/D>> 1) it

decreases with temperature like 1/T.
where T is the absolute temperature, h is Planck's constant, and kB is
Boltzmann's COnStan The Debye frequency Ow) is related to the Based on perturbation theory, theoretical scating relaxation
Debye temperature OD via OD=hwOD/(2nkB). For phonons, the velocity times have been calculated for several types of microstrucJani
v is the same as the speed of sound in the solid, imperfections (Klemens. 1955; 1958). For boundary scattering, the

relaxation time due to phonon scattering off external surfaces (e.g.
While the specific heat of thin films is generally unchanged the film surface or the film/subsuate interface) or internal surfaces

from its bulk value, the mean free path X is governed by the (grain or boundary scatterng) is given by
interaction of the particles with each other and with microstnuctural
imperfections or defects. These changes are expressed in terms of - (14)
changr the scatering event relaxation time ,which is defined as d
the an iot a perturbation from an equilibrium value to decayback to the equilibrium value (Klemens, 1958; 1969).The relaxation where d is the dimension defining the boundaries, i.e. the film
backisrt to the equilibrimealue f ees19;relaxat thickness or the grain size. Casimir (1938) showed that for long,

i is relatd to the mean free path X by rectangular grains d is nearly equal to the square cross section's side,

whereas for long, cylindrical grains d is the grain diameter.
t a,/v (10)

As an example of the application of eqns (11)-(14), we
where v is the particle velocity. When several types of interactions are calculate the effect of film thickness on the thermal conductivity of
at work, the relaxation rates rather than times add as AIN at room temperature as compared to the value of bulk, single

crystal AIN. For the bulk solid k-320 W/m-K, OD= 9 5 0 K
1 =X-1I (11) (Dinwiddie and Oun, 1990). For the bulk single crystal, the intinsic

't thermal conductivity is governed by the relaxation time zu for
Umklapp processes given by eqn (13). In this case, the constants are

Notice that, in the presence of several scattering mechanisms, eqn approximately A-10 sI K" and B=160 K (Dinwiddie and Onn,
(11) shows that the mechanism with the fastest scattering time win 1990). On the other hand, for a thin film of AIN, the relaxation time
dominate the overall relaxation time. has contiibutions from Umklapp scattering and grain boundary

scattering, eqn (14), where the length scale d is identified with the
Once the total relaxation time is computed, the phonon film thickness L Fig. 5 shows the dependence on the film thickness t

thermal conductivity is found via eqns (8)-(10) as (Klemens, 1958; of the film i* al conductivity relative to that of the bulk single
1969) crystal. It is immediately clear that for submicron thin films the

thermal conductivity is a strong function of film thickness, in
agreement with the experimental results discussed in the previous

0 T  section.

k = ks I±j- T C(X) X 4 e - dx (12)2 x2 v h/2x) fOO (e - I1) tM I(kx/-19Ak/
1.' m

In this way. if the dependence of the relaxation time on the phonon
frequency is known, eqn (12) provides the dependence of the phonon
conductivity on the absolute temperature T and on the details of the
scattering imperfection. In the absence of any imperfections, the only
scattering is of phonons by other phonons due to the anharmonic
nature of the bonding between atoms (Reissland, 1973). For O.'
example, for scattering of phonons off other phonons so that the total
momentum is not conserved (termed Umklapp or U-processes), the
relaxation time is given by (Klemens, 1958; Parrott and Stuckes,
1975)

tu1- A x 2 T4 exp(-B/T) (13) 0.0 0.5 1.0 1.5 2.0
film thickness, micrns

where A, BDu material parameters, B being propotional to the
Debyt tempeutwe of the Solid. Tes constants wre often nated as FIGURE 5: Predictions of a model accounting for phonon
empirical constants, which can be determined by fitting the scattering due to the pesence of a thin film of AIN. The model gives
temperatue dependence of the thermal conducivity ofthe perfect the variation of de thermal conductivity at ro temperature f a thin
bulk cry to an expresion of the form shown in aqus (12) and AIN film with thickness. km is the conductivity of bulk single cstal
(13). For the perfect cystal, eqns (12)-(13) prdict that at low MN.
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Impurity atoms also scatter phonons strongly. The effect of that phonon scattering from dislocations will be important in epitaxial

impurity atoms consists of three contributions: due to the mass thin films resulting from molecular beam epitaxy or liquid phase

diserece between the impurity and solvent atoms. due to the strain epitaxy. Such films are often characterized by large densities of misfit

created by the size difference, and due to the difference in binding dislocations when the film thickness exceed some critical value.

energy (K emens, 1955; Parrott and Stuckes. 1975). The relaxation Klemens (1955) has also calculated the relaxation times for arrays of

time is given by an expression of the form edge dislocations, stacking faults, and tilt grain boundaries.

1'= Ix' 4  (15)

3. LASER DAMAGE OF

where die parameter I incorporates the effects mentioned above, and OPTICAL THIN FILMS

x is given by eqn (9). The dominant effect in the parameter I is due to

the mass difference between an impurity atom and the solvent atom The resistance to laser damage in optical thin films is an

The impurity effect is considerable; experiments (Dinwiddie and Onn, important design consideration towards the development of powerful

1990) have shown that there is a large drop in the thermal solid-state lers. Many experimental data on the critical energy

conductivity of AIN due to small amounts of oxygen impurities density per unit area have been reported by Walker et al. (1981 a) for

which replace nitrogen in the AIN lattice. This effect is shown in Fig. nine dielectric films as a function of laser pulse length (5 and 15 ns),

6, which was derived for bulk AIN on the basis of eqns (12) and wavelength (1.06, 0.53, 0.35, and 0.26 pro), and film thickness (1/8

(15). In thin film deposition (sputtering or evaporation) the impurity to 2 wavelengths). These data am in the range 1-40 Jkm 2 for the

concentration is contolled by impurities present in the vacuum oxide and fluoride films tested. Experimental results on laser damage

chamber during deposition. Such impurities are often minimized by for I ns pulses have been reported by Lowdermilk and Milam (198 1)

sufficiently lowering the deposition backing pressure and by keeping for surfaces ofoptically polished glass and thin optical films in

the chamber free of organic contaminants. Careful control often addition to observations of laser damage in such films. Walker et al

results in thin films of very high purity and theoretically high thermal (1981 b) have discussed the mechanisms that lead to laser damage in

conductivity, dielectric materials (avalanche ionization, multiphoton absorpton,
and impurity-initiated damage) and have concluded that the impurity

k/k bulk AIN model appears more likely.

1.0 . ,According to the impurity model, which has been discussed
by Hopper and Uhlmann (1970) for bulk materials, an absorbing
inclusion within a non-absorbing infinite matrix is heated due to the
absorption of the incident radiation. The high temperature within the
inclusion leads to failure when the temperatuereaches so critical

03' value. The model uses the solution by Goldenberg and Tranter
(1952) who considered the time-dependent beat conduction due to the

absorption of radiation q (power per unit volume) within the
inclusion of radius R embedded within the non-absorbing infinite
matrix. Due to the dependence of q on the radius R of the inclusion

0.0 (which absorbs according to the cross section R2 , so that q varies like
0.0 0.5 1.0 1.5 1R) the laser damage resistance is minimum when the si of the

Oxygen Concentration, % absorbing inclusion is of order 0.2 pm (Lange et al., 1984; 1985).

Further analysis of the absorbing inclusion within the infinite,
FIGURE 6: Predictions of a model accounting for phonon no-absorbing matrix has been carried out by Lange et al. (1984;
scattering due to impurities. The model gives the variation of the 1985) who showed that this model leads to the expression for the

thermal conductivity of AIN at rn temperanute with the laser dmage resistance ofeqn (1), thus establishing the importance
concentration of impurities (for IN the impurity is oxygen). of the thermal conductivity of the host material within which the

absorbing inclusion is embedded. Still, the question is raised of
wbher or not eqn. (1) is applicable to thin films of very low thermal

The contribution of dislocations and stacking faults to thermal conductivity, in view of the fact that eqn. (1) has been derived for an
resistance may be low compared to other defects at room temperanue. inclusion within an ifinite matrix, so that other effects such as the
Still. they often appear in thin films, and they may dominate the proximity of the inclusion to the free surface, the proximity to the

relaxation time in the absence of other defects. For a random army of f ste interface, the size of the inclusion, or the film thickne

screw dislocations (Klemens. 1955) do not enter the model.

- 0.033 Nd b2 1f e (16) ideraspheical incluslonofrdiusRembeddedwithin a
film of thicness H, such that the centerof he inclusion is at a

distance D below the fiee rfa of dthe film which is assmed 0o be
whor NdUis th dislocation density, b the Burr vector, and ya the hisulated. The fim is supponedo a ami-Winisi sbsta as shown
Onmelm consta, a aemmril pamm which measus the in Fig. 7. The subscripts ", "r, and S" identify the film,
deviation of the lattice bmds from being derived via a pely incluson, ad substrate, feVectively. At time 00 the inclusi

harmonic potential The Onmesen ,o- is typically between I absorbs power at the rate q per unit volim, awhea the film and
and 2 for may solids (Xkme and Willism, 19j6). it is expected substrate do not absorb any Incident radiatio The te rature and
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the heat flux are asstued to be contiuu t tall interfaces and to Fig. 8 shows the temperature evolution with time when the
decay to =o sufficietly for from the inclusion. film is insulating (k/kS-0.Ol) or has the same conductivity as the

substrate. In Fig. 8 the inclusion is conducting (thus modeling a
For the casw of the inclusion embedded within an infinite metallic inclusion, k1/kS-1), has a radius R-H/5. and is located at

manix. Golebe7g and Tranter (1952) have shown that the D=H/4 below the free surface of the film. The power absorbed per
temporasure distribution has a sigmaidal um~ dependence. being low unit volume q can be converted to energy absorbed per unit area E by
at small utmes and achieving its maimuum value at steady state (when assuming that the inclusion absorbs in proportion to its cross-
the time t -...o). The effect of the film conductivity an the steady state sectional are so that
values of the temperature has been discussed by Lambenpoulos and
Hwang (1990). q a L (18)

4 tR
We used finite elements to solve the tim-dependent heat2

conduction euaions T/[qR R2 2ksI
102

k1V2T+q - (pc)-. r<R
aT~ 10'paint A

kFV2TF. (PC)FE-, r,R, -(H-D)<z<D (17)ponA

it8 V2TS - (pc)s iT . z <- (H -O)10

where z is the axia coordinate in a cylindrical system (rI, Z) with
origin in the center of the inclusion, and V2 isthe axisymmetric:1.
Laplacian operatormin the cylindrical coordinatesr,. z. Note that l L0 6'~ 11 10 C 0

r2
wT1

2 +z2. The initial condition for the temperature is T(rj,z,01 10 11 2 10 10

tu)O. As boundary conditions we assume that the film's free 102
surface at zaD) is insulated, and that the temperature and heat flux is
continuous at the surface of the inclusion and at the fl/subsrte

inefc.For the finite element solution we also assumed that the _______i-

thezznal conductivities.

L LASER BEAM 10. ... ----
Energy E
per unit area;

Duration t 10' 100 10' l0t 1ot 10'

point A film free surface 10t
(pointC

2 ~ 2R film tF 
10100

point C fiimleubstrate Interface 10

substrat k a -- 4a a -a a.

eu8fi 101 106 101 102 10'3 10 4

(somi-inflnits) t/IR 2 I DSI

FIGURE 8: Variation with time of the temperature at dhe free
surface (point A). the center Of the inclusion (pain: 5). and the

FIGURE 7: The geometry of& dthin film containing an embedded flrafbevat interface (POin C). Thc incluion is located at DmW14.
inclusion. Only the inclusio absorbs the indetnadiation. Te rame and its $ai s RlaW. The includlof has kj/k5-1. The soMi lines
of power absorption per unit volume in the inclusion is q. . .Jcorreopond to kpIkta.01 (ie. low film thntmu

conductivity). The&W da hfms(. correspond to kFS-l.
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where t is the time elapsed from the beginning of the pulse. Thus, the important microstuctural information at emperantures lower than the

temperatue is effectively measured in units of 3 E R / (8 t kS). Debye temperature, this proposed database should also contain the
tempertture as a parameter.

It is clear from Fig. 8 that the effect of a reduced film thermal
conductivity is significant at points on the free surface (point A).
inside the inclusion (point B), and at the film-substate interface ACKNOWLEDGEMENTS
(point C). However, the effect of reduced kF becomes signifiant
only after certain times. For example, using DS-2E-4 m2/s (typical
of Si). an inclusion size R-0.1 pn. and a pulse length of I nas, the This work was supported by the U.S. Department of Energy
non-dimensional time t/(R2/Ds) is such that the effect of the reduced Division of Inerdal Fusion under agreement No. DE-FC03-
film conductivity is significant For these parameters, and using E-1 85DP40.00, and by the Laser Fusion Feasibility Project at the
J/cm 2, a value of I for the non-dimensional tempaiture pnds Laboratory for Laser Energetics which has the following sponsors:
to an actual temperature of about 3.750 K Empire State Electric Energy Research Corporation, New York State

Energy Research and Development Authority, Ontario Hydro, and
Fig. 8 also shows that the temperature at the film/substrate the University of Rochester. The work was also sponsored by

interface (point C) is much lower than that at the inclusion center or Texaco. Such support does not imply endorsement of the content by
the film free surface. This implies that a significant temperature any of the above parties.
gradient develops within the film, whereas the temperatures at the
substrate remain low. Of course, the use of a more insulating The authors also acknowledge the support of the National
substrate will increase the interfacial temperature. Science Foundation under the Presidential Young Investigator Award

MSM-8857096 and of the Office of Naval Research under Grant N-
00014-87-K-0488.

4. CON CLU SIONS
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the thermal conductivity of thin films of a variety of materials. Such REFERENCES
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resistances may not simply add when several geometries involving "Thermal properes of optical thin film materials", NB SpecI
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