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CHAPTER 0
EXECUTIVE SUMMARY
0.1 SUMMARY OF THE STUDY

(i) Human factors engineering has evolved out of the early work in applied
experimental psychology through the design handbook era and is becoming more
interdisciplinary with strong techuological influences from computer and information
science, operations research, and systems simulation and modelling. Human
factors/ergonomics models have the potential for representing human performance in ways
which are compatible with both operations research and systems engineering. Despite this,
gurpan factors models are not widely used, either by human engineering specialists or system

esigners.

(i) In response to this, Research Study Group 9 of DRG Panel 8 was convened to
consolidate the available knowledge, to stimulate information exchange and cooperative
research, to foster the practical application of modelling research, and to provide a bridge
between models and approaches adopted by engineers and behavioural scientists.

(iii) Acting on these terms of reference, the RSG:
(1) reviewed current human performance models which are in use;

(2) invsstigated the development of micro-computer based models
of human performance;

(3) conducted a technology demonstration workshop which
included working demonstrations of typical models, and
technical papers on their application

(iv) The presentations and discussions of the workshop were published in a book
which provides an overview of the state of the art of human performance modelling
(McMillan, G.R., Beevis, D., Salas, E.. Strub, M., Sutton, R., van Breda, L. (Eds.) (1989).

icati ign. New York: Plenum). The
investigation of micro-computer based models revealed that a number of models are being
hosted on micro-computers. and suggested that such developments are likely to increase
given government and user support. The review of current models identified 54 which were
of sufficient interest to document in this report, in the form of a directory.

(v)  Although this directory is provided to meet the first objective of the RSG, it is
intended to serve broader aims by providing potential users with brief reviews of models
reported in a standard format. Each major section of the report is aimed at a specific problem
area in the system design/development cycle, based on the complementary knowledge and
experience of the contributing nations and services. Model categories include Task
Allocation and Workload Prediction, Single Task Models, Multi-Task Models, Multi-
Operator Models, Biomechanics and Work Space Design, and Training and Skill Retention.
A section of the directory also reviews tools which are available to support the development
of new models, or the modification of existing models. In order to be included in the review,
a model had tomeet the criteria that it has the potential for solving a practical design

- ii -
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problem, and as a consequence, is not simply an interesting idea that has not been developed.

Table 0.1
Summary of Status of Models Reviewed
Model Type Workioad  Single  Multi-  Multi-  Biomechanical Training
Prediction  Task Task Operator & Work Space & Skill Retention
Number Reviewed 7 16 10 6 9 6
Validated 2 9 4 3 4 4
Proprietary 4 2 4 2 4 0
Readily Available 2 9 4 2 3 6
Widely Used 1 3 2 1 2 3

(vi) Ten of the models reviewed appear applicable to the concept development
stage of system design. By far, the majority of the models are applicable to later design
stages. Most models require quantitative details that are not available at the concept
development stage. Some of the training and skill retention models are not limited to
application during system design. They are also applicable (o deployed systems and current

operations. .

(vil)  The review provided some understanding of why available models are not
widely used. Table 0.1 summarises the information on availability, usage and validation of
the 54 models. Only 26 of the models appear to have been validated in some way, usually by
one or iwo limited experimental comparisons. Only 26 of the models can be classified as
readily available (through publications and/or software). Many models appear to have been
developed and used successfully in one or two projects, then ignored. These findings support
one of the conclusions of a previous Panel 8 workshop that more effort needs to be put into
the application of those human factors tools which have beea developed, rather than under-
taking the development of new tools or models without regard for their eventual application.
To foster such applications, the RSG.9 technology demonstration workshop einphasised
presentations on micro-computer hosted models which system cesigners could use.

(viii) Most of the models reviewed were “normative”. That is, they represent an
“ideal” operator, or are based on a theory of what “should” happen. This is appropriate for
the design of new man-machine systems. Many of the models could be manipulated to
represent “non-ideal” performance and, as such, they might be applicable in combat
effectiveness simulations. Some are also related to human response to operational/battle
stress and fatigue, which has recently become a subject of interest to Fanel 7. Such models
contain terms that permit one to represent the differences between “idealised” and “real”
operators, the effects of environmental and battle stressors, the differences between ideal and
combat effectiveness, or the differences between individual and group performance.

(ix) A major deficiency in the range of available models is that no reliable or
validated models of cognitive tasks such as planning and decision making are available. This
deficiency is a reflection of the immaturity of our understanding of cognitive task
performance. Given the lack of agmpriac analytic decision models, some modellers are
using SAINT (Systems Analysis of Integrated Networks of Tasks) or SLAM (Simulation
Language for Alternative Modeling) -based probabilistic network models in attempts to
represer.t decision making in military systems. Until our understanding of human decision
making is developed further, this is probably the only path available to the system modellers.

-1V -




0.2 MAIN CONCLUSIONS

(x) Fifty-four models of human operator performance were found which are
applicable to the design and development of weapon systems and their associated training
systems.

(xi)  These models apply to & variety of design activities, including Operator
Workload Prediction, Single Task Performance, Multi-Task Performance, Multi-Operator
gcrforgmnce. Biomechanical Analysis and Workspace Design, and Training and Skill

ctention.

(xii)  No general-purpose model of operator performance exists; instead, system
designers must select a model which is appropriate to the specific task, or tasks, which are
being studied.

(xiii)  One of the most effective ways of using such models is to reduce the range of
potential design solutions to 2 manageable number. For example, workload models can be
used to highlight the need for a simulator study of a task; control theory models can be used
to select the critical conditions for evaluation; or anthropometrical models can be used to
reduce the range of potential crew station configurations to the point where a less costly
mockup can be constructed.

(xiv)  One of the most promising areas of model development is in the use of tools
such as SAINT to build network models of operator tasks. This approach, which typically
uses Monte-Carlo simulation, is compatible with current trends in functional analysis
including techniques such as IDEF (Integrated Cemputer-Aided Manufacturing Definition
Language) arnd CORE (Controlled Requirements Expression).

{xv)  While it is premature to include the models reviewed in system acquisition
specifications, they can be used for design evaluation when agreed upon by the procuring
agency and the contractor.

(xv)  There is a need to validate many of the existing models and make them
operable by a wider variety of users.

(xvii} There is an acknowledged need for models of processes such as planning,
decision making, and team performance. This requires additional research to understand
these processes.

(xviii)) The continuing development of personal computers should encourage the
application of many of the exisung models.

(xix) Some of the mcdels reviewed have the potential for integration with
operational rescarch models. but further work is required to capitalise on this possibility. An
extension of such work would be the use of operational research/combat effectiveness
models in training and research applications.
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(xx)  The work of the RSG was not intended to cover models of human response to
stress, or the effects of motivation. However, some models wer: identified which could
include (or be modified) to account for such factors, but more work is required on this type of
application.

(xxi) Most models require significant user expertise for effective use. The
preparation of lecture series and self-tutoring texts is one means to address this problem.

(xxii) Technology demonstrations workshops such as that organised by the RSG are
an extremely useful means of technology transfer, but their success is heavily dependent on
financial support from organising bodies.

0.3 MAJOR RECOMMENDATIONS
(xxiii) Panel 8 should establish:

(1) an Ad Hoc Group of Experts in 1992 to review progress in
modelling and to determine the need for, and structure of, a
second technology demonstration workshop;

(2) an Ad Hoc Group of Experts (or Exploratory Group) to
prepare recommendations for a NATO Project to implement
a library of performance data and models for use in network
simulations.

(xxiv) Panel 8 should:

(1) explore with the NATO Military Agency for Standardisation
the inclusion of human performance models in weapon
system

(2) encourzge collaborative research on cognition, decision
making, and tcam performince;

(3) interact with Panel 7 on the use of human performance
models in operational research;

(4) survey member nations for support of a lecture series on
model-based methods for analysis, design, and evaluation.

0.4 MILITARY IMPLICATIONS

(xxv) Available training and skill retention models can be used to improve the
effectiveness of existing training systems.

(xxvi) Some biomechanical, sinzle task, workload, and multi-operator models can be
used to identify critical test and evaluation issues for weapon systems currently in
development.




- vii - ACR43(Panc] ITR/L

(xxvii) Most models reviewed in this report can contribute (o a more cost-effective
weapon system design process by facilitating the evaluvation of design alternatives. These
models allow the designer to incorporate human performance factors that determine weapon
system effectiveness.
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INTRODUCTION

1.1 BACKGROUND AND PURPOSE

1.  In September 1982, the Defence Research Group approved the recommendation of
Panel 8 10 establish a Research Study Group on "Modelling of Human Operator Behaviour in
Weapon Systems”. This recommendation was based on the fact that models of human operator
performance have been developed with application to a bre: ~d range of human behaviours, but
hasv& t;ccn little used in the design of weapon systems. As stated in the Terms of Reference for
R

"Given the potential that such models have for contributing to the
analysis, design and evaluation of man-machine systems, there is an
obvious need to foster their development and use. An RSG therefore
is needed to pull together the available knowledge and stimulate
information exchange and co-operative research.” (pg. 1)

2.  This document is one RSG.9 product addressing this need. It is intended to
provide information and recommendations conceming models and model development tools
applicable to man-machine system design. It is not a theoretical report and does not address
mathematical or conceptual developments required to advance the state of the art. It is meant to
be u practical source book for a system designer attempting to locate a model for his or her
specific application. In many cases, such a model may not exist. Therefore, the report alco
reviews model development tools that are readily available and have proven useful in previous
applications. No single document can provide the detailed information required to actually
apply or develop such models. Therefore, the format is designed to show the designer where
and how te obtain that information or expentise. The reference lisis will direct the reader to
rbrluch of tbedrequxred information. In some cases the report identifies points of contact that may

consulte

3. By agreement in the Terms of Reference, the report largely limits its scope to
models of operator and maintainer performance. There is an emphasis on models that permit
some type of computer-based simulation of the man-machine system, as opposed to verbal-
analytic or conceptual models. In several cases, it was necessary to broaden the scope. The
chapter on training and skill retention, for example, includes several conceptual models which
have demonstrated their utility to traiming system designers. The report also attempts to avoid
modcis which have been used only by their developers in one or two limited applications, and
have not demonstrated their design potential.

2 GENERAL ISSUES IN HUMAN PERFORMANCE MODELLING
1.2.1 Modeis: Detinitions and Distinctions
4.  What are models. and why should system designers be interested in them? At the
most basic level, models are nothing more than the specification of functional relationships

among sets of variables. The number of variables may range from two to many, and the
specification may range from a verbal statement to a precise quantitative formalism. For the

-1-
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purposes of this report, the. functional relations are typically between some system
characteristic that the user is interested in manipulating and some aspect of human or system
performance that the model user wishes to predict. Considered in this light, the utility of
models to the designer is clear. Although creative design involves much more than the
knowledge of functional relations, at every point in the design process evaluations of such “if-
then” relationships are required.

5.  Thereis disagreement in the modelling literature conceming the need to distinguish
between theories and models (Meister, 1985; Pew and Baron, 1983; Sheridan and Ferrell,
1974). While RSG.9 maintains that there are important differences, it is easy to sec why the
disunction becomes clouded: the most important characteristic of good models and good
theones is that they predict behaviour. Nevertheless, the functional relations used to produce
these predictions may be quite different in models and theories. Stating that a theory is valid
implies more than that the formalism arrives at the right conclusion. In good theory, one is
justifiably concerned that the mechanisms expressed in the theory represent the actual
processes. Parsimony, and testable hypothesis generation are also important considerations. A
useful model, on the other hand, need not be burdened with these requirements. If it predicts
behaviour for an area of concemn, one may be less concerned with the mechanisms.

6. In spite of this distinction, model developers should be concemed with internal
mechanisms. Specifically, we believe that the use of appropriate mechanisms will tend to
increase the generality of a model. The use of heuristics will tend to produce a model of limited
generality.

7.  Although there is disagreement concerning the importance of the model-theory
distinction, there is a strong consensus thut the appropriate measure of merit for models is
utility (Meister, 1985; Pew and Baron, 1982; Shenidan and Ferrell, 1974). That is, do they
help to clarify an issue, are they an aid to the user’s thinking, do they provide a framework for
organising facts, or do they perunt the user 1o experiment with conczptual systems? Meister
(1985) states: “The true test of a model is its ability to assist in solving problems, and not
necessarily to describe the world 1n all its details”™ (pg. 121)

1.22 Mode] Uses

8.  Meister (1985) identifies two broad categories of model usage - experimenting with
systems and as design aids. He outlines seseral reasons for the first application:

(1) The system of concern may not be developed to the point that it
can be studied directly

(2) Direct study may be 100 expensive.
(3) The sysiem may be fully occupied or unavailable.

(4) The model may help to simplify phenomena that are too complex
to study 1n the real system.

9.  Since the design process involves conceptual experimentation with systems, the

above list applies to many design applications as well. For design applications, useful models
are nothing more than tools for making tradeoffs at carly stages of system development.

.2.




10.  Although design applications were the focus of RSG.9's work, and of this report,
they are not the only use for models. Models are used in the design of experiments, and in the
analysis and description of experimental findings. Consider, for example, problems in flight
simulation. Given a research question, and the variabies to be manipulated, manual control
models may be used to select appropriate aircraft dynamics, to select and scale simulated
atmuspheric turbulence, to select values of the independent variables likely to produce the
desired experimental effects, and to sclect dependent variables which are sensitive to i
experimental manipulations. Examples of this type of model usage are given in Levison
(1985). Models are useful in the data analysis and description process. For example, the
pattern of changes in model parameters, or the differences between model predictions and
experimental results can provide insights into the underlying phenomena.

11. A frequently unrecognised application of models is as replacements for humans in
operational systems. Automation programmes which replace human control actions, human
fault diagnosis, and human decision making all use this tcchnique to some extent. Although
the model may not be explicit, the automation scheme will be designed to mimic the strengths
of human performance (the model), while attempting to avoid the weaknesses (the non-mode!
aspect of automation). Expert systems applications are an example of replacement models.

12.  Models also play a role in education. They can provide simplified accounts,
perhaps inadequate for some professional applications, but sufficient to introduce new ideas
and relationships to students. Consider Rasmussen's skill/rule/knowledge model (1983) as 2
tzchnique for broadly categorising behaviour and for suggesting the ccgnitive strategies
associated with each level Thris model has had a clear impact in education. In this specific
example, the model has had significant design usage, as well. The design of large
control/display systems. such as those in nuclear power plants, has been affected oy
Rasmussen’s work (1982). Other exampies of the educational role of models involve the
Crossover Mode! (McRuer, 1980) and the Optimal Control Model (Baron and Levison, 1980)
which have been useful in teaching engineers the concepts of human adaptation to various
closed-loop control systems.

1.2.3 General Issues Faced by Madel Users

13. The preceding discussion alludes to some of the issues a user must address in
selecting or using models  First, the user must determine whether the functional relations in
the model are applicable to their situation. If the user is considering a mode! of human lifting
behaviour, they must decide whether the lifting geometry described in the model is a reasonable
approximation of the lifung techmque to be used by their operators. If not, the model -
predictions may be grossly different from actual lifts. This is the problem of model gencrality.
The model may be highly accurate, but not apply to the user’s situation. On the other hand, a
model-predicted ability 10 perform the required lift, with its assumed geometry, may still have
significant ytility. It may suggest a design modification that will permit the appropriate
geometry, a change in operating procedure, or a requiremnent for teaming on the lift.

14. Implicit in the above paragraph is the issue of model yalidity. The focus of this
issue should be on the ability to predict behaviour in specified situations, not on the "truth” of
the assumptions and constructs. Despite this hmited definition, few models are adequately
tested in this regard. In most cases, what masquerade as problems of validity are actually
limitations of generality. The model may be highly accurate in its domain, but the domain is
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often poorly defined, particularly in the mind of the user. Pew and Baron (1983) succinctly
summarise these points when they argue that the real purpose of model validation is to decide
how and under what conditions a model is useful, and whether its usefulness may be
improved. The contrast between model generality and validity may seem rather academic to
most users. From their perspective, a failure on either count is critical. However, from the
perspective of mode! developers, this is a useful distinction. One would typically invest little
eftert in modifying an invalid mode!. but a model of limited generality may be an excellent
place to begin such extensions. Limits to model generality are almost always a larger problem
than validity. At the simplest level, this is because the model developer has designed his mode!
to be valid in his area of concern. But typically, this area of concem is smaller than that of
potential model users.

15.  Because of the limited gencrality of most models, few users will be able to take an
existing model and apply it. Although most of the models discussed in this report are well-
developed, stand-alone structures, few of them can be directly applied to a specific problem in
their published form. In the vast majority of cases some tailoring of the model will be
required.  Of course, the modelling tools reviewed here, e.g., SAINT, SLAM, HOS will
always reyaize specific development for a problem. This fact should not be taken as a criticism
of modelling, per se. It simply reflects the state of the art. On the other hand, this fact
suggests that users shouid perform 4 cost-benefit analysis before investing time in tailoring or
extending a model. .

16. Interaction effects in human perfonnance are one of the main limitations to model
geaerity. Human behaviour is uniquely affected by combinations of variables, and few
mocels coziprehensively include these effects. The severity of this shortcoming depends on
the application. For many situations, a model which predicts the main effects of variables will
be sufficient. Prediction of mun effects mey allow the user to identify key variables, and to
predict the general effects of design mampulations. In other applications, the interactions are of
pnmary concem. Most large operations rescarch models used in military applications attempt
1o account for the effects of fatigue, stress, skill level, eic. The difficulty in modelling these
particular interactions are often stated as an inability 10 define performance "modulation”
‘unctions. This will continue to be a problem for users. Model developers, although aware of
nmpertant interacuons, often find that they are not well enough defined for modelling purposes.

17.  Even in simple cascs. users must not expect models to predict the richness of
kumaa behaviour. As eloguently stated by Sheridan and Ferrell (1974, pg. 2):

"People may show grace, imagination, creativity, or feeling even in
narrowly constrained tasks; but these qualities are too fine for the nets
we cast in modelling and experiment. We have to be content to
describe und predict at a rmore mundane level.”

18. In many design applications, prediction at even a mundane level can be quite useful.
In some case: behavioural prediction 15 not required. The designer may simply need assistance
in piacing the range of human behaviours anticipated with the system into categories that
suggest certain control/display approaches. Again, Rasmussen's skill/rule/ knowledge model
surves as an example. It proposes particular types of displiys for each category of human
behaviour (1983).




19. A shortcoming in human performance models is the failure to explicitly model
human error. While the reliability models attempt to predict error in a statistical sense, ¢.g.
some number of incorrect switch actuations per 1000 operations, such models are not
particularly useful for predicting specific errors with new system designs. This problem has
not received a great deal of attention from the modelling community, although there is a cadre
of individuals addressing the issue. The interested reader is referred to Chapter 4, Section 4.4
for a good overview of the state of the art in this area.

20.  An important arca of user concem is the level of expertise needed to use human
performance models. Although the requirements vary widely, significant expertise is required
tor most models. With the decreasing cost and increasing power of personal computers, more
and more of these tools are being hosted on small systems. With this trend, RSG.9 has
obscrved significant efforts to make the tools more user friendly. At the present time, required
expertise is still a significan: limitanon to widespread model usage, both in terms of cost and in
a lack of understanding of th: potential of the tools.

i.3 ORGANISATION OF THE REPORT

21 The remainder of this report is divided into seven chapters. Each of the chapters
begins with an overview. The chapter author defines the types of models to be reviewed,
summuarises the state of the ant, and recommends general references known to provide good
backgreund matenal. The author attempts to specify where these techniques are most likely to
support good trade-off studies, idenuify design problems and altemnatives, and predict some
aspect of ultimate system performance. In so doing, they have attempted to emphasise what
these madels and tools are hikely to achieve 1n their present forms, not their ultimate potential.

22.  The bulk of each chapter consists of model summaries in a format developed by
Geer (1976). This format was chosen because of sts completeness. It is designed to provide
information on the source. purpmse. procedures, application examples, limitations, and future
needs for each model. Because of fonnat complstencss. the user will see some blank areas for
several of the models. Although this 1s unfontunate, it does clearly show what we do and do
not know about each of the models reviewed.

1.4 OVERVIEW OF THE REPORT
1.4.1 Chapter 2 - Task Allocation and Workload Prediction

23 This chapter reviews tools which can assist in the allocation of functions to an
individual, among the crew memben, or to the machine. Since the goal of this process is to
make the best use of the abiliues ot each of these “components”, models which suggest optimal
allocations would be most useful. However, no such models exist. As a result, this stage is
usually an iterative cycle of tunction aliocation .. task analysis .. and workload evaluation to
evaluate the designer’s proposec solutions. The techniques revicwed in this chapter are more
akin to anaiysis aids than to true muxiels, and are designed to assist the user in the workload
evaluation process. Nevertheless. we have included these tools in our report for two reasons:

(1) They typically include implicit models of human workload
capacity. senal venus parailel processing, etc.
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(2) They constitute the formalised tools available to assist the designer
in this process.

24. The chapter reviews only a single mode! which directly evaluates allocation of
functions. The other models found in the literature were cither too situation specific or too
poorly developed to include. Several models were found for analysing or predicting liuman
operator workload. The most widely used techniques are based on some formn of time-line
analysis, i.c. comparing the time required to complete the assigned tasks to the time available.
The chapter also reviews several recently developed models which address the mental, rather
than the temporal, dimension of workload. Although these models are generating a great deal
of interest, they have not had much application and validation.

142 Chapter 3 - Single Task Models

25. This chapter does no: pertain to a specific phase of the system design process,
although the models reviewed here are most Likely to be used in fairly excly stages. These
models allow behavioural predictions when the human is performing an individual task, e.g.
tracking a target, monitoring auditory signals, or making a discrete movement to a control.
Because of the simple, constrained task environments, these models contain some of the mest
formalised mathematical structures reviewed in this report. Many of these techniques can make
precise, highly detailed predictions about the performance elements of individual iasks. Often
they permit predictions about the effects of molecular equipment characteristics on human
performance. They are highly valid in their domain of application. Unfortunately, most of
these models have very limited domains. They are not general models of listening, of
movement, or of vehicle control.

26. Many of these nxxdels have been validated against large sets of data taken in
laboratory contexts. Some of the manual control models have been evaluated against real-
world data as well. Many of these models have been applied as experiment design and analysis
tools, with significant success. However, their use in the design of man-machine systiems has
been poorly documented, or minimal. The imited documentation of design uses is somewhat
understandable. In personal convenations MeRuer (1986) described his use of manuat control
models to assist in the design of flight control systems. In most cases, this work was done
under a subcontract to an aircraft manufacturer. It is not surprising that such efforts do aot
appear in the open literature. The other analytic techniques used in such a process are unlikely
to be reported cither. Nevertheless, 1t appears that these models are not commonly uscd in
design. In addition, it appears that when they are used, the work is done by experts, brought
in from other companies.

27. Ongoing efforts to host many of these technigues on personal computers, with
usei-friendly front ends. may improve the utilisation of these tools (see McMillan, et al.,
1989, for examples). However, the hinuted generality of these techniques will continue to be a
problem. Several of the models reviewed here can be extended to greater generality. Because
these models have been thoroughly tested and their mathematical structures are well
understood, they form an excellent basis for extensions by model developers.

1.4.3 Chapter4 - Multi-Task Models

28. In all realistic environments, humans have multiple task demands competing for
their limited perception and action resources. This chapter reviews models which attempt to
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predict human performance in some of these complex task environments. The majority are
models of display monitoring and decision making in multi-task situations. Some include
submodels for rather elaborate control actions based on ti:e decisions, while others only permit
selection from a limited set of established control procedures.

29. Most of these models have had minimal validation. This validation has been limited
to experimental settings. In these experimental settings, some of these models have made
predictions that are useful to designers of supervisory control or command and control
systems. However, the generalisation of these results to operational situations has rarely been
tested (The principal exceptions are the Human Operator Simulator 2nd the Siegel-Wolf
Models). On the other hand, these monitoring and decision models have aided laboratory
user’s thinking about human strategies in multi-task situations.

30. This chapter reviews few models of human cognitive function or problem solving.
This is largely because they are conceptual models, they have not been computerised, and they
have tended to remain in the academic and research communities. Another obvious omission is
tl;;:ork in antificial intelligence. Here, NATO has established other groups with this specific
charter.

1.44 ter S - Multi- r Mogels

31. The models reviewed in this chapter add a significant level of complexity:
communication and interaction among operators. This complexity has allowed these models to
be applied 1o real-world design or evaluation problems. Some of them, such as the Seigel-
Wolf model, have been highly successful in a number of applications (Meister, 1985). Most of
the models were developed under contracts to military agencies, and were designed to simulate
the performance of crews performing specific military missions. Most of these models have an
operations research flavour to them They were not designed to aid in the selection of
molecular equipment characteristics, but 1o address procedural issues, task organisation, task
assignments among operators, required crew size, the effects of fatigue or time pressure, etc.
In general, these models attempt 1o predict global system petformance measures such as the
probability of mission success or the time required to accomplish the mission.

32. Typically. these madels require the user to develop rather detailed descriptions of all
the tasks to be performed by the crew. This includes descriptions of task criticality, permissible
task sequences, average task completion tmes and variances, and the assignment of tasks to
individual crew members. Because of their task analytic nature, operator loading is the key .
clement driving the predictions of several models. Loading is usually defined as the time
required to complete all tasks versuc the time available. In most cases, these models run in a
Monte Carlo, or iterative, fashion to allow sufficient sampling from the task performance
distributions to make stable statistical predictions. Success or failure of the mission does not
depend on the probability of uccomplishing any single task, but on whether or not the crew
completes all essential tasks 1n the required ime. Thus, each task has an effect on mission
success, but not necessarily a primary one.

33. Some of these models allow the users to evaluate the effects of performance
modulation factors such as fatigue and operator skill level. In general, these effects are
implemented by modifying the mean and/or variance of task completion time distributions. In
come cases, thess functions must be provided by the user, while in others such as the Seigel-
Wolf model, generalised functons are provided.
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34. While the user input requirements ar= significant, the data ofien can be obtained ata
sufficient level of accuracy from subject matter experts. For complex systems, the resulting
models are correspondingly large and complex. These models are rarely, if ever, formally
validated by comparing model predictions to the results from actual field trials. Rather, these
models tend to be “exercised” and their results evaluated for reasonableness. If the results
seem reasonabie 1o the user, design or procedural decisions may be based upon them.

35. These models are often criticised by operational and scientific personnel alike.
Such complex models includs numerous untested assumptions and approximations. However,
it is noteworthy that they continue 10 be developed and used. Developing and maintaining large
operations research models is ofien a primary mission of studies and analysis offices in military
agencies. This sugges:s that these models satisfy th utility function for managers and decision
makers who have few other systematic tools available.

1.4.5 Chapier 6 - Biomechanics and Work Space Design

36. This chapter is also rich in models developed specifically for system design
applications, but at a much more molecular level. The review encompasses two principal
categorics of modelling:

(1) biomechanical models which predict human materials handling
capabilities;

(2) anthropometric models which determine the ability of an operator,
of a given physical size, 1o work within a given space, to reach
specific controls, and 1o see specific displays.

37. Biomechanical models which atlempt 10 describe the human body as 2 mechanical,
load-bearing device have a long history. Much of the work in this general area is focused on
defimng human tolerance limits 1 vibration and acceleration stress. Such tolerance models are
not reviewed in this report. Technigues 10 model the performance effects of these stressors
have also been developed, and some are noted in Chapter 3. I many cases, these perfformance
models are based on existing single-task models with the vibration or acceleration stress
represented as 2 disturbance to visual perception or motor control (Jex and Magdaleno 1978;
Komn and Kleinman, 1978).

38. Another type of biomechanical model is the subject of this chapter. These models
predict human lifting capacity 1n matenals handling situations. Although this mey seem like a
restricted domain, reviews of physically demanding tasks in a variety of trades routinely show
that most involve lifting (Mital, 1983) In addition, back injuries and back pain continue to be
a significant problem for workers perfortaing lifting tasks.

39. Lifting models typically address the issue from one of two perspectives. Some
attempt to predict lifting capacity. given specific human, task, and environmental
characteristics. Others use Newtonian mechanics to estimate the stresses imposed ori the
musculoskeletal system during lifting.




40. These models have several significant limitations. Generally, they assume a limited
range of lifting postures and geometries, no mechanical aids, smooth symmetrical lifts, good
floor contact, and so on. Of course, these assumptions are violated in many operational
settings. Nevertheless, these models appear to be receiving increased us=.

41, The anthroj ymetric models are computerised versions of traditional drawing board,
manikin, and mock-up approaches. As a result, they offer the ability to readily change
workstation dimensions and characteristics, to represent individual operator body dimensiens,
and where appropriate data bases are available to evaluate the fit, reach, and vision envelopes
of a wide range of human populations.

42. In many cases, the anthropometric models provide CRT-based graphic output which
allows the user to view and interact with the man-models as specified reaches and "looks" are
attempted. This feature is an important attribute of the better models as it helps the user to
avoi!? problems such as the man-mode! reaching through incompletely defined surfaces in the
workstation.

43. Although the author of this chapter located references to over a dozen models, most
of them are not readily available or widely used. The models reviewed here are widely
available and have been used for documented design applications. Of all the models
summarised in this repor. the anthropometric group is perhaps the nearest to becoming
frequently and broadly applied. Despite this fact, they have several common shortcomings.
Most have only been validated for a limited range of reaches and fits. Most permit only one or
two operator postures, e.g. sitting erect or sitting slumped, and do not represent the effects of
postural changes on reach envelopes. Effects of clothing or other restraints are often not
modelled. Finally, mest models are incompatible with other computer aided design (CAD)
programmes and systems.

44. Ongoing developments in anthropometric modelling are addressing many of these
himitations. In addition, there are exciting efforts to develop truly dynamic tools that rnodel the
actual movement sequences of human operators in proposed workstations.

1.4.6 Chapter 7 - Training and Skill Retention Models

45. This area of human performance modelling has a long and rich history. Much of
the mode! building has been done by psychologists as part of their theory development and
testing process. As a result, most of these models are of a qualitative, descriptive nature and
were never really intended for system design applications. However, the increasing
sophistication of military systems has created a growing need to design better training systems,
to forecast their effectiveness dunng the design process, and to measure their effectiveness
during the system life cycle.

46. From the literature on human learing and memory, this chapter has extracted those
techniques which have been applied to traiming issues, or which have been developed to
address training system design problems. Although some mathematical models are
summarised, several qualitative techmques have been included which have application to the
conceptual design of training systems, or to the understanding of human behaviour during the
training process. At the current time, these qualitative models have achieved greater utilisation
than the quantitative techniques.
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47. Perhaps the earliest attempts to describe and predict improved performance with
practice involved fitting learning curve data by adjusting the parameters of "fixed-form"
equations (Hackett, 1983; Restle and Greeno, 1970). A variety of such equations have been
utilised and their relative merits debated. Some success has been achieved in using such
models to predict the prodiction rates in industrial settings as workers learned a new
manufacturing procedure, for example.

48. The mathematical models developed in the 1940's and S0's by psychological
theorists appear to be receiving a second look from model developers. New computer-based
aumerical methods allow one to more readily identify the parameters of some of these models.
Although it is unlikely that these techniques will be used as stand-alone models, they are being
used to reprzsent fundamental learning and memory processes in larger models of training and
skill retention (Sticha and Knerr, 1983).

49. The qualitative models reviewed in this chapter address a broad range of issucs.
Some focus on the stages of skill acquisition and have been used in the overall organisation and
sequencing of training curricula. Some attempt to categorise human information processing
skills and to develop general guidelines for training these skills. Gthers attempt to predict the
effectiveness of proposed training devices on the basis of the difficulty of acquiring certain
skills and the importance of thesc skills to the operational tasks. These and other qualitative
models are being used in the training system design process, and are a significant area of model
development activity.

1.4.7 Chapter 8 - Network Modelling Tools

50. This chapter reviews special purpose coraputer languages developed for the
purpose of simulating man-machine systems. There is an important tie between the tools
reviewed here and the models reviewed in Chapter S - Multi-Operator Models. Many of those
multi-operator models have been developed using simulation languages such as SAINT,
SLAM, or Micro-SAINT. As noted by the author of this chapter, this is not by chance. Our
theoretical foundations are weak in the area of group-interactive behaviour. As a result, it is
difficult to develop formal mathematical models of crew performazice. In general, the
theoretical constructs are not availalie for developing equations that describe the performance
of multi-operator systems.

51.  On the other hand. such s¥s'eins can be simulated as task networks which represent
the sequence of activities in the system. !n r2iting up such a network, the user must specify for
each task: (1) the predecessor tasks that must be completed before the task in question can
begin, (2) the statistical characteristics of the task, and (3) the branching to other tasks to be
performed upon task completion. The statistical characteristics of a task may include task
duration distributions, task crincality, operator speed, operator accuracy, etc. Different
operators may be responsible for different tasks, and probabilistic branching among tasks may
be used to represent interactions among operators.

32. These modelling tools provide a flexitie structure for simulating the performance of
large-scale systems. With this flexibility comes the requirement to provide a large body of data
about the system's structure and task characteristics. In many cases, such data can be obtained
by interviewing subject matter experts. As the chapter author notes, validation of such large-
scale models is almost impossible, and any specific model is not likely to generalise to other
systems. However, the same constraints become even more severe when one attempts to
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evaluate such systems experimentally. Such research is extremely difficult.

53. While these models can be criticised on the grounds of validity and generality, they
may provide the user's only option for systematically evaluating alternative system designs.
Although the use of these tools is constrained by our limited ability to specify the statistical
characteristics ¢f tasks, to define the interactions among tasks, and to decompose a complex
system into tasks, what better option is available to the vser? In the opinion of RSG.9, the
simulation models which can be developed with these tools have far greater utility for
addressing the design of complex, multi-person systems than any of the formal, mathematical
models reviewed in the previous chapters.

54. Because of the utility of these techniquss, the current emphasis on hosting them on
inexpensive workstations and personal computers is very encouraging. There also appears to
be a parallel emphasis on making these techniques easy to learn and use.

1.5 A BRIEF LOOK AT THE FUTURE

55. The trends noted for the modelling tools are most important. As long as human
performance models are difficult or expensive to agcess, and considered the domain of highly-
trained experts, they will not be used. Consider some of the activities now routinely
accomplished on personal computers. Spreadsheets, complex database programmes, and
desktop publishing are now performed by people with little training or special expertise. Only
a few years ago, these activities were limited to specialists. Powerful, user-friendly software
has made these tools highly successful and usable. Small dollar problems can be address:’!
with these tools in a cost-effective manner. Clearly, model developers must follow the lead of
successful software developers if they want their models to be broadly used as design aids.

56. Fortunately, this is happening. Early in our life cycle, RSG.9 considered
sponsoring the development of some models on micro-computers. However, a brief survey of
the ficld showed that it was already taking place. A significant number of developers have
produced, and are continuing to develop, commercially available models with serious attention
to cost reduction and ease of use. These Gevelopments are specifically reviewed in each of the
report chapters.

57. Given that these trends will make models more accessible and usable, which
techniques are likely to enter the designer’s "tool-kit" in the future? First, it seems certain shat
the anthropometric models will continue to be improved and integrated into CAD/CAM
systems. Second, the use of the network sirulation languages will continue to expand. Their.
cost is becoming very reasonable, and they are part of the curriculum in many universities.
The current emphasis on worklond reduction in military systems would suggest that rodels for
workload analysis will also become readily available. However, none of the current time-line
analysis tools seem destined 1o play this role. Perhaps the simulation Ianguages will be utilised
to develop individual models for specific purposes. The training models will continue to play
an important role in the development and analysis of training systems.

58. But what of the many highly mathematical models of individuval tasks, or of
performance in multi-task environments? 11 does not appear that these models will have a
significant near-term impact on design. Such inodels will continue to be developed and
evaluated in universitics and laboratories engaged in theoretical pursuits. There is ongoing
work to host some of these models on microcomputers with improved user interfaces. While

-1




ACR43(Panel ITR/L -12-

this will greatly improve their accessibility, it appears that the primary users of these models

will be experts. It is likely that these models, or their basic concepts, will be incorporated in

larger models developed using the simulation languages. Here, these models can fill a

;igr?iﬁcam gap in system simulations, which desperately need descriptions of task and subtask
ormance.

59. Does this pmgnosis paint a bright picture for the application of human performance
modelling to design? RSG.9 believes that it does. It signals a shift in thinking about models
as relatively discreie, off-the-shelf packages to thinking about modelling software that allows
the user to access, modify, and use the above components to construct simulations at a level of
complexity appropriate for their design problem. Obviously, we have some distance to go in
achicving this objective. But hopefully, improved user interfaces, simulation languages for
description of the overall system structure, and task component models to fill in the details, will

together provide the necessary tools.
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CHAPTER 2
JASK ALLOCATION AND WORKLOAD PREDICTION

2.1 INTRODUCTION

60. Human Factors/Ergonomics approaches to the design of systems emphasise the
importance of systemaiically allocating functions to man or machine. That process, formalised
as ‘Function Aliocation Analysis’, ultimately determines the tasks that will be performed by the
lfmman oplemors and maintainers of the system (see Geer, 1976; Meister, 1985; Parks, 1987
or example).

61. There are few forma! techniques for conducting such analyses. Geer (1976)
identifies three ways of performing a Function Allocation Analysis:

(1) trial and error substitution of each function allocation option into
a system or subsystem model;

(2) an evaluation matrix technique based on qualitative (ordinal)
performance data such as the Fius’ List;

(3) a candidate design evaluation matrix, in which sub-systein
functions are listed and candidate function allocations
compared on the basis of performance criteria such as response
time, error rate, operability, cost, etc.

62. Models of human performance could contribute to comparisons of performance
criteria, if they could be related directly to system performance. This is not always possible,
however, and system effectiveness is often addressed through the intervening variable of
‘operator workload®. This approach is based on the premise that the human operators have a
finite performance capacity, which, if exceeded, will lead to performance degradation. The
approach uses an iterative cycle of:

Function Allocation - Task Analysis - Workload Analysis - Function Re-allocation

to ensure that the human components of a system are not overloaded, and are performing tasks
which make best use of their abilities.

63. Workload models are being used increasingly, because they permit the exploration
of systems concepts early in the system development process, before man-in-the-loop
simulation facilities are available. Some users report quite high correlations between workload
model predictions and operator performance, or operator subjective workload estimates. Parks
& Boucek (1989) report greater than 90% accuracy in the performance prediction of a time-line
model and actual aircraf: flight data. Holley (1989) also reports time-line predictions which
were within 10% of times in a flight simulator or actual flight. Correlations between the
workloads predicted by such models and subjective workload estimates tend to be lower.
Parks & Boucck (1989) report a correlation of +.63 between subjective workload estimates and
the model prediction. Bateman & Thomson (1989) reported an average correlation of +.74
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between subjective workload estimates in & simulator and the predictions of a time and intensity
model. Potential users should note that there are circumstances in which operator subjective
workload and task performance can disassociate (Hart & Wickens, 1990).

2.2 OVERVIEW AND RECOMMENDED REFERENCES

64. Some of the models reviewed in other sections of this report could contribute to
Function Allocation Analysis, but few appear to have been uszd for such . Only onc
model has been identified which is intended specifically for such use. The Function Allocation
Model (FAM, Section 2.3.1) is based on the cendidate design evaluation matrix technique
outlined above (Geer, 1976). FAM approaches function allocation by evaluating a proposed
configuration using the metric of operator workload.

65. Workload Analysis is directed to validating the function allocation in terms of the
resultant load on the operator. Workload is a multi-faceted concept (see, for example, Gopher
& Donchin, 1986; Hancock & Meshkati, 1988; Hart & Wickens,1990), and a variety of
approaches have been taken to workload modelling (Linton, Plamonden, Dick, Bittner, &
Christ, 1989). At the least, workload is a function of the physical, temporal, and mental
demands placed on the operator (Hart and Staveland, 1988). The approaches to operator
workload reviewed in this chapter emphasise the tem and mental demands of the
g‘cmor'; tasks, rather than the physical. Some models of physical workload are reviewed in

apter 6.

66. In general, the most widely used model for workload analysis appears to have been
the ‘gnnb;lsiinc ?emponl demand) based approach. The simplest approach calculates workload
on the basis of:

time required for tasks / time available x 100

for sequential ‘mission time segments’ (time intervals of a few seconds or a minute). This
model is related to models for studying the manning of multi-operator systems (Moore, 1971)
and Monte-Carlo simulations of manned systems (Lozano, Albanese & Sherwood, 1978;
Plato, 1974; Underwood &. Buell 1975, for example).

67. At its most basic level, it is debatable whether time-line analysis incorporates a
model of human performance, in the sense of a formal description or abstract representation.
The only ‘model’ is that implicit in the concept of operator capacity being related to time
*stress’. This concept was extended by relating the probability of successful performance to
the time-line workload (Jones & Wingert, 1969). Belcher (1973) reported a different
approach, in whick ratings of workload for individual tasks, produced independently, were
used to determine whether the operator was overloaded and subsequent tasks should be
delayed. The Siegel-Wolf models discussed in other sections of this report use 2 more
elaborate version of that concept, relating the probability of correct performance of a task to the
time stress created by a sequence of tasks. A further elaboration of the time-line model of
workload was the development of the ‘functional interlace’ concept, which allowed for the
partial overlapping of some tasks (Wingert, 1973).

68. The increasing trend towards employing human operators of new systems in
monitoring, supervisory, and executive tasks emphasises the mental demand aspects of
workload. A variety of modelling approaches have been developed which address raental
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demand. Some of the concepts are similar to time-line analysis techniques. For example, the

approach to decision making workload developed by Tulga and Sheridan (1980} uses a

‘loading factor’ of 'time required 10 do an average task/ time affordabic to do an average task'.

Other developments relate workload to the amount of simultancous activity, or attentional

demand, e.g. eye only, eyes and hand, hand only, etc. Such partitioning of workload has also

Iz:c;% used in some time-line models (see Time Line Analysis and Prediction 2.3.2; WAM
3.3).

69. In the ‘attentional demand’ approach, workload is determined from the sum of each
class of activity on the mission time-line, (Aldrich, Szabo, & Bierbaum, 1989; Meister, 1985).
This approach has been elaborated to avoid the simple addition of attentional demands, through
the use of rules for their combination (see Attentional Demand Model 2.3.6; W/INDEX 2.3.7).
The latter model includes task conflict ‘cost’ functions which are, in a sense, the reciprocal of
thck‘functional interlace’ allowances developed by Wingert (1973) to deal with time sharing of
tasks.

70. The models reviewed in this chapter differ in their approach to the concept of
workload, to the variables which they include in their calculation of workload, and in the task
details which they incorporate. Some models can be used early in concept development, when
operator tasks are known, but not defined. Other workload models require details of the
human-machine interface. Potential users should review any proposed application with care, to
ensure that they will have the information necessary to run the model at the time they need itin
the system development process.

71.  Ome class of workloud models not covered in this review is that related to ‘dynamic
re-allocation of function’. Continuously adapting the allocation of functions to maintain an
‘optimal’ operator workioad has been studied intermittently since the late 1960s. The
increasing capabilities of hardware and software, and the resultant shift in operator’s functions
10 monitoring and supzrvising, encourage such an approach. There have been several attempts
at studying ‘dynamic re-allocation of function’, using models of system performance. No one
model has emerged as the most promising approach for such a technique, however. For
example, Rouse (1980) reports modelling approaches to adaptive function allocation based on
queuing theory. . The models assume a system with two servers, one automatic, one human,
and a class of task ‘customers’. The models appear to be highly situation specific, and they are
probably better suited 10 subsequent stages of analysis/design.

2.2.1 References
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2.3 MODEL SUMMARIES
2.3.1 Eunction Allocation Mode! (FAM)
Summary Description
72. FAM is a collection of computerised algorithms which will process and test
different options for allocating functions to operaiors or equipment against a given set of

mission requirements. FAM works from lists of performance functions, performance data and
allocation options to evaluate promising allocation options.

73. FAM contains two major data processing routines:

(1) Mission Evaluator, which computes the probability of overall
mission success for various function allocation candidates, and for

specific mission objectives if required;
(2) Procedure Generator, which derives data on operational procedures

and procedure statistics; those data can be used to document and
refine operational sequence diagrams.
History and Source
74. The model is part of the Computer Aided Function Allocation and Evaluation
System (CAFES) package developed for the US Navy by Bocing Aerospace Company (see
References). The impetus for development of CAFES was a requirement to standardise on the
analytic processes used in human engineering analyses (as dictated by US MIL-H-46855, for
example), and 1o provide a conceptual framework for such analyses which would lead
systematically from one analytical step 1o the next, and would be amenable to the use of
computer aids. CAFES is thus a complete aralytical package, of which FAM is a module. All
CAFES modules were intended to be used either individually or in combination with other

modules. The CAFES software was developed at Boeing, and transferred to computing
facilities at US Naval Air Development Center (Naval Air Development Center).

Product and Purpose

75. The overall objective of FAM is 1 identify and rank order function allocation
schemes for systems by performance effectiveness.

76. The Mission Evaluztor module produces:
(1) estimates of the reliability of achicving mission objectives,
(2) estimates of overall mission reliability,
(3) estimates of perceived task load,
(8) integrated task reliabilitics.
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77. The Procedures Generator module produces estimaies of:

(1) percent of tasks interrupted and completed,
(2) percent of tasks interrupted and not completed,
(3) percent of tasks not started,
(4) percent of tasks started but not completed,
(5) percent of tasks started late,
{6) percent of time operator busy,
(7) tasks interrupted and completed,
(8) tasks not started,
(9) task simultaneity status,

(10) tasks started late.

78. In addition FAM is designed 1o produce a rank order of candidate function
allocation combinations and data for the production of operational sequence diagrams.

79. FAM is intended for the study of:
(1) optimurr task allocation,
(2) most effective level of automation,
(3) best crew size.
When Used
80. It is claimed that FAM. as pant of CAFES, can be used iteratively throughout

concept development. The amount of detail required as input to the model suggests that it
could not be used from the outset of 2 completely new development.

Procedures for Use

81. The user must have access to CAFES. and must prepare the following data for the
programme:

(1) detailed operational requirements,
(2) mission scenarios,

(3) function flow block diagrams,
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(4) mission time-lines,

(5) task analyses,

(6) task perfonrance dara,
(7) task allocasion concepts.

82. Note that the task performance data weld reflect assumptions about user training
level and skill.

Advantages

83. Manual methods of function allocation are so laborious that they discourage the
development and evaluation of more than one design concept. FAM (in fact the whole CAFES
package) is intended 10 encourage the evaluation of difierent concepts by reducing the manual
work required.

84. In addition, as with other decision aids, it is claimed that FAM permits the factors
having most effect on system performance 10 be identified, and the assumptions which lead to
the model outcome to be critically examined.

Limitations

8S. FAM requires input of a great deal of data. Seven different data classes are
specified, each containing several types of detailed data. Examples are:

86. Miszion Scenarsio Data:

(1) tasks,

(2) number of task occurrences,

(3) starnt time and duration for cach occurrence.
87. Task Performance Data:

(1) operator reliability as a function of task execution time,

(2) nominal task execution time,

(3) equipment reliability,

(4) task !oad ratings,

(5) task priority,

(6) task interruptability classification.
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88. It was intended that much of these data would be made available by preceding
analyses carried out by other CAFES modules. It was also intended that the data input load
would reduce as successive projects were undertaken, because of redundancy and commonality
between successive systems. One of the zssumptions of the overall CAFES development was
that a full set of representative function flow analyses for a variety of systems (aircraft, ships,
command and control) would be built up. Therefore, it would be more difficult to use FAM
either independently of CAFES. or for a series of different projects. Some users report that
CAFES cannot be transported away from the computer on which it was developed, thereby
restricting its availability.

Application Examples

89. No information on applications of FAM has been obtained at the time of preparation
of this rcvicw. Some users have suggested that not all modules of CAFES have been run
satisfactorily.

Technical Detail
90. No information on the technical details of FAM has been obtained.
ferences

Curnow, C.W. & Ostrand, R.A. (1978). Function allocation model, FAM programmer
manual. (Report D180-20247-6). Seautle, VA: Boeing Aerospace Company.

Geer, C.W. (1981). Human cngincering procedures guide. (AFAMRL-TR-81-35).
Dayton, Ohio: U.S. Air Force Aerospace Medical Research Laboratory.

Hutchins, C.W., 11974). A computer aided function ailocation and evaluation system

(CAFES). Proceedir . of the 1%th Meeting of the Human Factors Society. Santa Monica,
CA: Human Factors Society.

Parks, D.L., & Spnnger. W.E.. (1975). Human factors analytic process definition and
grterion development for CAFES (Report D180-18759-1). Seattle, WA: Boeing Aerospace
Company.

Euture Needs

91. According to Parks and Springer (1975) the model can be further developed in terms
of the performance data which 1t handles  “The task information currently used is derived from
‘expert’ knowledge, including hnowledge of data sources, rather than from a storage bank of
information. The ability to further automate task allocation and workload analysis requires the
inclusion of stored information about human movement, operation, manipulation, cognition,
. processing and reactive umes as well as efficiency, and effectiveness or reliability of the above
definitions.”

92. Information from onc source responsible for the FAM development suggests that it
requires improvements in 1ts ease of use. Given its development history, it appezrs likely that
the overall CAFES development may have been superseded by the development of other,
commercially available, software.
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2.3.2 Time-line Analysis and Prediction (TLAP)
5 Descripi

93. The time-line approach to workload description was reviewed in the introduction to
this chapter. The model addresses the temporal demands of workload, through the concept of
time stress. Thus workload is expressed as the ratio:

Tr/Tax 100

where Tr is the time required to perform a sequence of asks, and Ta is the time available.
Usually the model includes a concept of time-stress in the form of a capacity limit of 70 to 80%
occupied (Jones & Wingert, 1969; US Department of Defense, 1987). Thus if the calculated
workload is 85%, it is regarded as marginal and it can be expected that, in practice, the operator
would shed some of the less important tasks to retain a level closer to 80% (sce Parks, 1978;
Parks & Boucek, 1989).

94. Parks and Boucek (1989) describe an elaboration of the mcdel which deals with
mental demands on the operator. This approach uses a complexity score for estimating
cognitive workload, based on information theory. The ‘information content’ for each display
and control is defined as the number of *bits’ (binary digits) into which they are encoded,
depending on the number of alternatives they present.

History and Source

95. Time-line analyses are related to approaches to workload balancing used in Methods
Study and Industrial Engineering. The model has been in widespread use for a number of
years, in both North America and Europe. Use of the model has been described by Jones and
Wingert of Honeywell Inc. (1969), Jahns (1972), Brown, Stone and Pearce (1975) of Douglas

Aircraft Inc., Chiles (1978), Parks (1978} of Bozing, who traced that company's use of the
model back t0 1959, and US Department of Defense (1987).

Product and Purpose

96. The model produces an estimate of operator workload against the mission segment
time line. As Parks and Boucek (1989) describe, additional information can be added to this
basic output, including a 'red line’ for unacceptably high levels, and lists of tasks and sub-
systems associated with excessive workload.

When Used

97. The model is intended for use early in system concept development, once a detailed
task analysis has been completed. It forms pant of the cycle of

function allocation - task analysis - workload prediction - function re-allocation

mentioned in the introduction 10 this chapter. The extension of the model to include cognitive
tasks (Parks & Boucek, 1989) requires a detailed description of displays and controls. This
would preclude its use in the earliest stages of concept development, unless an evolutionary
approach to design was being foliowed from one system to the next.
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Procedure for Use

98. The user must develop detailed task analyses, indicating the start and stop times, or
the start time and duration of each task, as well as their sequences. Elaborations of the model
require additional data. The length of the time ‘window’ for the Tr/Ta calculation mur ¢ be
specified. The workload is calculated on a window by window basis, as indicated in the
summary description.

Advantages

99. Jahns (1972) has described time-line approaches to workload estimation as useful
techniques for making broad predictions about an operator's ability to perform a given set of
tasks. Timie-line analysis has the advantage that it can be related directly to the system missions
and mission analyses. It is therefore highly suited to applications where time stress is likely to
arise duc to external pacing events.

100. As described here the model is adaptable, and can be used early in concept
definition, and refined and expand:d as the design becomes more detailed.

Limiations

101. The model requires a comprehensive bank of time data for all the operator tasks.
Both Wingert (1973) and Chiles (1978) have reported that the time-line approach can over-
estimate the time required for a sequence of tasks. Those reports are at variance with those of
Parks (1978) and Parks and Boucek (1989). The medel appears to require 2 high level of skill
in its application, particularly 1n the treatment of ‘continuous’ tasks. For the novice user, the
problem of representing tasks which are performed concurrently with continuous tasks is not
casy to deal with. Parks and Boucck suggest that concurrent tasks are best dealt with by
splitting the model into distinct channels (intemal vision, external vision, left hand, right hand,

left foot, right foot, hearing. speech, and cognition). Such partitioning is described in WAM,
2.3.3, and subsequent models.

102. As Jzhns (1972) noted, time-line models are highly deterministic. That is, they
assume that the operator(s) will perform tasks in one set sequence, and they seldom include
any variance in operator performance or mission sequences or events.

Application Examples

103. Such modeis have been widely used. particularly in the acrospace industry (see
Geer, 1976 Jones & Wingert, 196Y; Parks, 1978; Parks & Boucek, 1939). Parks and Boucek
report validation studies 1« which predictions made from the model were compared with data
taken froi 1 the Boeing 757 and 767 acroplane projects. They report greater than 90%
agreement. They also report the results of a joint Boeing/McDonnell Douglas Aircraft
Company study. in winch time-hinc workload predictions were compared with 12 other
workload indices.
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Technical Details

104. The model is included in some available software packagss, but can be programmed
casily on most computers. Some large computer analyses have been run using this model
(see Brown, Stone, & Pearce, 1975, for example;.

105. The time period (window) for which the Tr/Ta ratio is calculated is obviously
important. In the one extreme, an insiantaneous ratio will calculate either 0 or 100%
workload: in the other extreme, the ratio for a complete mission segment will average out the
unacceptably high workload peaks which the analysis is intended to identify. General practice
appears to be 1o calculate Tr/Ta using a moving window of seven to ten seconds. Additional
technical developments are described by Parks and Boucek (1989).
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Euture Needs

106. Parks and Boucek (1989) argue for continued evolution and refinement of the
model. They suggest several possible developments which could be implemented. In
addition, the deterministic approach to such models needs to be replaced by models which
reflect the variance in operator task times and task sequences that are observed in actual
operations. The development of the SAINT modelling language (see Chapter 8) provides the
misipility of cpresenting probabilistic mission segments and events, and varying operator

times.
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2.3.3 Workload Assessment Model (WAM)
S Descripii

107. This model is part of the Computer Aided Function Allocation and Evaluation
System (CAFES) programme (see FAM, 2.3.1). It is a specific application of a time-line
(TLAP type) workload model, based on the ratio of the time required to time available to
perform sequential mission tasks. The model treats the human operator as a set of channels
(eyes, hands, feet etc.). WAM requires inputs of data for task sequences, nominal task times,
task time per channel, and details of operator and equipment allocations. The model calculates
time per channel per task event, percent of time each channel is busy during each time segment,
means and standard deviations of workload for mission segments; it identifies those periods
yv?cn the workload exceeds a ‘critical workload tirreshold’, and tabulates and plots the above
information.

History and Source

108. As a module of CAFES, WAM was developed for US Naval Air Development
Center by Boeing Acrospace Company. One of the earliest references to WAM was in the
context of ship system development (Whitmore, 1975). As outlined in the review of the
Function Allocation Module (FAM) model (2.3.1), the impetus for CAFES was the need to
standardise on the analytic processes used in human engincering analyses which would be

amenable to computer aiding. The software was developed at Bozsing and transferred to Naval
Air Development Center.

Product and Purpose

109. WAM produces tabulations and plots of operator workload for mission tasks and
mission segments, broken down into:

(1) external vision,
(2) imemal vision,
(3) right hand,

(4) left hand,

(5) right foot,

(6) left foot,

(7) cognitive,

(8) auditory,

(9) verbal.

110. The results can be compiled for activities associated with a given operator, given
sub-system or given mission segment.
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When Used

111. WAM is intended to be used for evaluating operator workload to validate previous
Function Allocation Analyses. As such it can be used iteratively throughout system
development.

Procedures for Use

112. WAM requires data on mission phases and task sequences, including times for each
phase, based either on analysis, experience or experimentation. The mission phases are then
divided into a time-line analysis of small time intervals (six second intervals are recommended),
with all tasks identified and named. Estimates of ‘channel utilisation time’ must then be
prepared showing the time in seconds that each channel is used during each time-line segment.
The data are then input to the programme and the output formats selected.

Advantages

113. The developers claim that WAM produces a more objective review of operator
workload than previous all-manual methods. The various formats can be used to highlight
workload associated with specific items of equipment, specific tasks or operators, or to
highlight those activities when workload exceeds a given critical level.

Limitat

114. WAM is entircly dependent on the input data, particularly on the user's estimates of
operator channel workload. Those data are time-cor'suming to prepare, and, obviously, the
programme is most effective when used in conjunctioa with the other CAFES modules which
include some of the required data. The problem of representing 2 mixture of continuous and
intermittent tasks mentioned 1n the review of Time Line Analysis and Prediction (2.3.2)
appears to have been dealt with by ignoning the continuous tasks (see Linton, Jahns, &
Chatelier, 1977). This simplifies the construciion of the model, but brings into question the
extent to which time-shaning contributes to wperator workload.

application Exaol

115. Linton, Jahns, and Chatelier (1977) describe an application of WAM to the
prediction of pilot workload 1n two nussions - deck-launched intercept and close air support.
The paper states that the WAM madel (referred to as SWAM) had been validated previously by
fl}ocing for both military and civil apphicatiens. No other references to applications were
ound.

“Technical Detail
116. No technical detwls of the WAM made! have been obtained at the time of writing.

References

Cumow, R.P., Edwards. R.E.. & Ostrand, R.A., (1977). W ]
WAM prograrnmer manual, (Report D18(-20247-2), Seattle, WA: Boeing Aerospace Co.
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WAM user manual. (Report D180-20247-3), Seattle, WA: Boeing Acrospace Co.

Linton, PM., Jahns, Dieter W., & Chatelier, Cdr. P.R., (1977). Operator workload
assessment model: an evaluation of a VF/VA-V/STOL system.
(AGARD-CP-216, paper A12), Neuilly-sur-Seine, France: Advisory Group for Acrotpacc
Research and Development.

Parks, D.L., & Springer, W.E. (1975). Human factors enginecring analytic process
definition and criteria development for CAFES. (Report D180-18750-1). Seattle, WA: Boeing
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Whitmore, D.C., (1975). CAEFES applications in ship system development, Seatde,
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Euture Needs

117. The programme would obviously benefit from the inclusion of a task time data
base, which is implied in the developments recommended for CAFES by Parks and Springer
(1975). It appears likely that this development will be superseded by other software packages
currently being developed, which will be more accessible and easier to use.
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2.3.4 Functional Interlace Model
S Descripg

118. This model uses a time sharing approach to the time required vs time available
metric of operator workload. The model is based on the postulation that sensory inputs and
motor outputs are interlaced through parallel processing. The extent of parallel processing is
dependent on the extent of ‘incompatibilities” in the operator’s sub-tasks. The model is in
many senses a precursor to more recent developments based on the concept of the human
operator having multiple resources which can be drawn upon without mutual interference.

History and Source

119. The model was developed by Wingert at Honeywell Inc. It appears to have been
developed to meet the limitations of other time-line workload analyses previously used at the
company (Jones & Wingert, 1969), which were similar to TLAP(2.3.2) and WAM (2.3.3).
Wingert (1973) reported that simple time-line models were found to over-estimate the time
required to complete a sequence of sub-tasks. Others have reported similar problems of over
over-estimation of workload in time-shared tasks - see Chiles, 1978 for example. The

Functicnal Interlace model was reported at the US Interagency Conference on Cre'w Station
Design in 1973 (Wingen).

Product and Purpose

120. The model produces estimates of operator workload based on the mission time-line.
These estimates are intended to validate previous allocation of functions analyses.

When Used

121. The functional interlace model was developed for the analytic evaluation of operator
workload as determined by the allocation of functions. It is intended to be used iteratively
through concept formulation, evaluation, and selection and design of equipment tc satisfy
specific operational requirements.

Procedures for Use

122. The user must preparc 2 Jetailed mission segment task analysis. An estimate of the
performance time of each specific sub-task, or system function, is then assigned to each task,
as for TLAP (2.3.2) or WAM (2.3.3). Each task must then be categorised according to its
input-output characteristics e.g. ‘visual input - motor output’, or ‘auditory input - no output’.
These descriptions permit the user to enter a matrix of interlace coefficients, for each pair of
sequential tasks. The times for the two tasks are then sequentially modified by an ‘interlace
coefficient' which is dependent on the combination of the two operator activities under
consideration. Thus:

Workload = (wl + w2) - I x w2

where wi and w2 are the task times predicted for functions 1 and 2, and I is the interlace
coefficient “typical for the two functions under consideration” (Wingers, 1973). Instead of
using the interlace coefficients based on the task input-output charactenistics, the user can
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generate matrices of interlace coefficients for the different operator functions (i.c. combinations
of tasks). These function interlace coefficients can be used at a higher (less detailed) level of
system analysis.

Advantages

123. The advantages claimed for the model are that it permits the analysis of continuous,
rather than discrete, tasks, and that it produces results which are less conservative than the
more typical workload models which treat all sub-tasks as linearly additive.

124. As for other time-line analysis models, the functional interlace model requires a
very detailed analysis of tasks. Because the interlace estimates are related to input and output
processes, the level of detail is fixed, requiring specific operator actions to be identified. If the
function interlace approach is to be followed, then each function must have been analysed first
at a task or sub-task level. It is not clear from the descriptions available how sequences of
muluple task interlaces are handled. i.c. how the interaction of w2 and w3 is dealt with after the
interacuion of wl and w2 has been calculated. Pew et al. (1977) suggest that the model
npgcars kto require a complete factorial analysis which compares each sub-task with every other
sub-task.

Application mples

125. Wingen (1973) reported comparnison of the results with times taken from a
simulator study, but stated that the simulation conditions had not been tried out in a full aircraft
environment. Pew et al. (1977) reponted that the model was still in validation. No other
information has been obtained.

Technical Detail

126. Wingert (1973) provides a table of interlace coefficients for different input-output
conditions. The same reference provides an example of how the interlace coefficients can be
combined to describe the extent of interlacing permussible between different operator functions,
based on the detailed input-output coefticients  No other technical details are available.

References

Chiles, W.D. (1978). Obuective methods. Assessing Pilot Workload. (AGARD-AG-233.
Chapter 4). Neuilly-sur-Seine, France. Advisory Group for Aecrospace Research and
Development.

Jones, A.L., & Wingert, J.W. (1969;. On estimating the capability of an avionic man-
machine system. [ntemationa! Symposium on Man-Machine Systems. (Vol 2. IEEE
Conference Record No 69CSE-MMS)

Wingert, J.W., (1973). Function interlace modifications to analytic workload prediction.

In K.D. Cross Jsr, & J.J. McGrath (Eds.). Crew Systemn Design:
Conference. Santa Barbara, CA: Anacapa Sciences.
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Pew, R.W., Baron, S., Feehrcr. CE., & Mxllet. D.C. (1977). Cxitical review and
: 3 aluation. (Report No.
3446) Cambndge. MA Bolt. Bcnnck and Newman Inc
Eutire Needs
127. Given the potential which Functional Interlacing has to account for time-sharing
behaviour, and its close similarity to some concepts of ‘attentional demand’ (2.3.5) the model

appears to warrant further validation and development to incorporate a greater range of
input/output processes.
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2.3.5 McCracken-Aldrich Model
5 Descripi

128. McCracken, Aldrich and their colleagues developed an approach to workload
modelling to reflect the mental demands of an operator’s tasks. A major goal of the model was
to account for concurrent demands on operator attention throughout a system mission. The
model is based on a concept of the human operator as an information processor, handling
multiple inputs, or ‘attentional demands’.

129. Their appioach uses a time-line based task analysis in half-second increments,
derived from a functional decomposition of system mission segments. Each task is then
assigned a rating for operator workload based on the sensory, cognitive, and psychomotor
characteristics of the task. The ratings represent difficulty, or effort. The sensory component
is further divided into visual, auditory, or kinesthetic inputs. Concurrent ratings are then
summed, during each half-second interval of the task time-line.

130. The calculated workload levels are screened using simple rules tc identify
‘component overload’, *overload condition’, ‘overload density’, and ‘system overload’.

History and Source

131. The model originated in the need 1o conduct workload analyses of different
concepts of an advanced. lightweight, multipurpose helicopter, within the space of only six
weeks (Aldrich, Craddock. & MeCracken, 1984). The onginal model included seven-point
workload scales for visual, cogmitive, and psychomotor tasks, and a four-point scale for audio
tasks. These workload scales were developed from the ratings of subject matter experts and
consist of numerical values and verbal descriptors for each numerical value. Subsequently
Szabo and Bierbaum (1986) added a seven-point scale for the kinesthetic and audio sensory

coinponents. They also refined the approach to discrete iasks, distinguishing between ‘discrete
fixed' and *discrete random” tasks see Aldnch, Szabo, & Bierbaum, 1989).

132. The modei was onginally applicd through man:al analyses of the task data.
Subsequently computer programmes were developed to facilitate a more rapid means of
analysis, and to permit sterative maoditications of the task sequences and attentional demand
ratings. In 1988 a model development project was initiated, aimed at validating the attentional
demand rating scales, and the overall madel, by comparison with expert ratings and the use of
a manned simulation faciliy (Aldnch, Szabo & Bierbaum, 1989).

Product and Purposc

133. The model produces estimates of operator workload in half-second increments of
the system missions. Through the application of rules it identifies those combinations of tasks
which result in operator ‘overlosd”  This permits identification of the causative factors, for
cither comparison between different design concepts, or modification and improvement of a
specific design.
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When Used

134. The model was developed specifically for use in the development and evaluation of
system concepts, before specific details of the man-machine interface are available. The
emphasis of the mode} is more on the mission characteristics than the hardware. In its aim, and
in subsequent use, the model has proven highly suitable for the cycle of ‘function allocation -
1ask analysis - workload analysis’ described in the introduction to this chapter. The mode! has
also proven suitable for studying the impact of proposed upgrades to existing aircraft.

Procedures for Use

135. Using the model involves two major phases of effort: the preparation of a
mission/task/workload analysis data base, and the compilation and running of the computer-
based workload prediction model. The mission analysis is decomposed into mission segments
and a list of functions which are performed cither sequentially or in parallel. Each function,
which is of the typical ‘verb - noun’ form (e.g. ‘control altitude’, ‘transmit report’) is
decomposed into the associated aircraft subsystem and operator tasks (e.g. 'detect vertical
movement’, ‘decide if power adjustment needed’, ‘pperate controls’). Each task is assigned a
time and a workload rating for the visual, auditory, cognitive, and psychomotor (VACP)
components, based on comparison with other tasks, using the scales described above.

136. The computer model uses the task analysis data base, and rules for combining tasks
into functions and functions into mission segments, to assemble the overall profile of operator
activities. The programme calculates the workload values at one-half second intervals, and
gnnls out when the values change. and when an overload (defined as a total workload rating of

) occurs.

Advantages

137. The model hus the advantage that it can be used early in system development, to
explore different system concepts. It includes concurrent tasks, which present difficulties in
some other approaches. The main advantage of the model is that it can be used iteratively,
cither to examine and refine system concepts, or to confirm the estimates of operator workload
as the system design becores more completely dewiled.

Limitas

138. The most important mstation of the model is that the assumption of additivity of
attentional demands 1s not proven  This is particularly impontant in light of the work of
Wickens and his colleagues (Demoek & Wickens, 1984) that argues for a partitioning of human
encoding (i.e. input) processes  As with others of this class, the model output is heavily
dependent on the accuracy of the esumates of operator workload and task times. Other
limitations are that it does not treat ume stress. and that the task sequence and task times do not
vary in response to operator workload  The developers admit that it is labour-intensive to
develop initially.

spplication Exampl

139. The model was used extensively on the U.S. Army LHX light, multipurpose
helicopter project. Since development 1t has also been used to study modifications to the U.S.
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Army AH-64A, UH-60A, and CH-47D helicopters (Aldrich, Szabo, -% Bierbaum, 1989).
Tochnical Detail
140. Technical details of the computer model are not available at the time of writing.
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Euture Needs

141. As indicated in the summary description, a programme of validation and
development was proposed in 1988 This included the development of a comprehensive
nussion/task workload data base, and the capability of varying model parameters, including
workload ratings, times. sequences, and extent of automation. The proposals also included the
development of an expert system to generate mission functions and segments from the data
base.
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2.3.6 Auentional Demand Model
s Descrioi

142. This model is an extension of the McCracken and Aldrich model (2.3.5), based on
the same multiple-resource concept. In lieu of the direct summation of task demands used by
McCracken and Aldrich, this model us:.. - sicome matrices' to determine the compatibility or
interference of multiple attentional demai. {visual, audio, cognitive, and psychomotor). The
matrices define ‘acceptable’, marginal', and 'unacceptable' paired combinations for each class
of attentional demand. A seiies of decision rules is then applied to determine if segments of
operator tasks have acceptable, marginal, or unacceptable workloads.

ry:

n 1

143. Very little has been published on this model. The original work was undertaken at
Sikorsky Aircraft Co. by a team which included sub-contractors. The model was validated
using man-in-the-loop simulation (R. Peppler, personal communication, September 1986).
Subsequently the same sub-contractor used the tecknique for work with Canadian Marconi
Co., who have reported the technique at two international meetings (Makadi 1988). Lintorn,
Plamonden, Dick, Bitiner, and Christ (1989) include the model in their state-of-the-art review
of operator workload models.

Product and Purpose

144. The model produces plots of *attentional demand’ for visual, audio, cognitive, and
psychomotor demands, against the mission time-line. The attentional demands are plotted on a
scale of ‘acceptable’, ‘marginal’ and ‘unacceptable’, together with a ‘cumulative attentional
demand’. Cumulative ittentional demand is the sum of the maximum (only) attentional demand
ratings across all four demand categories, for all concurrent tasks.

When Used

145. The model was developed for use in concept development, in the cycle of ‘function
allocation - task analysis - workload analysts’ described in the introduction to this chapter. The
mode! can be used once sufficient details of the operator's tasks are available to permit
estimates of task ames and attentional demands.

Progedures for Use

146. The first step in using the model is to produce a detailed task analysis, to which are
added task times and ratings of the visual, auditory, cognitive, and psychomotor demands of
cach task. The iatter are obtained from hsts of verbal anchors for each of the attentional
categories, using expert judgment.

147. Once the 1ask inventory 1s complets the outcome matrices are used to screen any
simultansous demands in each atteattonal category.  Six rules are then used to screen the
attentional dernand profiles, 1o combine them into an overall rating of ‘acceptable’, ‘marginal’,
ana ‘unacesptable’. This includes the application of the ‘four second rule’, which dictates that
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in any condition of simultaneous attentional demand in the cognitive, visual, or psychomotor
categories of less than four seconds, the operator wili employ time-sharing skills to reduce the
workload in the contlicting categories 0 an acceprable level.

Advantages

148. The advantages of the technique are thiat it deals with mental workioad through the
concept of attentionai demand, and that it is designed 10 accommodate time-shared tasks. In
addition, the use of the outcome matrices and rules of combination to combine attentional
demands avoids the asssmption that the satings are on a ratio scale of measurement. Linton,
Plumondon, Dick. Bittner, and Christ (1989) point out tha? the use of tie outcome matrices
avoids the intespretive problems which arise, for example, when one class of atzentional
demand sums to a total of 10 on o scale which ranges from one to seven only. They also note
that the model 1ends to predict shightly higher ratings of workload than those obtained from
actual task ratings, which is an advantage for design purposes.

Limitations

i49. The main limitaton ot the sechnique 1s that it has not been well documented, and
requires additiona! vahidation. For example. the use of only the maximum attentional demand
ratiags from each of the four categones for calculanng the cumnlative atientional demand can
produce intitvely guesttonabie results. This is because the anzlysis could show that the
cumulative attentional demand s aceeptable, whien the operator is engaged in an undesirably
Large number of simultancous tashs - A with other models in this category, it is based on an
cxtensive tusk inventory, and 1s iiieretors dependent on the accuracy of the task analysis and
attentional demand ratings (although not overly sensiuve to the latter).

Application Examples

150. The technigue was developed at Sihorsky Aireraft, and used (o study concepis for
the LUX light, mulupurpose hebicopier project. The mode] was validuied using man-in-the-
locp simulation. Linton, Plamonden, Dick, Biuner, and Christ (1989) seport that the validation
showed the model 1o be sensitive to task difterences, and 1o reflect pilots' subjective woskload
ratings. The model has also been used to study the worklead of the two tactical crew, and of
the two pilots, for the proposed Canadian New Shipboard Aircraft (a replacement for the ASW

Sea King), for the Canadian hight tacticai helicopter (CFLH), and for the CF Aurora maritime
patrol aircraft update.

Technical Detils

151. The model has been set up and rminon a VAX 117750, using the SAINT simuiation
language as 2 file system for the task inventory.

Eeferences
Hamilton, B.E. & Harper, £ P (1983). Analytic methods for LHX mission and task
analysis. Proceedings of Advarced Cock.put Specialist Meeting. Washington, D.C: American

Helicopter Society.
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Operator workload for military systein acquisition. In G.R. McMillan, D. Beevis, E. Salas,
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to system design. New York: Plenum Press.
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Euture Needs

152. Because of the size of the task inventory, the model would benefit from the
development of an improved data base. A relational data base is being used for the most recent
Canadian Forces applications. Current studies are also aimed at comparing the output of the
model with subjective workload estimates produced by operators flying actual aircraft
missions, or reviewing video-tape records of such missions.
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2.3.7 Workload Index (W/INDEX)
g Descriii

153. W/INDEX is a model which is intended to deal with both the temporal and mental
demands of & flying task. Through the combination of task time-line anaiyses and concepts of
attentional demand, the model computes the workload demand for each half-second of a
mission, by assessing individual task difficulties and the interactions of time-shared attentional
demands (North 1986a, 1986b, North & Riley, 1989).

History and Source
154. The model was developed by North at Honeywell Inc. following a series of
contracts which required the prediction of operaior workload in aircraft crew-stations. The

model was originally developed in 1983, and refined ini 1984 with the development of the
matrix of conflicts between simultancous attentional demands.

155. Since then additional developments have been underizken, {North & Riley, 1989),
aimed at improving the technique and integrating it with a systematic design process being
developed by Honeywell. In 1987/88 the mode)] was being offered as a disc that would run on
a IBM PC with 128K memory.

Product and Purpose

156. W/INDEX is intended to predict aircievs workload for a specified mission, identify
excessive workload peaks, and identify the faciors contributing to the excessive workload.
The main aim of the development was to facilitate studies of the impact of automation on
aircrew workload, and permit comparison of corpeting design concepts.

When Used
157. W/INDEX is interded for use early in the development of a crew-station concept,
once the sequerce of operator tasks has been established. It has been designad to permit use at

a gross level of detail, and to permit progressive refinement as the design is defined in detail,
and to facilitats iteration of the workload estimates throughout the development cycle.

Procedures for Lsc
158. The uzer musi generate, or have zvailable, three sets of data:

(1) a tesk time linc (the QOperator Activity Timelines, North
1986b),

(2) an interface/activity martrix (genersted from the Human
Activity Matrix, and the Crewststion Interface Chaanels list,
North 1986L):

(3) an interface/conflict matrix.
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159. The task time-line data are developed from a detailed mission analysis. They must
include the sequence and start and stop times of each task.

160. The interface/activity data are derived from the task time-lines, and from the
human/machine intcrface channcls. The latter are categories of input and output information.
Early in concept development, basic channels such as ‘visual’, ‘auditory’, ‘manual’ and
‘verbal’ can be used. Once the crew-station design has been developed, mere specific channels
can be used, such as ‘windows’, ‘helmet’, ‘keyboard’. The interface/activity matrix is
compieted with the dassignment to each cell of a rating of attentional demand for each
task/chunnel combination, on a 1 - 5 scale. These ratings must be developed by the model
user, no set of verbal anchors or descriptors is provided.

161. The interface/conflict matrix was developed from studies of human time-sharing
behaviour. It consists of values from O to 1, assigned on the basis of attentional demand
resource conflict, e.g. visual-visual, visual-auditory, visual-manual etc. The values represent
conflict between attentional demands: ‘high conflict’ - 0.7 - 0.9; ‘medium conflict’ - 0.4 - 0.6;
*low conflict’ - 0.2 - 0.4. When applying these values the model user must adjust them, within
the given range, for specific factors in the interface such as physical separation or proximity of
controls and displays.

162. Once the data are loaded in the model, it calculates operator workload on an
instantancous (haif-second) and five-second average basis, where

workload=sum of channel/interface demands + sum of channel/interface conflict penalties
Advaniages

163. W/INDEX has the advantage that it can be used early in system development,
before the crew-station has been defined and modified, and iterated as the crew-station concept
is developed. Its particular advantage, compared with other workload models, is its focus on
gcrr‘x]c-ghaﬁng behaviour. The confiict matrices address the costs associated with time-sharing

aviour.

I » i » :

164. As with the other models reviewed in this chapter, W/INDEX is heavily dependent
on a detailed task analysis, tncluding task umes and sequences. The original version suffered
from the other comnion problem of using a fixed sequence of tasks, and using ratings of
attenitional demnand which require additional validation. North (1986a) also notes that the
modlel is insensitive to transient effects such as fatigue or stress. This, again, is common to
most of the models reviewed in this chapter.

Application Examples

165. North and Riley (1989) repon that the model has been applied to a wide range of
systems and problems. It was used to evaluate early versions of the LHX light, multipurpose
helicopter. and concepts of one and twn-man crews for the Apache helicopter. The model has

also been used in studies for the US Advanced Tactical Fighter, and the National Aerospace
Plane.

-41-




AC243(Panc ITR/L -42-

Tochnical Detai

166. North and Riley (1989) report that the model runs in both MS-DOS and VAX-VMS
environments. The PC-based version requires 128K of memory.

References

North, R.A. (1986b). WINDEX. H.M. Fiedler (Ed.) Proceedings of the DoD Workshop
on Workload Assessment Techniques and Tools. Newport, RI: US Naval Underwater

Systems Center.

North, R.A. and Riley, V.A. (1989). W/INDEX: A predictive model of operator
workload. In G.R. McMillan, D. Beevis, E. Salas, M.H. Strub, R. Sutton, & L. van Breda

(Eds.). Applications of human performance models to system design. New York:Plenum
Press.

Euture Needs

167. North and Riley (1989) report five developmental efforts to improve W/INDEX.
These include: improvements to its predictive accuracy through more detailed consideration of
the conflicts that may arise between tasks; improvements to the model’s representation of
cognitive activities; improvements to the method for producing task/channel attentional demand
ratings; development of a capability to modify tasks sequences as a function of the calculated
workload level; and integration of the mode! with a systemaiic design process.
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CHAPTER 3
SINGLE TASK MODELS
3.1 INTRODUCTION

168. Representing human information processing in dynamic situations (Figure 3.1) is
the central issue of the Chapters 3 and 4. Wickens (1987) describes the generic information-
processing aspects of human operator tasks in this form: “In any task 1o which the human is
assigned, information must be processed. Events and objects in the world must be perceived
and interpreted, and then either responded to immediately or stored in memory for later action.
Figure 3.1 provides a representation of human information processing that explicitly labels
cach of these mental activities. Information received through the senses is first perceived.
This process of perceptual recognition involves some match between the sensory information
and a representation of the recognised object stored in permanent long-term memory. Once a
stimulus is identified, a decision must be made as to what action to take. In this case, a
response may be selected immediately, or the information may be maintained for some period
of time in working memory. If the latter course of action is chosen, the stored information
may either be given a more permanent status in long-term memory, forgotten altogether, or
used to generate a response. Once a response is selected, it must be executed, normally
through a process of coordinated muscular control, operating somewhat independently of the
selection that preceded it. Finally, as indicated in the figure, the consequences of a response
normally become available again to perception as feedback. This feedback may either be
intrinsic - such as the feeling of the iingers, the sound of a key press, or the sound of one's
voice: or extrinsic - such as a light that appears on a video display to acknowledge that a
command was received. Feedback of both forms is generally helpful to performance,
particularly for the novice, and when it is immediate.”

Fig. 3.1 Structure of human information processing (Wickens, 1987).
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169. Most of the activities described in Figure 3.1 can take place rapidly, but under
constraints reflecting the capacity of the various mental operar--  avolved. These capacities
are of two generic forms: (1) Each operation has limits in the 1 of its functioning and in
the amount of information that can be processed in a given un.. «. dme. (2) There are limits
on the total attention or resources available to the information processing system. These limits
are represented by the pool of attentional resources shown at the top of Figure 3.1. This
chapter discusses some of the fundamental memory, decisional, response, and attentional
limitations of human performance. The approach then focuses on limits of particular mental
operations, rather than on characteristics of the entire system. Although it is true that this
approach cannot be used exclusively to model performance in more complex settings it is
equally true that these more complex modelling efforts must account for the basic limitations
and characteristics of the subprocesses. These subprocesses are the concern of the human
performance models presented in Chapters 3 and 4 of this report: the relation of displayed and
perceived information to its storage in working memory, the limitations of working memory
itself, the limitations of cognitive processes related to decision-making and diagnosis, the
limitations of response processes as they are manifested in discrete responding tasks, and the
limitations and characteristics of attention as they influence the human's ability to carry out
two tasks concurrently.

170. In this chapter several single task models (or models of individual tasks) are
reviewed. Although many of the models discussed have originat=d from non-military
environments, their contribution and relevance to this report are obvious. Human operator or
human performance models are of increasing importance, since an adequate understanding of
human performance is essential for the overall success of man-machine systems. One of the
main reasons for building models in general and human performance models in particular
seems 1o be that they can serve as an aid to the designer’s, scientist’s, or user's thinking about
the problem being addressed. Human performance modelling arose four decades ago when
signal processing and control-theoretic concepts were applied to the task component that is
called manual control now. Since then, a continuous development and relevant advances have
been achieved in various areas of human performance modelling (Hess, 1987; Kelley, 1968,
Knight, 1987; McRuer, Krendel, 1974; Sheridan, Ferrell, 1974; Wickens, 1986).

Definition and Classification of Human Perfi Mode!

171. A model is just a representation of a real system. As such, models can be
classified as being either iconic models (e.g.. pictures or model cars), analogue models in
which a property of the model is substituted for a property of the real system (e.g., slide
rules), or mathematical models. The key feature of a mathematical model is the use of
symbols, equations, and other mathematical statements to represent reality. Because of the
abstract nature of mathematics, mathematical models can be applied to a much greater variety
of situations than either iconic or analogue models. This is especially true in decision-making
and information-processing situations. Referring to Pew and Baron (1983), a human
performance model is a formal, often quantitative, description of the behaviour of one or more
people in interaction with equipment. A model of human performance requires first a model or
representation of the system and environment with which the people are to function. The
ultimate reasons for building models 1n general, and human performance models in particular,
are to provide for:

(1) a systematic framework that reduces the memory load of the
investigator, and prompts him not to overlook the important
features of the problem:;
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(2) a basis for extrapolating from the information given to draw new
insights and new testable or observabie inferences about system
or component behaviour;

(3) a system design tool that permits the generation of design
solutions directly;

(4) an embodiment of concepts or derived parameters that are useful
as measures of performance in the simulated or real environment;

(5) a system component 1o be used in the operational setting to
generate behaviour, for comparison with the acwal operator
behaviour to anticipate a display of needed data, to introduce
alternative strategies or to monitor operator performance;

(6) consideration of otherwise neglected or obscure aspects of the

problem.

§ Physical and Mental Workload
-
]
-<l Human Error snd Reliablility
E Adaptation and Learning
ﬁ Plaaning and Design
w Diagnosis and Classification -
> Monltoring and Derision Making
5 Regulating and Steering
<] Sensory Functions
é Motor Functions
e
[

=, Rlomechaunical Leve!

S (kinetic aspects)

A

= : Anthropometricatl Level

L (kinemutic-geometrica) aspects)

Fig. 3.2 Model-oriented classification of human performance levels.

172. The human factors analyst will experiment with a mathematical model of the
system, since i may be impractical 1o experiment with the real system. This impracticality can
result from several factors including:

(1) The real system is only proposed, and therefore, not in existence.
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(2) The number and range of feasible values of the design variables
are so large that experimenting with the real system would be too
costly and too time consuming.

(3) Experimentation with the existing system is unsafe, especially
when humans are involved.

173. There exist many different types of mathematical models. These models can
usually be classified as being cither normative or descriptive, multi-obiective or single
objective, dynamic or static, and stochastic or deterministic in nature. A normative, or
prescriptive, solution is one which optimises the models's objective. One example of such a
normative model is the crew model PROCRU in chapter 4. Descriptive models, on the other
hand, give the outcome which will occur given particular values for the decision variables.
These outcomes can be such quantitics as cost, productivity, throughput time, etc. Examples
of descriptive models used in human factors research include simulation models and
regression equations. Figure 3.2 shows a model-oriented classification of human
performance levels.

Levels of Human Perf . TheR Tric!

174. According to Rasmussen (1986), three levels of human performance are identified
with very distinct features. The skifi-based level represents the highly automated sensori-
motor performance which rolls along without much conscious control. The human performs
as a multivariable continuous controller for which the functional properties of the system
under control are represented as dynamic, spatial patterns. The rule-based performance at the
next higher level represents perfonnance based on recognition of situations together with rules

COALS
KNOWLEDGE BASRD
BENAVIOUR l
SYMBOLS DO SECINON
SCATION t(‘l'“ »] PLANNING
-------- P o o GEe Gy D GED GNP G GED T GED D GED GED GNP D GiNT GIND G GEED TS — e
RULEBASED
SEHAVIOLR {___]
SIG\S RECOC ASSOCIATION STORED RULES
\ITION STATETASK s
------- - - aur Sund P D GEid GEE JEED CUND GEED SR GRED GRED GUED GRS GEED GEED GaAD GRER G S s e
SKILL 3ASYD
BEHAVIOUR r HCNS) }
AUTOMATED
JEATLAL SENSORI-MOTOR
| FORMATION PATTZANS
D J
| | 1
i N, ACTIONS

Fig. 3.3 Simplified illustration of three levels of human performance. (Rasmussen, 1986)
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for actions from know-how or instructions. The functional properties of the system are at this
level implicitly represented by rules relating states and events to actions. The activity at the
rule-based level is to coordinate and control a sequence of skilled acts, the size and complexity
of which depend on the level of skill in a particular siation.

175. When proper rules and familiar signs are not available for a situation, activity at the
next level of knowledge-based performance is necessary to generate a new plan for action ad
hoc. The main feature here is that information is perceived as symbols which are used for
information processing characterised by an explicit representation of the functional structure of
the system to be controlled. The informaiion process used by a person in a specific unfamiliar
situation will depend very much on subjective knowledge and preferences and detailed
circumstances for the task.

176. Like simulation and models in science and engineering, human operator models are
analogies, which in some way resemble the thing being modelled. A human performance
model is not 2 theory of behaviour. The purpose of a theory is to describe functional
relationships, and its value rests on its validity (Chapanis, 1961). Although a model must
include functional relationships within its structure,«ts goal is pragmatic: to predict behaviour
and to determine the effzcts of variables on some system output. Hence, the model is judged
on the basis of utility, or the extent to ‘which model outputs assist one to reach a reasonable
decision. The extent to which the madel represents 2 nonmode! reality is its validity (Meister,
l;)gg: A conceptual framework for model validity has been developed by Mitchell and Miller
( ).

177. Model validity 1s one of the most crucial issues in the modelling process and yet, is
one of the least undersiood. According 1o Meister (1985), the notion of validity is nebulous,
rarely defined and poorly undersiood. One reason may be that model validity is not an
independent measure; the validity of a model depends on the purposes of the modelling
exercise, the intended uses of the model. Giving a fairly basic definition, model validation is
substantiation that a computerised modei within its domain of applicability possesses a
satisfactory range of accuracy consistent with the intended application of the model. Even in
this case, there arz someumes two views as 1o what is meant by verification. One view
suggests that a model 1s venificd when the model structure and parameters can be adjusted to
provide an adequate match to expenmental data. The second view holds that a2 model is
validated only when the results of a new experiment are predicted by the model with sufficient
accuracy. Many models are useful devices in generating data and exploring bounds on system
performance, but have hittle explanatory power.

178. For cither view of madel validauon, it is necessary to compare experimental results
with model predictions and to apply both engineenng and formal statistical tests to determine
whether or not the model should be considered valid. To accomplish this, one must make
judgments conceming (1) the definition of the data, (2) the appropriate figures-of-merit for the
engineering and statistical tests, (31 the specific statistical test to use, and (4) the degree of
discrepancy between expenmental and madel results that is considered acceptable. For models
of compiexity sufficient to represent full-scale man-machine system performance, the
problems of validation go well beyond the selection of the proper goodness-of-fit statistics. If
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the model is 10 be useful as a design tool, it must be validated prior to, or at least concurrently
with, the development of a full-scale simulation. Due to combinatorial complexity it seems to
be nearly impossible to accomplish a full experimental validation of supervisory control and
other mulii-level models (see Chapter 4).

3.2 OVERVIEW AND RECOMMENDED REFERENCES

179. The models that are available in this category offer the potential user a wide and
diversified selection to choose from. Within the limits of the work presented here, it is not
possible to completely review such a variety of models, therefore, recourse to the
recommended references is suggested for further details if necessary.

180. The model summaries which follow borrow heavily from the original sources
given in the lists of references. In many cases direct quotations are not i.«dicated.
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3.3 MODE]L SUMMARIES
3.3.1 Misual Sampling Models of Senders. Carbonzll, and Smatlwood
Summary Desript

181. The visual sampling mode! of Senders (1964, 1983) describes the way in which a
human operator divides his attention among a number of instruments when he or she scans an
antay of displayed information. The predictions of the model include, among others, the
average duration of a sample, the average percentage of total time that must be devoted to a
displayed process, and estimates of the fixation frequencies.

History and Source

182. The first mode! of human mwonitoring performance was developed by Senders
(1964) in the light of the work of Fitts’ group on the eye movements of pilots in cockpits (see
Moray, 1986). ‘The modsl assumes that the spectral characteristics of the displayed signal
(¢.g.. represented in terms of the bandwidihs) are the cnly determinant of the monitor's
behaviour. The subsequent models are increasingly complex and take into account more and

morcbt'actors of real-world tasks such as subjective value and the meaning of the displayed
variables.
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Fig. 3.1 Instrumentation fixations and eye movements of a pilot during a landing
approach. (Moray, 1986; after Fitts, 1950).
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183. The beginning of investigating human monitoring behaviour (see Figure 3.4) is
marked by the work of P. M. Fitts and his group (reviewed by Moray, 1986). These studies
included instrument landing approaches of about 40 pilots. The point of fixation was
identified by means of camera recordings, but the state of the cockpit instrumenis was no:
recorded simultancously. Figure 3.4 a) shows the positions of the cockpit instrument.
together with two statistics: FPM is the number of fixations per minute made on that
mnstrument; the second number is the percentage of time during the flight that the pilot spent
looking at the instrument. The eye movement link values shown in Figure 3.4 b) are not true
transition probabilities. They are the fraction of all eye transitions that went between the
instruments indicated. Values less than 2 per cent are omitted. The results of these studies
show for example (see Moray, 1986) that the mean fixation duration was 0.6 sec, with &
standard deviation of 0.12. The range of fixation durations was 0.4 - 1.4 sec and depended
both on the individual pilot and on the instrument that was fixated.

184. According to Moray (1986), a human operator is monitoring a system when he or
she scans an armay of displayed information without taking any action to change the system
state. The purpose of monitoring is to update the operator's knowledge and so to permit
appropriate decisions. Monitoring is normally dominated by vision, but auditory signals and
communication may be involved, especially when coordinating action. Human decision
making as a discrete control acuvity in the context of man-machine systems may be defined as
the process of selecting an appropniate alternative from a set of possible alternatives, based on
the perception of actual system states and other sources of information (Sheridan, Ferrell,
1974). Many types of human activity in man-machine systems have decision making as an
implicit component, although they would be more commonly considered as sensory-motor, or
even cognitive tasks. Duning phases of pure monitoring or scanning, the nature of actions
exccuted as a result of information obtained by scanning cannot be taken into account.
Following these definitions of human monitoring and decision making, a model-oriented
classification of related operator tasks can be proposed:

(1) Pure monitoring (i.e., observing without acting).

(2) Independent decisions (binary or multi-valued) based on non-
sequential observations.

(3) Independent decisions (binary or multi-valued) based on
sequential observations.

(4) Dependent (or dynamic) decisions based on heterogenecus types
of observations.

(5) Heterogeneous types of observations and decisions, often

embedded in sequences of other task components (e.g.,
supervisory control situations).

Product and Purpose

185. The model. based upon information theoretic concepts developed by Shannon and
others, describes the way in which an operator divides his attention among a number of
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instruments while he monitors them. Fundamentally, it assumes that 2 human operator's
fixation frequency for a particular instrurnent depends upon its informatior generation rate,

H; = W; log (A 2/E;2 ) bits/sec, (0

where W is the bandwidth of the i-th dispiayed signal, A; is its amplitude, and E; is the
perrnissible rms rading ervor of instrument i. For an observer to reconstruct the signal, the
sampling theorem requires that his sampling rate Fj be atleast 2 W; . If F; =2 W, then the

average information to be assunilated by the operator at euch fixation is
H/(2W;) = H; + log, (AJE;) bits. @)

186. For an observer with a fixed channel capacity, who must share his attention among
several displays presenting uncorrelaied stochastic processes with known information rates,
the attentional demand of a particular instrument is caiculated to be

T;=2K'W; logy ( AJE;) +2W; C sec/sec, (3)

where T; :s the percentage of toial time that must be devoted to displayed process i, K is a

constant v:ith dimensions of time per bit, and © (with dimensions of time per fixation) is a
constant that accounts for movement time and minimum fixation time. Hence, the duration of a
sample is given by

D; = K log; (AJE; ) + C sec. )

187. Validation studies, using an amray of instruments displaying signals of various
amplitudes and bandwidths, showed a good agreement with the madel predictions. Values for
the constants K and C musi be exiracted from data collected in a specific context. The model
yields estimates of the fixation frequencics and durations for each signal, and for the
probabilities of wransitions between signals. Limitations of the model becarne apparent, whea
an attempt was made to take into account (1) correlations between displayed signals and (2)
the interactions between control behaviour and visual sampling.

188. In 2 recent monograph, Senders (1983) developed his pioneering approach in
several ways, provided new and simpler mathematical derivations, and proposed various
modzls depending upon diverse definitions of the goals of the human monitor. The most
clementary goal and perhaps the most unreal is that of signal reconstruction. An equally
unrzalistic goal is that of sampling in the way of pure random choice. Based on these
considerations, the following strategies in visual sampling behaviour have been identified that
should be segarded as complementary rather than aliernatives:

(1) Periodic sampling.
(2) Random constrained sampling.
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(3) Conditional sanipling:
(a) Sampling when probability is maximurn.
(b) Sampling when probability exceeds a threshold.
(c) Variable Nyquist sampling.

(4) Signal reconstruction with imperfect memory.

189. The various models predict different variances for the data. Periodic sampling
yields no variability at all, u clearly unrealistic prciction. In the case of random constrained
sampling, the variance is a direct consequence of the sampling process. In the case of
conditional sampling, the interval is assumed to be a certain mathematical function of the
previously observed value.

190. Although each strategy in visual sampling behaviour generates a different
mathematical analysis, the assumptions about the signals will be the same:

(1) The signals displayed are random, band-limited time functions
with Gaussian amplitude density distributions.

(2) The signals which drive the instruments in an array ate assumed
to be statistically independent and uncorrelated with one another.

(3) There are always assumed to be three or more instruments in the
array.

(4) The different signals displayed do not differ in value.

191. Close 1o Senders’ visual sampling research, Carbonell (1966, 1968) introduced
queuing theory concepts to human operator modelling and emphasised the importance ~f
considering the operator's actions. Thus, he moved from the abstraction of Senders’ models
to more realistic tasks. The human monitor is modelled as a single-channel server that can
atternd to only one instrument at a time. It is assumed that at each step in his sampling process,
the monitor determines for each instrument a subjectively expected cost for not observing it
next, and then chooses to observe the instrument with the highest cost of being ignored. An
additional assumption is made that the time involved in reading an inctrument is constant
(approximately 0.33 sec.). According to Pew et al. (1977), the total cost of not looking at any
instrument is defined by

M
cm=3 SFiO_ )
1-P;(n

i=1

where M is the total number of instruments, c; is the cost associated with instrument i
exceeding its allowed limit, and P;(t) is the probability that instrument i will exceed its
threshold at time t. Thus, the total cost of looking at instrument j at ime t is

éj W=C(1)- chj (v). (6)
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(]
and the aim of the human monitor will be to choose the instrument j that will minimise Cj(t) at

any time.

192. Carbonell's model was compared with Senders' model for eye movement data
from realistic landings in an instrument flight simulator using pilots as subjects. It was found
1o be considerably more accurate than the simpler model but it had to be tuned to each pilot,
using his individual estimates of costs, tolerances, and action thresholds. This need to fit the
models to individuals emphasises the concept that the operator has his own internal model of
the process he is monitoring or controlling. Using Carbonell's model, one must specify the
statistical characteristics of each displayed signal, the costs of exceeding given thresholds on
each display, and the thresholds below which each instrument reading is ignored. Then the
model yields a time sequence of instrument fixations which may be analysed to get visual
sampling parameters of interest. A significant feature of Carbonell's model is that the
displayed signals are not assumed to be Gaussian with zero mean. Thus, the model represents
a significant advance in modelling human sampling behaviour, although it does not attempt to
take into consideration cross-coupling among instruments. Referring to Pew et al. (1977), the
ﬂcxil:ility and power of this model is obtained at the cost of considerable analytical
complexity.

193. Close to Senders’ visual sampling research too, Smallwood (1967) developed an
instrument monitoring model. His task invoived 2 human operator monitoring the readings of
a given number of instruments (e.g., four instruments) which are driven by signals of
different amplitudes and bandwidths, and signalling whenever any instrument exceeds a
certain threshold. The model assumes that the human operator constructs an internal mode1 of
the processes being monitored. The model further assumes (1) that a dead time of about 0.1
second is required to shift attention between two instruments and (2) that the time required to
::;g :ln irll‘s,:’rcumcm inversely related to its distance from the threshold. The predictions of the

include:

(1) Relative fixation frequency for each instrument.
(2) Duration of fixation for each instrument.
(3) Average transition prot-bilities between the instruments.

194. The concept of the internal model that has been used by Smallwood in an explicit
form, plays an important role 1n human operator behaviour. Indeed human operator models
imply an intemal model, even when they do not mention it.

When Used

195. The models of Senders, Carbonell, and Smallwood have been developed and
validated in various studies. Surveys are given by Moray (1986) and Senders (1983).
Principles and components of these models can be embedded into particular approaches and
have beer successfully applied in many studies. Examples are given by Ellis and Stark
(1986), Freund and Sadosky (1967), Kraiss (1981 a, b), Seeberger and Wierwille (1976),
and Wierwille (1981).
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Procedures for Use

196. To estimate the scanning statistics of the human operator using Sender’s model, the
bandwidths and amplitudes of the various displayed variables must be specified, along with
their acceptable limits. Values for the constants K and C must be deduced from data collected
in a specific context. The model yields estimates of the fixation frequencies and durations for
cach displayed signal, and for the probabilities of transitions between signals.

Advantages

197. The visual sampling neseusch of Senders includes a set of models with increasing
complexity for various task situations.

Limitai

198. Itis apparent that thec. models yield good predictions of scanning behaviour under
certain circumstances. According to Pew et al. (1977), the failure of these models to account
for other results can be attributed to (1) their failure to take into account the redundancy of
information obtainable from alternative sets of instruments, which permits controllers to take
different scanning strategies under various conditions, and (2) their failure to take into account
the intcractions between control behaviour and instrument sampling, which permit the
controller to estimate changes in the displayed signals. A closely related problem is that
particular signals become more or less critical during different manoeuvres, an effect which is
largely ignored by these models.

application Examol )

199. A set of experiments was conducted in an aircraft simulator, with pilots flying
various types of missions. Eye movement data were recorded along with time histories of the
displayed readings on each instrument. Model ictions based upon the amplitude and
ban?widlt:: of the various signals proved accurate for some pilots in some phases of flight, but
not for all.

Technical Dewil

200. The visual sampling models of Senders, Carbonell, and Smallwood are well
documented, including validation data. The monograph of Senders (1983) gives a
comprehensive overview including model refinements and data.
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Future Needs

201. There is interest, and it seems possible, to integrate essential parts of the classical
visual sampling approaches (e.g.. Senders, Carbonell, and Smallwood) and the control theory
approaches to monitoring and decision making (see item 3.3.2 of this chapter).
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3.3.2 Centrol Theory Models of Monitoring and Decision Making
s Descripsi

202. Several different monitoring and decision making models have been derived using
the information processing structure (i.c., the stages including perceptual limitations, delay,
estimator and predictor of Figure 3.6) of the optimal control model (OCM) outlined by Baron
(1984), Sheridan and Ferrell (1974), and in other sources. Based on the laboratory paradigm
and the related model of Figures 3.3 and 3.6, the following factors of monitoring and decision
making have been experimentally studied (including eye-movement recordings) and medelied
(Stein, Wewerinke, 1983; Stein, 1989):

(1) Number of displayed processes.
(2) Bandwdths of displayed processes.
(3) Amplitude of processes and probability of displayed events.

(4) Type and intensity of failures embedded in displayed processes
(e.g.. step, ramp, noise, etc.).

(5) Couplings among unfailed displayed processes.
(6) Couplings among displayed failures.

(7) Size of display array and operator's field of view.
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Fig. 3.5 Experimental situation of monitoring and decision making
(Stein, Wewerinke, 1983).
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History and Source

203. The spectrum of monitoring and decision making tasks and rclated control-theory
models is illustrated in figures 3.5 and 3.6. It is apparent that the estimator-predictor
combination of the model produces ou?uls that can be used for assessing system states and
detecting events. Theoretical aspects of these OCM-based monitoring and decision making
models are discussed by Phatak and Kleinman (1972) and Kleinman and Curry (1977). Two

different types of monitoring and decision making tasks can be found, (1) tolerance-band
monitoring and (2) failure detection.

204. A particular type of task including independent decisions and non-sequential
observations is tolerance-band monitoring (TBM) which has been extensively studied and
modelled by Stein and Wewerinke (1983) and Wewerinke (1976). It is intesesting to see that
the experimental situations of Senders (1964, 1983), Levison and Tanner (1971), and other
researchers (see Moray, 1986) can be characterised as tolerance-band monitoring. TBM tasks
involve observing a dynamic process (which can include stochastic and deterministic
components) to determine if it is within an explicitly indicated tolerance band. In the binary
case, performing a TBM task can be characterised as making independent binary decisions,
where each single decision can be based on a single observation testing a pair of hypotheses.

205. A particular type of task including independent decisions and sequential
observations is failure detection (FD) which has been extensively studied and modelled by Gai
and Curry (1976), Kleinman and Curry (1977), Stein and Wewerinke (1983), and Wewerinke
(1983). FD tasks involve observing a dynamic process (which can include stochastic and
detemministic components) for the potential occurrence of an abnormal event (e.g., a failure),
where an event is defined as a change in the statistics of the displayed process. This change
may be constituted for example by changes in mean, standard deviation, dynamic properties,
and other characteristics. Performance measures of FD tasks can include speed and accuracy
data with related radeoffs. The detection time denotes the interval between occurrence and
detection of a system failure. The accuracy of detecting failures is described by false alarm
and miss probabilities. Optimally detecting events or failures with a given accuracy requires
sequential observations, i.c., the number of subsequent observations used as input
information for making decisions is not fixed, but greater than one. Thus, detecting a failure
by observing a displayed dynamic process is a nonstationary binary task that includes testing a
pair of hypotheses.

Product and Purpose

206. Based on the informatioa structure of the optimal control model (OCM), three
somewhat similai models of monitonng and decision making have been developed:

(1) Monitoring and Decision Making Model of Levison (1971).
(2) Failure Detection Model of Gai and Curry (1976).

(3) Experimental Paradigm and Control Theory Models of Stein and
Wewerinke (1983).
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Fig. 3.6 Control theory model of nlxoniloﬁng and decisior: making
(Stein, Wewerinke, 1983).

207. According to Baron (1984), the first use of the OCM informaticn processing
structure in modelling monitoring and decision making was by Levison and Tanner (1971).
They studied the problem of how well subjects could determine whether a signal embedded in
added noise was within specified tolerances. It is assumed that the operator perceives a noisy,
delayed version of the displayed processes. The perceived daia are then processed, via an
optimal estimator-predictor combination, to generate (1) 2 maximum variance estimate of the
system state vector and (2) the covanance of the error in that estimate. This estimator-
predictor yield is a sufficient statistic for testing hypotheses about the state of the system. The
model assumes that the operator 1s an optimal decisicn-maker in the sense of maximisirg
expected utility. This strategy is then applied to the problem of deciding waether o7 not &
signal corrupted by noise, is within certain prescribed tolerances. For equal penalties on
missed detections and false alarms, this rule reduces to one of minimising tne expected
decision error.  The resulting deciston rule is that of a Bayesran decision maker using a
likelihood ratio test. Expenmental results have been compared with model predictions for the
following task situations: (1, momitonng a single displayed process, (2) monitoring two
processes and (3) concurrent maaual control and monitoring tasks. Using fixed values for
model parameters, mode! predictions of single-task and two-task decision performance are
within an accuracy of 10 per cent.

208. Based on the OCM informanon processing structure, a failure detection model has
been developed by Gai and Curry (1976). They have tested the model in a simple laboratory
task and in an experiment simulaung pilot monitoring of an automatic approach. In both
cases, step or ramp failures were added 1o an observed signal at a random time to simulate a
failure. This produced a non-zere mean value fer the signal and for the residual; failure
detection consisted of testing an hypothesis concerning the mean of the distribution of the
residuals. Sequentiai analysis was used 1o perform the hypothesis test. By summing the
residuals, a likelihood ratio can be calculated and used to arrive at the decision. Gai 21d
Curry (1976) modified classical sequential analysis to account for the fact that a failure
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detection problem is characterised by a transition from one mode of operation to another at a
random time, whereas the classical analysis is based on the assumption that the same mode of
operation exists during the entire observation interval. They reported good agreement between
predicted and observed detection times for both the simple and more realistic situations. In
later experiments, the mode! was uscd in a multi-instrument monitoring task and accounted for
attention sharing and cross-checking of instruments to confirm a failure. A significant result
of the experiments was that the property of integration of the residuals appeared to be
confirmaed for both step and ramp type failures.

209. A laboratory paradigm (Figure 3.5) has been developed by Stein and Wewerinke
(1983) as an experimental basis for model-oriented research on various types of monitoring
and decision making tasks including eye-movement studies. The comresponding model shown
in Figure 3.6, derived from the OCM information processing structure (Baron, 1984), has
been developed by Wewerinke (1976, 1983). Thus a highly integrative model of human
monitoring and decision making performance is available. By using different decision rules
the model can be xiapted to different types of tasks:

(1) In the case of independent decisions based on non-sequential
observations (e.g.. tolerance-band monitoring tasks, TBM), an
optimal Bayesian decision rule is involved in the meodel
(Wewerinke, 1976).

(2) In the case of independent decisions based on sequential
observations (e.g., failure detection tasks. FD), a sequential
decision rule based on a generalised likelihood ratio test is
involved in the model (Wewerinke, 1983).
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Fig. 3.7 Decision emor P, vs bandwidth w; as function of observation noise ratio Pyi-

210. An overview of the results of tolerance-band monitoring is given in Figure 3.7
(Stein, Wewerinke, 1983). The correspondence of data and model is high. Human time delay
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is assumed to0 be constant at 0.2 sec. Considering a given task sitvation with a constant
process bandwidth, monitoring performance in terms of the decision error is very sensitive t0
the observation noise ratio or fraction of human atteation devoted to the displayed process; the
observation noise ratio increases, when attention is devoted to several processes. The
decision error represents the cumulated time fractions of false alarm and missed tolerance-band
exceedance. The decision error increases monotonically with bandwidth; the increase begins
linearly and becomes progressively nonlinear as a function of both bandwidth and observation
noise.

211. An overview of the resuits of failure de. . is given in Figure 3.8 (Stein,
Wewerinke, 1983). These resulis are restricted 1o situatios.; with ramp failures. The accuracy
of failure detection in terms of false alarm probability is assumed to be constant it a level of
0.05. The detection tinae increases with observation noise ratio, €.g., when human attention is
devoted 10 several displayed processes. Compared with tolerance-band monitoring, process
bandwidth is a factor of minor influence. The predicior portion of the model may be dropped,
if human time delay (e.g., 0.2 sec) is small in comparison with detection time.

2 -NdB -4dB
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Fig. 2.8 Detection time T4 vs bandwidth @,y as function of observation noise ratio Pyi-
When Used
212. According to Baron and Levison (discussed by Rouse, 1980), the following

general display design issues can be addressed using the optimal control model and its
derivations:

(1) Is status information acceptablc?

{2) Will additional information degrade performance due to
interference and/or high workload?
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(3) Do the advantages of dicplay integration outweigh the improved
scaling possible with separate displays?

(4) Does command information integrate status effectively and, if not,
how shouid it be done?

(5) What performance and workload levels can be achieved with a
perfectly integrated and scaled dispiay?

(6) Will quickening, prediction, or preview displays improve
performance?

(7) What format should such displays have?
Procedures for Use

213. The application of monitoring and decision making models to the design and
evaluation of display arrays and man-mauchine interfaces can be illustrated in the following
way. Given the mathematical equations fur the vehicle and process dynamics, the statistical
properties of disturbance, and the performance tolerances of each display, the model user is
enabled to calculate the fraction of time that the human operator will spend looking at each
display, as well as likely transitions among displays. Thus, the model user can determine
valuable indices of human oj.zrator behaviour. For example, displays that require a relatively
large time fraction of looking should be placed near each other, or perhaps be integrated into a
single display.

Advanages

214. The advantage of design and evaluation approaches based on the optimal control
model and its derivatives stems from (1) the model structure composed of modules for
separate human functions (e.g. visual perception, central processing, motor response), (2) the
flexible information structure suited for multivariable, multiple process and/or multitask
sitvations (3) the unique performance/workload or performance/aitsntion metric. (4) the
comparably high level of model vahdation, and (5) the underlying normative modelling
perspective. The OCM-based approaches are highly developed and seem to be very attractive.

Limitari

215. Model applications are restncted to tasks involving the factors mentioned in the
summary description above (¢.g.. number, amplitudes, and bandwidths of displayed
proce.ses, etc.).

lication Examl

216. Design and evaluzion studies including the optimal control model and its
werivatives have been reported by Baron (1984), Curry, Kleinman, and Hoffman (1977),
Moray (1986), and Rouse (1980).

Trhnical Deti

217. Detailed information for understanding and using the monitoring and decision
making models 1s available in the references and the related software decumentation.
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Future Needs

218. Several needs can be identified, e.g., looking fur broader scientific connections
between decision making and supervisory control models (see Chapter 4), developing an
integration of sampling and decision making approaches, and making model applications more
user-friendly.
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3.3.3 Auditory Threshold Model
S Descript

219. This model was developed to predict the hearing threshold in different noise
spectra, to permit the design of audio displays (e.g., sonar), audio warning systems and direct
voice output (DVO) systems. It is based on work on the human auditory filter, and is a
mathematical expression for calculating hearing thresholds across the frequency spectrum of a
given noise environment.

History and Source

220. The model is based con a series of experiments conducted to determine the shape of
the auditory filier as shown in the references. Patterson argued that, because the rise/fall times
of the human auditory systems are short with respect to the duration of speech sounds or
signals, and because the relative phase of the spectral components has essentially no effect on
masking levels, the auditory threshold in noise can be predicted using a model in which the
stimuli are represented by their long-term power spectra and the auditory system is represented

by an auditory filter. RAE Farnborough sponsored a joint project with Patterson to develop
and evaluate the medel (Rood, 1984).

Product and Purpose

221. The model provides estimates of the auditory threshold (dB against frequency),
from measurements or predictions of the acoustic noise spectrum at the ear of the listener. The
estimates of hearing thresholds can then be used to design auditory displays, by adding 15 dB
to the threshold at the signal frequencies.

When Used

222. The mode! can be used dunng the development of auditory display systems,
hearing protection systems, or the development and evaluation of vehicles and other systems
which expose the operators/maintainers 1o a notse environment which is likely to interfere with
communication of one form or another.

223. The model is a mathematical formula which has been implemented on a computer
at RAE Famborough. The model requires the characteristics of the noise spectrum as input;
other constants have been denved 1o represent the average listener.

Advanages

224. The model permits the development of auditory displays without the necessity of
long and expensive trals to determmine heanng thresholds in operational conditions.

Limitat

225. Rood (1984) repons that, in helicopters, at the lowest frequencies, the predicted
values of the model are consistently abaove the measured data. It was conclvded that when the
dominant component 1s low frequency rotor noise, the subject listens for the signal in the
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throughs between the peak of the masking wave.

226. Patterson has noted that the mathematical expression of the model is applicable to
noise levels of up tc 95 dB. Above that level the auditory filter broadens, and corrections
must be included.

Auplication Examples

227. Rood (1984) reports an experimental evaluation of the model in which predictions
of thresholds based on mode! parameters derived from the literature were compared with
hearing thresholds of ten listeners exposed to simulated noise of Chinook, Sea King and Lynx
helicopters. The comparison resulted in a correlation coefficient of 0.990, and a standard error
of the estimate of 2.43 dB.

Technical Dewil

228. The model has been implemented on a Hewlett-Packard Series 300 Microcomputer
in BASIC. The frequency characteristics of the noise are determined on a Bruel and Kjaer
type 2031/2033 Fast Fourier Transform Analyzer. The data are transferred to the computer via
the IEC/IEEE interface by a call routine in the computer programme.
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Euture Needs

229. Rood (1984) reports that the model will be developed to deal with the detection of
signals in low frequency noise, when the listener hears the signal in the wave between noise
peaks. No indication is given that the model mught be extended 1o deal with noise levels above
95 dB. Since that {~vcl represents the threshold of hazard to hearing for an 8 hour exposure,
however, t.1iere may be comparatively hittle use for such a model.
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3.3.4 Hick-Hyman Law of Choice Reaction Time
S Descrips

230. The Hick-Hyman law provides a powerful tool for predicting information
processing latency of operators confronted with a set of possible events that may occur. The
Hick-Hyman law has imponant implications for system design because the information
content of a set of events (warning lights, messages, and so forth) may be defined as
important variables that increase the uncertainty of a message set to be responded to. Anything
that increases this information content (i.e., increasing the number of possible messages, or
varying their relative frequency) can be expected 1o increase mental workload, increase the
chance of errors, and slow the processing time.

History and Source

23!. Hick's own experiments used as a display 10 pea-lamps arranged in a somewhat
irregular circle. The subject reacted by pressing one of 10 keys on which his fingers rested.
The frequencies of the various signals for any given degree of choice were carefully balanced

and presented in an irregular order so as to ensure as far as possible that the subject shouid not
be able to predict what signal was coming next.

Product and Purpose

232. This law which relates choice reaction time to the number of choices has been used
as the basis for modelling discrete control selection time. In general, reaction time (RT)
increases whenever the number of possible stimuli and responses that are appropriate for some
situation increases. Simple RT, involving only one stimulus-response pair, is the shortest. In
fact, the relation between reaciion time and the degree of choice follows a fairly predictable
mathematical law knowa as the Hick-Hyman law (Hick, 1952; Hyman, 1953). The formal
expression of the law is

RT=a+blog)N (1

where N is the number of possible equi-likely stimulus-response pairings that could occur in a
given context. Because log N is formally equivalent to the information content of a stimulus

in bits, the Hick-Hyman law may be rewntien as

RT=a+bHg 2)

where Hg is the information content of the stimulus. In Hick's study the stimuli were 1-10

lights arranged in a near circular display, and the responses were the depression of keys
located under the fingers. The value of intercept a was 152 msec and slope b was 111 msec
(Keele, 1986). Independently of Hick, Hyman (1953) applied the same formula to data from
situations involving one to eight lights assigned verbal responses. Averaged over four
subjects, the value of a was 179 msec, and the value of b was 174 msec.
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Figure 3.9 Hick-Hyman law: reaction time RT as a function of the number of
alternatives N or stimulus information Hg = logyN

233. Choice reaction time is affected by the expectancy of the occurring events. A major
source of expectancy results from the probability or frequency with which events occur.
Probability can also be represented 1n an informational context because the information
conveyed by an event whose probability is p is equal to logy (1/p). The average informatior

conveyed by a series of events with differing probability is simply the weighted average of the
individual events’ information values. That is, .

Hay = p; loga (Mp;) 3)

The Hick-Hyman law has been generalised to estimate mean RT across all events within a set
of unequal probabilities. The RT 1o individual events must be weighted by the probabilities of
the events, and the resulting equation s

N
R’r=a+b2 pilogzllpi (4)
i=1

where N is the number of possible events and p; is the probability of an individual event.

234. Choice reacthion ume 1 affected by several other factors. The physica! relationship
or compatibility between a set of stimuli and a set of responses can have a profound influence
on the speed of response  Certain compaubility relations are spatially defined. For example,

stimuli that are to the nght should be responded to with response devices that are also located -

to the right, and with a nghtward movement or clockwise rotation of those devices.
Furthermore, physical arrays of sumuli in a certain orientation should preserve the same
onentation for their corresponding responses. Where possible, the response made to a
stimulus should be physically close to the sumulus itself. Again, large numbers of altematives
increase RT, and stimulus-response (S-R) compatibility decreases RT, the compatibility effect
can abolish the effect of number of altematives. Practice on RT always decreases RT,
however, number of alternatives and S-R compatibility interact with practice. That is, RT
decreases the most with great incompaubility and a large number of altenatives.
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When Used

235. During the design and layout of control/display panels for which minimum
operator response time is an important criterion.

Procedures for Usz

236. Procedures and data are given in the standard literature (Boff et al., 1986; Boff,
Lincoln, 1988).

Advantages

237. The usefulness of information theory in describing human information processing
1n reaction time is demonstrated because the Hick-Hyman law is found to apply just as well
when information is manipulated by probability and context as when it is manipulated by the
number of possible stimulus-response pairs (Hyman,1953; Fitts, Peterson, 1964).

Limitai

238. Several limitations of the Hick-Hyman law have been found (Boff, Lincoln,
1988):

(1) When conditions are not ideal, then RT is more accurately a
functicn of the amount of transmitted information, rather than the
number of alternative stimulus-response pairs.

(2) High stimulus-response compatibility can decrease effect of
increasing aitemnatives.

(3) RT results depend on discriminability of altematives; RT increases
as alternatives become more similar.

(4) Mapping multiple stimuli to one response affects RT. For example,
RT for four colours (or forms) mapped to two keys (500 msec) is
shorter than four colours (or forms) mapped to four keys (572
msec), but is longer than RT for two colours (or forms) mapped to
two keys (384 msec).

(5) Choice RT is also affected by stimulus intensity, duration, and
probability, as well as by many other factors.

(6) Motor responses to lights occurring with unequal probability

yielded shorter RTs overall and less effect of differential
probability than for the vocal responses used in this experiment.

Application Examples
239. Applications are surveyed by Boff and Lincoln (1988).
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Techaical Detail
240. See Boff and Lincoln (1988) and the references there.
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3.3.5 Eius'Law: Movement Index of Difficulty
S Descripti

242. The use of Fiuts' law for predicting and quantifying operator performance with
different control devices has been mentioned by many authors. The law has also been used as
a model for predicting reach times to controls in differcnr locations in the work space. The
model predicts movement time directly, and deals with accuracy implicitly *hrough the
definition of target width W, It has been shown that the basic relationship is valia even when
speed of movement is manipulated, as long as effective target width is calculated using the
Crossmann correction (Welford, 1968). In most applications, however, the target size is
predefined and movement ume is the dependent vanable.

History and Source

243, The law of movement time has been formulated by Fitts (1954) and seems to
describe a basic relationship of human motor processes.

Product and Purpose

244, This empirically derived law predicts the time required to make a speeded, simple
positional movement given the distance to be moved and the accuracy constraints to the
movemeni. The following descnpuon is mainly based on Boff and Lincoln (1988). For
movements in which visual feedback 1s used (e.g., reaching for an object), movement time
MT, which is the interval between imitiaion of movement and contact with the target (Figure
3.10). is directly related 10 distance and 1nvensely related to target width (including permissible
error tolerance). As Figure 3.11 shows, MT increases wiih the logarithm of distance (or
amplitude) of the movement when target width (accuracy) is fixed, and decreasss with the

Suan

0 )

____,x
N A

L

Fig. 3.10 Movement of a user's hand from: a siarting point over a distance D to a target
arca width W (Card et al., 1983).
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logarithm of target width when distance is fixed. Distance and width are compensatory (i.c.,
doubling of distance and width produces little change in MT). Fitts' law, which can be used to
estimate movement tinie for movements where accuracy is required, can be stated:

MT =a +blogy (2D/W) =4+ bID m

where 2 and b are empirically derived constants, D is distance of mov.  =t, and W is target
width. The constants a and b, representing the intercept and slope of th:  1r function, vary
over tasks, targets, and subjects. The term log, (2D/W) is sometimes exprc.ssed as the index

of difficulty ID measured in bits.

245. Fitts’ law has to be modified for very short distances. For movement over
distances so short that visual feedback cannot be utilised, MT decreases as target size
increases, but the function relating MT to log target diameter becomes less linear as movement
becomes shorter. This failure of Fitts’ law for short movements suggests that short movements
are preplanned and that planning for complex movements takes longer. Fitts’ law fails for
very fast movements that require greater starting and stopping and that do not allow aim
correction by visual feedback; this increase in force leads to a decrease in accuracy, which is
determined by variability in the preprogrammed muscular impulses. The accuracy of briefer
movements is dependent on the speed of movement, (D/MT), and can be described by a
variant of Fitts' law, called Schmidt’s law:

W, =a+b(D/MT) (23

where a and b are constants, D is movement distasice, and MT is movement time. The result
of the computation, W, is the standard deviation of endpoint dispersion and is known as the

effective target width. Schmidt's law provides a good description of accuracy for movements
lasting from 140-200 msec over distances of up to 30 cm.

L

Movancs Tone MT (moax)
I

Ml‘M‘*yD.lqzm

Fig. 3.11 Movement time for finger, wrist, and arm as
a function of irdex of difficulty (Boff et al.,1986).
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246. A variant of Fitts' law was developed by Welford (1968),
MT= IM logy (D/W +0.5), 3)

giving a better description of low movement time values than Fitts' basic equation. A value of
I)4 based on several experiments is set to 100 [50 ~120] msec/bit (Card et al., 1983).

When Used

247. Fits’ law may be used in the design or evaluation of controls and displays for
discrete movements such as target acquisition, computer menu selection, etc.

Procedures for Use

248. Applying Fitts’ law, movement distance D and target width W are required input
parameters. The constants a and b are assumed to be relatively invaniant. In each situation the
parameters should be checked empirically if the application is to other than simple positional
movements of 2 finger or stylus. In the form shown, the dependent variables is movement
time. As discussed above, however, the model could also be used to predict movement
accuracy as a function of speed.

Advaniages

249. Fius’ law is potentially applicable to any task or subtask in which the layout of
positions on a work place is relevant to the design variables under study and where movement
time will be a significant proportion of the total time involved in a particular task. The
usefulness of the law in the ficld of human-computer interaction has been demonstrated by
Card, Moran, and Newell (1983), since 1t is the scientific basis for the Keystroke Model and
the Model Human Processor.

250. Fitts’ law is applicable to 2 wide range of tasks where precise movements are
required, but does not apply to movements too brief to permit visual feedback, does not relate
MT to reaction time, and offers no description of how visual feedback is used. Further
limitations are:

(1) Each application is unique and should be subject to verification,
particularly where ume-critical performance is required.

(2) When two hands must perform different tasks, MT for the hand
performing the easier task (smaller ID) cannot be described by
Fitts’ law because the harder task (larger ID) determines MT for
both hands.

(3) For movements under water, the distance component has a greater
effect on MT than does the target width.
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A pplication Exampl

251. The Fius' law methodology has been applied in a large variety of settings, ranging
from the control of hand movements under microscopic magnification to positioning of a light
spot directed by head movements for a photocell-operated typewriter for paraplegics. There is
even some indication that the basic equation is applicable to foot movements, but with different
parameter values. It also has been shown to work for positioning pegs into holes and when
significant weight is attached to the hand. To a first approximation, it will work for fore-aft
movements as well as side-to-side movements, although most available data were obtained for
the latter case. It does not predict accurately when the ratio of movement distance to tasget size
is less than about 2 or 1.

Technical Detail
252. The formulation of Fitts” law is influznced by information theoretic principles.
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3.3.6 GOMS Model Methodology for Human-Computer Interaction
S Descrioi

254. The GOMS approach (GOMS: goals, operators, methods, and selection rules),
developed by Card, Moran, and Newell (1983), is a description, or model, of the knowledge
that a user of a computer system must have in order to carry out tasks on a device or system; it
is a representation of the "how to do it" knowledge that is required by a system in crder to get
the intended tasks accomplished. Describing the goals, operators, methods, and selection
rules for a set of tasks in a relatively formal way is the goal of doing a GOMS task analysis.
The person who is performing such an analysis is referred to as the analyst. Once the GOMS
model has been developed, predictions of leaming and performance can be obtained as
described below. A GOMS description is also a way to characterise a set of design decisions
from the point of view of the user, which can make it useful during, as well as after, design.
It is also a description of what the user must learn, and so could act as a basis for training and
reference documentation. The text of this model summary is based on Kieras (1988).

History and Source

255. The GOMS model notation developed by Card, Moran, and Newell (1983) can be
considered as a basis for constructing an explicit model of a computer user’s procedural
knowledge required by a particular system design. But according to Kieras (1988), there exist
several problems in using a cognitive model of a computer user as a design tool. Two critical
problems are (1) the difficulty of constructing production rule simulation models; and (2) the
difficulty of doing, in a standardised and rehable way, the detailed task analysis required to

construct the representation of the procedural knowledge that the user must have in order to
operate the system,

256. Primarily for tcaching purposes in the field of user interface design and analysis, a
guide to GOMS task analysis has been developed by D.E. Kieras (Computer Science
Department, University of Michigan, Ann Arbor). The guide defines a language called
Natural GOMS Language (NGOMSL) for expressing GOMS models, which has a direct
relationship to the underlying production rule models and so supports quantitative predictions
and is relatively easy to read and wnte without knowledge of the production rule models. The
guide also includes a procedure for constructing 2 GOMS model using top-down breadth-first
expansion of methods, which seems to be intuitively easier than trying to describe goal
structures directly, the approach usually taken in cognitive psychology and by Card, Moran,
and Newell (1983).

Product and Purpose

257. NGOMSL is an attempt 1o define a language that wiil allow GOMS models to be
written down with a high degree of precision, but without the syntactic burden of ordinary
formal languages, and that is also easy to read rather than cryptic and abbreviated:

(1) A goal is something that the user tries to accomplish. The analyst
attempts to identify and represent the goals that typical users will
aave. A set of goals usually will have a hierarchical arrangement
in which accomplishing a goal may require first accomplishing
one or more subgoals. A goal description is an action-object pair
in the form: <verb noun>, such as "delete word". The verb can
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be complicated if necessary to distinguish between methods. Any
parameters or modifiers, such as where a to-be-deleted word is
located, are represented in the task description.

(2) Operators are actions that the user exscutes. There is an important
difference between goals and operators. Both take an action-
object form, siich as the goal of revise-document and the operator
of press-key. But in a GOMS model, a goal is something to be
accomplished, while an operator is just executed. The observable
actions through which the user exchanges information with tiie
system or other objects in the environment are the external
operators. These include perceptual operators, which read text
from a screen, scan the screen to locate the cursor and so forth,
and motor operators, such as pressing a key, or moving a mouse.
External operators also include interactions with other objects in
the environment, such as turning a page in a marked-up
manuscript, or finding the next markup on the manuscript. The
internal actions performed by the user are the mental operators;
they are non-observed and hypothetical, inferred by the theorist
or analyst. In the notation system presented here, some mental
operators are built in; these primitive operators correspond to the
basic mechanisms of the cognitive processor and are based on
production rule models.

(3) A method is a sequence of steps that accomplishes a goal. A step
in a method typically consists of an external operator, such a
pressing a key, or a set of mental operators involved with setting
up and accomplishing a subgoal. Much of the work in analysing
a user interface consists of specifying the actual steps that users
carry out in order to accomplish gaals, so describing the methods
is the focus of the task analysis.

(4) The purpose of a selection rule is to route control to the
appropriate method to accomplish the goal. The general goal
should be decomposed into a set of specific goals, one for each
method, and a set of mutually exclusive conditions should be
described that specify which method should be used in that
context. It is assumed that selection rules come in sets. A set of
selection rules is associated with a generai goal, and consists of
several If-Then rules which choose the specific goal to be
accomplished. The relationship with the underlying production
rule models is very direct.

258. Based on the GOMS appmach, a task description describes a generic task in terms
of the goal to be accomplished, the situation information required to specify the goal, and the
zuxiliary information required to accomphish the goal that might be involved in bypassing
descriptions of complex processes. A task instance is a description of a specific task,
containing specific values for all of the information in a task description.
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Whep Used

259. In performing a GOMS task analvsis, the analyst is repeatedly making decisions
about how users view the task in terms of their natural goals and how they decompose the task
into subtasks, and what the natural steps are in the user's methods. Once the GOMS model
analysis is completed, either for an existing system or one under design, it can be used to
estimate the quality of the design. As in any evaluation technique, the measures of design
quality are easiest to use if there are at least two systems being compared. Several overall
checks can be done that make use of qualitative properties of the GOMS model:

(1) Naturalness of the design - Are the goals and subgoals ones that
would make sense to a new user of the system, or will the user
have to learn a new way of thinking about the task in order to have
the goals make sense?

(2) Completeness of the design - Check that there is a method for each
goal and subgoal.

(3) Cleanliness of the design - If there is more than one method for
accomplishing a goal, is there a clear and easily stated selection
rule for choosing the appropriate method? If not, then some of
these methods are probably unnecessary.

(4) Consistency of the design - By consistency is meant method
consistency. Check to sce that similar goals are accomplished by
similar methods. .

(5) Efficiency of the design - The most important and frequent goals
should be accomplished by relatively short and fast-executing
methods.

Procedures for Use

260. Constructing 2 GOMS model for a system that already exists is the easiest case for
the analyst because much of the information needed for the GOMS analysis can be obtained
from the system itself, its documentation, its designers, and the present users. The user's
goals can be deiermined by considering the actual and intended usc: of the system; the methods
are determined by what actual steps have to be carried out. The analyst's main problem will be
to determine whether what users actually do is what the designers intended them to do, and
then go on to decide what the users’ actual goals and methods are.

Advantages

261. The GOMS model method description is supposed to be a complete description of
the procedural knowledge that the user has to know in order to perform tasks using the
system. If the methods have been tested for completeness and accuracy, the procedural
documentation can be checked against the methods in the GOMS model.

Limitai

262. Many cognitive processes are too difficult to analyse in a practical context.
Examples of such processes are reading, problem-solving, figuring out the best wording for a
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senience, finding a bug in a computer programme, and so forth. Sometimes it is better to
bypass the analysis of 2 comnplex process by simply representing it with a "dummy" or
"placeholder” operator. In this way the analyst does not lose sight of the presence of the
process, and can determine many things about what influence it might have on the user's
performance with a design.

Application Examples

263. The range of tasks that real systems can be used for is usually very large, and there
is practically an infinite number of specific task instances that could be defined. In order to
carry out a task analysis, it is usually necessary, for practical reasons, to limit consideration to
a subset of the possibilities. This choice of what tasks to analyse has to be made intuitively
and informally, but clearly, the tasks should span the major methods and facilities in the
system; be high-frequency (often performed) tasks; and be important to be performed quickly
and accurately. The essence of the simulation idea is simply to describe a GOMS model for
the user's knowledge in a form that is actually executable, so that running the model can verify
its completeness and correciness. In the Kieras and Polson work, these models were
constructed using the production rule formalism, primarily because this i a standard and
current theoretical idea for the representaticii of procedural knowledge. However, experience

in the work suggests that writing production rules is a technically difficult task, analogous in
many ways 10 programming in assembler language.

Technical Detail

264. The time to learn a set of methods is basically determined by the length of the
methods in terms of the number of NGOMSL statements. There may be little relationship
between the number of statements that have to be learned and the number of statements that
have to be executed. The situation is exactly analogous to an ordinary computer programme.
Execution time may be unrelated to programme length. A GOMS model can predict leaming
and execution times most plausibly if the operators used in the model are the lowest-level,
"standard” primitives, such as pressing a key, which it is reasopable to assume that the learner
already knows. Thus, the time to leam a method depends only on how long it takes to leamn
the content and sequence of steps in the method. In contrast, if the GOMS model is written
just at the levei of high-level operators that the user has to learn how to perform, then a
leaming time estimate will have little credibility because the leaming times for the operators
will be relatively large and unknown. A similar argument applies to execution times. Ina
method written with high-level operators, the operators will have grossly different, unknown,
and relatively long execution times. In contrast, the standard primitive external operators and
the relatively simple mental operators such as looking at a manuscript, have relatively small,
constant, and known execution times.
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Euture Needs

265. What is needed is a higher-level language for describing GOMS models, at the
level that designers and specialists 1n human-computer interaction would normally think about
the user's task. Less is known about the relationship between GOMS medels and mental
workload than for the learming and execution times, so these suggestions are rather
speculative. One aspect of menial workload is the user's having to keep track of where he or
she is in the mental programme of the method hierarchy. Another aspect of mental workload is
worll_cir)g memory load: quantifying this requires making working memory use in the methods
explicit.
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3.3.7 Keystroke-Level Model of Task Execution Time
g Descrioti

266. The Keystroke-Level Model (KLM) describes the time it takes an experienced user
to perform a task with a given method on an interactive computer system. The model appears
1o be simple enough, accurate enough, and flexible enough to be applied to practical design
and evaluation situaticns. This model summary is based on Card et al. (1980) and Boff and
Lincoln (1988).

History and Source
267. The Keystroke-l.evel Model (KLM) has been developed by Card, Moran, and
Newell (1980, 1983) at Xerox Palo Alto Research Center. The keystroke model is closely

related to the GOMS Model Methodology and the Model Human Processor (MHP), which
have been developed by the same authors (summarised in this chapter).

Product and Purpose
268. The prediction problem addressed by the keystroke model is as follows:

Given: A task (possibly involving several subtasks); the command
language of a system; the motor skiii parameters of the user;
}hc response time parameters of the system; the method used

or the task.

Predict: The time an expert user wil! take to execute the task using
the system, providing he uses the method without error.

269. Given a large task, such as editing a large document, a user will break it into a
series of small, cognitively manageable, quasi-independent task, which are called unit tasks.
The task and the interactive system influence the structure of these unit tasks, but unit tasks
appear to owe their existence primarily to the memory limits on human cognition. The
importance of unit tasks for analysis is that they permic the time to do a large task to be
decomposed into the sum of the times to do its constituent unit tasks. For the purpose here, a
unit task has two parts: (1) acquisition of the task and (2) execution of the task acquired.
During acquisition the user builds a mental representation of the task, and during execution the
user calls on the system facilities to accomplish the task. The total time to do a unit task is the
sum of th: time for these two parts:

Trask = Tacquire + Texecute (1)

270. The acquisition time for a unit task depends on the chasacteristics of the larger task
situation in which it occurs. In a manuscript interpretation situation, in which unit tasks are
read from a marked-up page or from written instructions, it takes about 2 to 3 seconds to
acquire each unit task. In a routine design situation, in which unit tasks are generated in the
user's mind, it takes about 5 to 30 seconds to acquire each unit task. In a creative composition
situation, it can take even longer. The execution of a unit task involves calling the appropriate
system commands. This rarely takes over 20 seconds (assuming the system has a reasonably
efficient command syntax). If a task requires & longer executicn time, the user will likely break
it into smaller unit tasks.

.84.-




-85- ACR43(Pancl 8YTR/L

271. A method is a sequence of system commands for executing a unit task thit forms a
well-integrated segment of a user's behaviour. It is characteristic of an expert user that he
encounters and that he can quickly (in about a second) choose the appropriate method in any
instance. This is what makes expert user behaviour routine, as opposed to novice user
behaviour, which is distinctly nonroutine.

272. Methods can be specified at several levels. A user actually knows a method at all
its levels, from a general sysiem-independent functional specification, down through the
commands in the language of the computer system, to the keystrokes and device manipulations
that actually communicate the method 1o the system. Models can deal with methods defined at
any of these levels. The keystroke model adopts one specific level - the keystroke level - to
formalise the notion of a method, leaving all the other ievels to be treated informally.

Table 3.1 Description of the Operators in the Keystroke Model

QPERATOR. DESCRIPTION IIME (SEC)
K Press key or button (includes shift or control keys).
Time varies with skill:
Best typist (135 WPM) 0.08
Average typist (55 wpm) 0.20
Typing complex codes 0.75
Worst typist 1.20
P Poin: with mouse to target on display 1.0

(foit~ws Fitt's Law. range 0.8-1.5 sec.)

H Home-hands-on keyboard (or other device) 0.40

Ding.ly)  Draw ny straight-line segments of tota! length 0.9ny4 + 0.614
I4cm (assumes drawing straight lines with a mouse)

M Mentally prepare 1.35

R(t) Kenponse by the system (only if it causes the user to wait) t

273. The keystroke mode! estimates the time required for an expert user to accomplish a
given task using a computer system. Task execution time is described in terms of four
physical-motor operators (K. P. H. and D), one mental operator (M), and one system
response operator (R), which are descnbed 1n Table 3.1. An encoding method is given for
specifying the series of operators 1n a tash pnor to applying the equation:

Texecute =TK * Tp + T + Tp + Tag+ TR (2)
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The keystroke model had been validated against eleven systems.
When Used

274. The keystroke model was evaluated by comparing calculated and observed
execution times in ten systems using 14 tasks, 28 operators, 1280 user-system-task
interactions. The systems included three text editors, three graphics systems, and four
executive subsysteras (Card et al., 1980, 1983). Model uses include (1) calculating
benchmarks for systems; (2) parametric analysis, where predictions are expressed as functions
of task variables; and (3) sensitivity analysis, where changes in the predictions are examined
as a function of changes in task or mode! parameters.

Procedures for Use

275. Given a task (involving a sequence of subtasks, the command language of a
system, the motor skill parameters of the user, the response time parameters of the system,
and the method used for the task), the keystroke model will predict the time an expert user will
take to execute the task. An example application is a text-editing task of replacing a five-letter
word with another five-letter word, one line bclow the previous modification. Using typical
keystroke operator times and assuming an average 3yping speed (Tg = 0.2 sec) gives these

results:

System A: Tcxecm‘ = ZTM + STK + 2TH + Tp = 6.1 sec 3)
System B: Texecye = 4Ty + 15T = 8.4 sec 4
Advantages

276. The keystrohe model can be viewed as a system design tool. It is quick and easy
to use, is analvtical. and does not require specialised psychological knowledge.

Limitat
277. The Keystroke-Level Maodel (KLM) has several restrictions:

(1) The modei applies 1o the behaviour of experienced users, who
have lower vanability. No metrics are available for low or
moderately expenenced operators.

(2) The model assumes error-free performance.

(3) Proper task analysis and encoding are prerequisites.

(4) Tasks that reguire acquisition time (to perceive, read, or interpret

displayed information) are nox covered directly by the keystroke
model.
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(5) With highly repetitive tasks, users reduce their mental time below
the model's predictions.

(6) The model does not apply to tasks that emphasise mental
operations (¢.g., composing text).

278. These restrictions are important and must be carefully considered when using the
model. Yet the model secems to represent an appropriate idealisation of this aspect of
performance and is a flexible tool allowing the system designer to deal systematically with this
aspect of behaviour. The Keystroke-Level Moxlel predicts only one aspect of the total user-
computer interaction, namely, the time to perform a task. But there are many other important
aspects of performance, there are nonexpert users, and there are nonroutine tasks. All of these
must be considered by the system designer. Scientific models do not eliminate the design
problem, but only help the designer control the dlifferent aspects.

Agalication Exarol

279. Example applications have provided evidence for the keystroke model in 2 wide
range of user-computer interactions. Given the method used, the time required for experts to
perform a unit task can be predicted to within about 20 percent by a linear function of 2 small
set of operators. This result is powerful in permitting prediction without having to do any
measurements of the actual situation and in expressing the prediction as a simple algebraic
expression. The basic application - to predict a time for a specific situation by writing down a
method and computing the value - has been sufficiently illustrated in the course of an
experiment, where such point predictions were made for 32 different tasks involving 10 highly
diverse systems.

Jechnical Deail

280. There exists a very broad documentation of the model and related gata (Card et al.,
1983} so that an interactive mode! implementatica could be developed.
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Future Needs

281. It is possible to formulate more complicated and refined models than the
Keystroke-Model by increasing its accuracy or by relaxing some of its serious restrictions
(e.g.. models that predict methods or that predict errors). One of the great virtues of the
keystroke model is that it puts a lower bound on the effectiveness of new proposals. Any new
proposal should do better than the keystroke model to merit serious consideration.
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3.3.8 The Model Human Processor
S Descriut

282. The Model Human Processor (MHP) approach of Card, Moran, and Newell
(1983) allows the system designer to make general predictions mainly about the time it will
take to carry out tasks. The primary means by which it is able to do this is by adopting a
strongly parametrised representation. The model human processor can be described by a set
of memories and processors together with a set of principles of operation. The model human
processor comprises three interacting subsystems: (1) the perceptual system, (2) the motor
system, and (3) the cognitive system, each with its own memories and processors. The
perceptual system consists of sensors and associated buffer memories, the most important
buffer memories being a visual image store and an auditory imuge store to hold the output of
the sensory system while it is being symbolically coded. The cognitive system receives
symbolically coded information from the sensory image stores in its working memory and
uses previously stored information in long-term memory to make decisions about how to
respond. The motor system carries out the response. As an approximation, the information
processing of the human is descrined in the model human processor as if there were a separate
processor for each subsystem: a perceptual processor, a cognitive processor, and a motor
processor. For some tasks (pressing a key in response to a light) the human must behave as a
serial processor. For other tasks (typing. reading. simultancous translation) integrated, parallel
operation of the three subsystems is possible in the manner of three pipelined processors: a
typist reads one word with the percepiual processor, passing it on to the cognitive processor,
while at the same time typing the previous word with the help of the motor pracessor.

History and Source

283. The Model Human Processor (MPH) has been develop22 by S. K. Card, T. P.
Moran, and A. Newell at Xerox Palo Alio Research Center (PARC.

Product and Purpose

284. The model human precessor is illustrated in Figure 3.12. The working memory
consists of activated chunks in the long-term memory. Sensory information flows into the
working memory through the perceptual processor. Motor programmes are set in motion
through activation of chunks in the working memory. The basic principle of operation of the
model human ‘pmccssor is the recogmise-act cycle of the cognitive processor: On each cycle,
tlic contents of the working memory activate actions associatively linked 10 them in the long-
term memory, which in tum modify the contents of the working memory. The memories and
processors of the model human processor are described by a few parameters. The most
imporstant paameters of 2 memory are .

M, the storage capacity

d. the decay constant

X, the main code type.

285. The most important parameter of a processor is t, the cycle time (the time to

process a minimum, vnit of information). There is no separate parameter for memory access
ame since it is inclused in the processor cycle time.
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Fig. 3.12 The model human processor (Card et al., 1983).

286. Very shortiy after the onset of a visual stimulus, a representation of the stimulus
appears in the visual image store of the model human processor. For an auditory stimulus
there is a corresponding auditory image store. These sensory memorics hold information
oa(;ded p};yfizcally. that is, as an unidentified, nonsymbolic analogue to the external stimulus

igure 3.12):

Kyis = physical,
KAlS = physical.

287. The perceptual memories of the model human processor are intimately related to
the cognitive working memory as Figure 3.12 depicts schematically. Shortly after a physical
representation of a stimulus appears in one of the perceptual memories, a recognised,
symbolic, acoustically (or visuaily) coded representation of at least part of the perceptual
memory contents occurs in working memory.

288. As an index of memory decay time, the half-life is used, defined as the time after

which the probability of retneval is less than 50 %. The visual image store has a half-life of
about

Syis=.  (90-1000) msec,
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but the auditory image store decays more slowly,
SMS = 1500 (900-3500) msec,

censistent with the fact that auditory inforr::ation must be interpreted over time. The capacity
of g\cc \éi;uual image store is hard to fix precisely, but for rough working purposes may be taken
to be about

Hyis = 17 (7-17) letters.

289. The capacity of the auditory image store is even more difficult to fix, but would
seem to be around

HAIS = 5 (4.4-6.2) letters,

290. Thecycle time tp of the perceptual processor is related to the so-called unit impulse

response (the time response of the visual system to a very brief pulse of light), and its duration
for purposes of the mode! human processor is taken to be

tp = 100 (50-200) msec.

.291. As modelled by the model human processor, movement is not continuous, but
consists of a series of discrete micromovements, each requiring about

M = 70 (30-100) msec,

which is identified as the cycle time of the moior processor. The feedback loop from action to
perception is sufficiently long (200-500 msec) that rapid behavioural acts such as typing and
speaking must be executed in bursts of preprogrammed motor instructions.

When Used

292. (see Card et al., 1981; 1983: 1986)
Procedures for Usg:

293. (see Card et al., 1981; 1983; 1986)
Advantages

294. The advantage of the model human processor approach is that it provides a
common processing architecture within which a whole class of psychological phenomena can
be expressed. One cleur advantage of this is that one acquires a common language for
characterising a wide range of behavioural data that were previously hard to relate to one
another. More importantly, this practice of casting a range of phenomena into a single
architecture provides a set of constraints that set theoretically motivated limits on how such
behaviours can be described. This stands in contrast to the familiar proliferation of
descriptions developed to account for different psychological observations.
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Limitat

295. One limitation of the MHP approach is that, in order to achieve its degree of
parametrisation, the behaviour that is dealt with must be highly idealised in nature. This is
largely due to the fact that since practically no knowiedge can be operationally defined at this
level of parametrisation there is no capacity to deal with flexibility of behaviour or errors.

Application E I
296. (sec Card et al., 1981; 1983; 1986)
Technical Detail

297. (see Card et al., 1981; 1983; 1986)
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Euture Needs

298. According tc Card et al. (1983), there are at least three areas where the description
of the model human processor might be significantly expanded at some cost in simplicity. The
first area is the semantic description of long-term memory. As the study of long-term memory
proceeded, it became evident to psychologists that, to understand human performance, the
semantic organization of long-term memory would have to be taken into account. They have
not described semantic memory in any depth here. The second area is the description of the
perceptual processor. In the simplified description they have given of perceptual processing,
they have skipped over considerable detaii that is appropriate at a more refined level of
analysis. A description based on Founer analysis could be used to replace various parts of the
model for describing the interactions of visual stimuli with intensity and distance, The third
area is the description of the cogmtive processor. They have not said rnuch in detail about the
control structure of the cognitive processor, but it is necessary to consider the processor's
control discipline if interruptability, errors, multiple-tasking, automaticity, and other
phenomena are to be thoroughly understood. A more detailed description of the recognise-act
cycle, and how the characteristics of simple decisions arise from it, might be given in terms of
a set of production rules.
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3.3.9 Ouasilinear Models and McRuer's Law of Manual Control
S Descrioti

299. The quasilinear model approach is used to predict closed-loop system response as a
function of the controlled system dynamics and input stimuli. Results are presented in the
frequency domain and estimates of phase and gain margins can be deduced. This class of
models has been shown to be quite accurate in modelling and predicting performance for
compensatory tracking tasks using a single display and controller.

History and Source

300. Although Tustin (1947) was the first to suggest that a servomechanism theory
approach could b2 used to model the human operatc: in a manual control task, the most
significant work undertaken in this area has been by McRuer and coworkers at Systems

Technology, Inc., Hawthorne, Calif., USA. This is reflected in the survey publications by
McRuer et al. (1967, 1969, 1974) and McRuer (1980) as well as in numerous studies.

Product and Purpose

301. The human controller is complicated to describe quantitatively because of his
enormous versatility as an information processing device. Figure 3.13 shows the general
pathways required to describe human behaviour in an interactive man-machine system wherein
the human operates on visually sensed inputs and communicates with the machine via a
manipulative output. This control system block diagram indicates the minimum number of
human operator processing stages needed to characterise different behavioural features of the
human controller. To describe the components of the fig..: - <tart at the far right with the
controlled element; this is the machine being controlled by tu¢ human. To its left is the actual
interface between the human and the machine - the neuromuscular actuation system, which is
the human's output mechanism. This in itself is a complicated feedback control system
capable of operating as an open-loop or combined open-loop/closed-loop system, although
that level of complication is not explicit in the simple feedback control system shown here.
The neuromuscular system comprises limb, muscle, and manipulator dynamics in the forward
loop and muscle spindle and tendon organ ensembles as feedback elements. All these
clements operate within the human at the level from the spinal cord to the periphery.

302. There are other sensory sources, such as joint receptors and peripheral vision,
which indicate limb output position. These operate through higher centres and are subsumed
in the proprioceptive feedback loop incorporating a block at the perceptual level further to the
left in the diagram. If motion cues were present, these too could be associated in a
proprioceptive-like block. The three other pathways shown at the perceptual level correspond
to three different types of control operations on the visually presented system inputs.
Depending on which pathway 1s effectively present, the control structure of the man-machine
system can appear to be open-loop, or combination open-loop/closed-1oop, or totally closed-
loop with respect to visual stimuli. When the compensatory block is appropriate at the
perceptual level, the human controller acts in response to errors or controlled element output
quantities only. With this pathway operational, continuous closed-loop control is exerted on
the machine so as to minimise system errors in the presence of commands and disturbances.
Compensatory behaviour will be present when the commands and disturbances are random-
appearing and when the only information displayed to the human controller consists of system
errors or machine outputs.

.93.




ACR243(Panel 8)TR/1 -94.

r PERCEPTUAL r- NIUROWMUSCULAR ;.
ACTUATION SYSTEM

| "

— e e o e o

Puromt
\/
H [} _.PI Outpt 1 pmaching | OVism
| ' ] R L ¢ Y "
§i
syl Syoem! |
L € H L Sondie / Tonden

I FEy S,

Figure 3.13 Major human operator pathways in a man-machine system (McRuer, 1980).

303. When the command input can be distinguished from the system output by virtue of
the display (e.g., signals i and m are shown or detectable as separate entities relative 1o a
reference) or preview (e.g., as in following a curved pathway), the pursuit pathway joins the
compensatory. This new pathway provides an open-loop control in conjunction with the
compensatory closed-loop error-correcting action. The quality of the overall control can, in
principle, be much superior to that where compensatory acts alone. An even higher level of
control is possible. n complete familiarity with the controlled element dynamics and the
entire perceptual field is achieved, the operator can generate neuromuscular commands which
are deft, discrete, properly timed, scaled, and sequenced so as to result in machine outputs
which are exactly as desired. These neuromuscular commands are selected from a repertoire
of previously leamed control movements. They are conditioned responses which may be
triggered by the situation and the command and control quantities, but they are not
continuously dependent on these quantities. This pure open-loop programmed-control-like
behaviour is called precognitive. Like the pursuit pathway, it often appears in company with
the compensatory operations as dual-mode control -- a form where the control exerted is
initiated and largely accomplished by the precognitive action and then may be completed with
compensatory error-reduction operations.

304. A quasilinear or continuous describing function model of the human operator may
be defined as the approximate linear model of a non-linear system which minimises the
remnant. The remnant is defined as the portion of the human operator’s control output power
that is not linearly correlated with the system input. Over the years many investigators have
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used this basic approach to develop human operator models. However, the two models most
widely known and accepted are:

a. The Five Parameter Quasilinear Model:

NEUROMUSCULAR
HUMAN TIME SERIES ACTUATION
OPERATOR GAIN DELAY EQUALISATION SYSTEM
Yp(w) » Kp . gjut R Ty iw+1 . 1
Tyjo+1 Tnjor+t (1)
Yp(jw):  human operator describing function
Ty/Ti:  lead/lag time constants
TN: neuromuscular time constant
b. The Crossover Model or McRuer's Law:
HUMAN CONTROLLED
OPERATOR ELEMENT
Yp(io) . Y(jw) = e - jore. 03]

Yp(ja):  human operator describing function
Yc(jw):  controlled element transfer function

W
T effective time delay

crossover frequency

305. The crossover model or McRuer's law of manual control denotes a relationship in
the transfer characteristics of the human operator and the controlled clement. The name
"crossover” is connected with the model's frequency range of validity. The model assumes
that the operator of a dynamic system tries to achieve low error and system stability by
behaving in a way that makes the operator and the system together respond as a first-order

system in the input bandwidth region. The crossover model describes the product Yp * Y¢» by
a first order system with a time delay. The function yields a high gain at low frequencies and a
low zain at high frequencies, so the system has low error and is stable. However, there wil}
always be some time delay, 1. so there will inevitably be a frequency at which phase lag is
greater than 180 deg. According to the crossover model, the operator will maintain a high
open-loop gain so that crossover frequency is just below the frequency of 180 deg phase lag
and a small phase margin is preserved. The equation is called a describing function rather than

a transer function because the human operator is not truly linear, and the model is thus a
guasi-linear n:odel. There is 2 portion of the human response that is linearly related to system
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input and is accounted for by the describing function, but there are also some nonlincar
components collectively referred to as remnant. The remnant components contribute a
relatively small proportion of the variance in the total response and are added to the output
signal. Remnant sources are (1) variations in operator lags net related to input or system
dynamics, (2) threshold effects in which small changes are disregarded, (3) intermittency of
processing, (4) discrete impulse control, (5) random noise. This is shown in the generalised
man-machine system structure of Figure 3.14.
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| Controlied () yit)
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Fig. 3.14 A genenlised man-machine system structure (McRuer, 1980).

When Used

306. Stability of aircraft and other control systems can be predicted in the design stage
from this model and knowledge of the transfer function of the system. Workload and
associated problems such as the effects of fatigue and stress can also be predicted. The
models are useful for design of manual control experiments.

Procedures for Use

307. The structure of the models allows z set of free parameters to be adjusted to match
the performance for particular task requirements and/or system dynamics. Parameters and
their values can be found in the references.

Advantages

308. This approach is a powerful and relatively convenient tool for the analysis of
human performance in simple manual control tasks. Validation of the model involves placing
human operators in a simulated system and varying parameters such as the transfer function of
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the system. Closed-loop stability of aircraft can be predicted from coupling the model with the
aircraft transfer function; pilot workload can be predicied from the lead time constant Ty . The

model also predicts changes in the Bode ploi as a result of operator factors such as stress,
fatigulc. dll;li task loading, alcohol, practice, etc. A number of studies seem to bear out the
model well.

Limiag

309. The crossover model only applies to0 a stationary situation, where the task variables
are constant and the pilot response characteristics are aiso stationary and repeatable. The
model requires a - 20 dB/decade slope for the combinzd controlled-element transfer function
and operator (describing-function) response. As a quasi-linear model, it exhibits the main
features of human operators, but does not model significant nonlinearities, which may be
quite large for higher- order systems. As a frequency domain model, it does not easily
account for time-domain behaviour such as step responses or transient ramp inputs. As an
empirically developed model, it is based on observed human responses rather than on an
analysis of the processing mechanisms used by thc operator. The effects of mode switching,
short-term adaptation, learning of the pilot, or time-varying behaviour in the task variables
cannot be treated with this model. Little account is taken of different individual operator styles
or strategies. Several limitations are encountered when attempting to model complex cases:

(1) Medelling of multi-input/multi-output tasks can be 2ccomplished,
but some expentise is required in specifying loop closurcs and their
specific forms.

(2) The task input signals must be stationary.

(3) Model parameters are likely 1o vary from task to task thus making
this approach less useful for performance prediction.

(4) Operator remnant is generally not dealt with effectively, again
limiting accuracy in prediction of man-machine performance.

application E l
310. Numerous applications have been cited in the literature, e.g.:

(1) Models for use in car and aircraft control applications (McRuer,
Krendel, 1974).

(2) Estimation of vehicle handling qualities (McRuer, Jex, 1967).

(3) Modelling environmental stress effects such as vibration (Jex,
Magdaleno, 1978).

{4) Modelling the performance of roli-lateral flight control tasks under
visual only or visual-plus-motion situations (Jex et al., 1981).




Technical Deail

311. Technical details and information on software (for IBM PCs and compatibles) are
given by Allen et al. (1989).
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Euture Needs

312. Although developed nearly 30 years ago. the application of the quasilinear models
still is in its carly stages and many questions remain 10 be answered. There is need for
additional data and appropriate experimental paradigms. Two areas for future research should
be mentioned: (1) extension to additional tasks and (2) extensions for skill acquisition. There
are many tasks in everyday life that require almost continuous human control for their
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successful and safe completion. Driving an automobile, riding a bicycle, and flying an aircraft
are three examples among many. Each of these tasks involve the human being acting as a
feedback element in a closed-loop control system. Indeed, the control theory paradigm which
has evolved in the intervening years has been so useful in quantifying control-related human
behaviour that it has become a fundamental mode of thinking on the part of most manual
control practitioners. Development of models o leaming behaviour (i. e., controi-strategy
development) is one of the important remaining theoretical frontiers in manual control. Models
of this sort have ready application to the design of training simuiators.




AC243(Panel 8)TR/! - 100 -

3.3.10 Qptimal Control Model (QCM) of Man-Machine Systems
S Descriot

313. The optimal control model (OCM) represents human performance in manually
controlied systems. The model is able to predict task performance (e.g., rms control activity
and error) and human control characteristics (¢.g., Bode plots of human operator describing
functions). What differentiates the optimal control model from other models of the human
operaior are the methods used to represent human limitations, the inclusion in the model of
elements that compensate optimally for these limitations, explicit representation of the human's
internalisation ("internal molel”) of the control task, and the extensive use of state-space
concepts and techniques of modern control theory.

Sutwbangne, o)

Comew
Cosroter Ovipnd Oy s, inlchseBueofe Ougtoyed Vorudis
oft) git)eCaolu

HUMAN OPERATOR
= sms a7
: WaR AL STSTEY :
o ! o) !
Syviem Cvonpny | Drwves !
_M, - Co "“- e | ao Sew “r'*" | Porconns vruaies. pp ;::’
[1...1]" st [ im : 300 | g amen Forgr) :I.M'r"‘r)","-v) [
! i
' :
S L- J -
Yo it e 3 Ay, FRicwny Yy mowp, Jith

Fig. 3.15 Optimal control model (OCM) of man-machine systems
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314. The nodel was developed by Kieinman, Baron, and Levison (1971) at Bolt,
Beranek and Newman, Inc., Cambridge, Mass. Surveys are given by Baron and Levison
(1980), Baron (1984), and Levison (i989).

Product and Purpose

315. The optimal control model (OCM) has been developed using modem control and
estimation theory. It assumes that a well-trained and well-motivated human controller behaves
cptimally to achieve a specified periormance criterion J, subject to certain internal constraints
on the human's iuformation-processing capabilities and subject to the operator's
understanding of task objectives. This assumption is consistent with notions of human
response behaviour discussed in the psychological literature. The model is a stochastic time
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domain model of the human. It explicitly models human remnant characteristic. and is not
limited to stationary inputs. The model further assumes that the human controller has an
internal model of both the system and the forcing function which drives it. This model enables
an estimatior of system state which is limited by available perceptual dzta that are noisy and
Gelayed. Further limitations include additional motor noise and a neuromuscular lag resulting
in a maximum bandwidth. The optimal control model (Figure 3.15) is composed of several
submodels:

(DA model that translates displayed variables into noisy,
yed, perceived variables.

(2) 2An information processor consisting of an optimal estimator and a
predictor that gencrates estimates of the system states based on the

(3) A set of optimal gains selected to minimise a chosen quadratic cost
function.

(4) An output mode! that accounts for huinan motor-response
limitations including bandwidth and noise.

316. In the optiziai control model (Fig. 3.15), the information from the display is
corrupted by coservation noise introduced by the human cperaior. This noisy representation
cf e display information is then delayed by an amount, t, repcesenting the internal human
processing delay. The model then uses a Kalman filtes end prdictor 10 estimate system stute.
The conirol motion is then gencrated with the optimal gzin matrix operating on the best
estimate, x {t), of the system state, x (t). The optimal gain matrix is determined by minimising
a quadratic cost functional,

1.5{};._‘}; {Zq,x?uiufuiif]‘}
oli

where x is the system state variable, u and © are control variables, and q,r, and g are
weightings for the different variables. This reduces to

:.5{};'.qixf+riu? qi&?}d

in the steady stae.

$))

2

317. Just as an observation noise is postulated to account for perceptual and central
processing inadequacies, a motor noise is introduced to account for the human operator’s
inability to generate noise-free control actions. Finally, the noisy control response is smoothed
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by a filter that accounts for an operator bandwidth constraint. In this manner, noise is treated
as an integral part of the inodel, rather than as an external remnant, which is the approach used
by the crossover model.

When Used

318. It can be used especially at the design stage in the development of a prototype
vehicle. It can be used in the design of vehicle or process control systems, especially those
which involve transient (siep or ramp) inputs; modelling human decision making, reliability
assessment, and workload: design of slowly responding and monitering systems; deciga of
simulations and experiments. The results can be either in graphical or statistical form.

Procedures for Use

319. Two basic categories of parameters must be adjusied in order to predict
performance: (a) parameters which represent inherent human perceptual-motor limitations,
and (b) parameters which represent information sources available to the human in a given task.
Parameters and values are included in the references. To apply the optimal control model, the
following features of the machine systemvenvironment must be specified:

(1) A linearised state variable representation of the system being
controlied.

(2) A stochastic or deterministic representation of the driving function
of environmeantal disturbances to the system.

(3) A linearised display vector summarising the sensory information
used by the operator. o

(4) A quantitative statement of the performance criterion or cost
functiona! for assessing operator/machine performance.

Advaniages

320. The state space structure of the model makes it very flexible for use in a variety of
control tasks. Transitions from time domain to frequency domain are possible. The model
was validated in a set of manual control experiments in which experienced operators tracked

systems with K, K/s, and K/s2 dynamics in a compensatory task (Kleinman, Baron, Levison,
1971). In acdition, the OCM was validated against simulated results relating to the hover
control of a VTOL aircraft.

Limitas

321, Ag with all optimal control solutions the OCM is only optimal in the sense of the
chosen quadratic cost function and may well be sub-optimal in others. The model describes
the behaviour of skilled operators of dynamic systems, but it does not answer the question of
how human operators come to behave in an optimal manner. Further restrictions are:

(1) The model is validated for use in continuous systems.

(2) The model is limited to systems which can be linearised.
-102 -
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(3) The application of the model requires considerable experience with
its use.

(4) The model is complex, and its use in many applications requires a
large amour:t of computation.

s polication Examol

322. The OCM has been apolied (mostly with regard to aircraft flight) as a predictive
and as a diagnostic tool. Arcvac of appiication include display design and evaluation, control
design and evaluation, prediction of aircraft handling qualities, simulator design and
evaluation, analysis of tasks invalving transient manoeuvres, effects of environmental stress,
and supervisory control. Examples in each area are summarised in this section.

323. The OCM has been used in numerous studies to evaluate the effectiveness of
aircraft flight displays (Baron, Levison, 1975, 1977). In some cases, model predictions have
been compared with data; in others, the OCM has been employed as a purely predictive tool.
The effects of differert display formats and display symbology were predicted in cases where
the aircraft was subjected to turbulence and/or constant updrafts. The ability of the pilot to
estimate these external disturbances, and take the appropriate corrective: action to minimise
glide path errors was analysed. Predictions of system performance were compared with data
obtained in independent expetimental investigations. The model-data agreements were
excellent and deinonstrated the model’s ability to predict the time-varying adaptability of a pilot
to updraft disturbances.

324. Although display problems have received the most attention, other aspects of the
system design problem have not been neglected completely. Levison and Houck (1975) have
explored the use of the model in analysing control stick design problems in a vibration
environment. Stengel and Broussard (1978) have used the basic structure of the OCM along
with some assumptions concerning sub-optimal adaptation 0 detennisie stability boundarics in
high-g manoeuvring flight. Schmidt (1979) has proposed a design procedure for stability
augmentation systems based on closed-loop analysis with the OCM.

325. Display and control design are two of the factors that influence a vehicle's handling
qualities as reflected in the piiot's ability to achieve acceptable system performance at
reasonable levels of mental workload. Although aircraft handling qualities are specified, for
the most part, in terms of vehicle response charactenstics alone, the formal acquisition of
subjective pilot opinion is an important aspect of aircraft evaluation and acceptance. Thus, a

need exists for a reliable analytic tool for predicting pilot opinion ratings, especially for new

aircraft configurations and task enviionments. Hess (1977) noticed that, for a variety of
experimental results that he matched with the OCM, the objective performance index varied
monotonically with subjecuve pilot opinion ratings, and he suggested use of the OCM as a
predictor for pilot ratings. Because of the rich set of performance metrics that can be derived
from steady-state tracking data, most OCM validation studies (and most applications) have
involved consideration of steady-state control tasks. Nevertheless, the OCM is theoretically
capable of reating non-steady-state control tasks.

326. Military operational environments may subject the human operator to substantial
physical stress. In some cases, the stress is a direct consequence of the flight task (e. g.,
vibration, sustained high acceleration); in other cases, stress may be induced by an opponent
as a defensive measure (. g.. optical countermeasure). Such considerations have motivated
application of the OCM 1o tasks involving actual and simulated environmentai stress. A series
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of studies was conducied to develop a methodology for modelling the effects of high-
frequency vibraiion on piiot response behaviour and total system performance (Levison,
1978). This effor: lcd to a mode? structure which combines the OCM with a biodynamic
mode! of the human operator. As part of this structure, a set of rules were developed for
relating certain OCM parameters (specifically, time delay and motor noise covariance) to
biodynamic response parameters.

327. The above studies all focused on the operator in continuous control tasks. But the
structure of the OCM, pasticuiariy the infermation processing sub-model, also lends issclf io
modeliing tasks in which monitoring and decision-making are the major concems of the
operator. The first aitempt to exploit this aspect of the OCM was by Levison and Tanner
(1971} who studied the problem of how well subjects could determine whether a signal,
embedded in added noise, was within spacified tolerances. Their experiments were a visual
analogue of classical signal detection experiments except that “signal-present” corresponded to
the situation of the signal being within tolerance. They rerained the estimator/predictor and the
cquivalent perceptual models of the OCM and replaced the control law with an optimal
(Bayesian) decision rule just as has been used in some other behavioural decision-theory
models. Phatak and Kleinman (1972) examined the application of the OCM information
processing structure ic failure dztecticn aid suggested several possit:de theoretical approaches
to the problem. Gai and Cuiry (1976) used the OCM information processing structure to
analyse failure detection in a simple laboratory task and in an experiment simulating pilot
monitoring of an automatic approach. They reported good agreement between predicted and
observed detection times for both the simple and more realistic situations. In the latter case,
the model was used in 2 multi-instrument monitoring task and accounted for attention sharing
in the usual OCM fashion.

328. It has also been extensively applied by the US Air Force Aerospace Medical
Research Laboratory to a number of manual control problems, e.g.,

(1) Modelling single axis flight conuol performance under visual only
or visual-plus-motion conditions (Levison, Junker, 1977).

(2) Modelling the effects of acoclcmk;n stress on human performance
during air-to-air tracking tasks (Kom, Kleinman, 1978).

(3) Studying the effects of high frequency vibration (Levison, 1978).

(4) Prediction of altitude holding performance in the presence of linear
perspective visual cues (Levison, Warren, 1984).

Techaical Desail

329. Scveral impiementations of the optimal control model are available. The
MANMOD computer programme (Baron, Berliner, 1974) has been developed to implement a
flexible and efficieat version of the model that can be used to study time-depeadent effects,
such as disturbance variations and instrument switchovers. In addition, the incorporation of
display-relsted thresholds and resolution limitations allows one to study the cffects of
instrument modification. MANMOD (wnitien 1n FORTRAN) has beea designed for interactive
operation and can be extended to a rather general programme for a wide field of spplications,
including display monitoring and decisior making, in stationary and unstationary
environments.
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330. The PIREP programme has been developed to implement an extended version of
the optimal control model (Doyle, Hoffman, 1976). As opposed to the conventional model,
PIREP incorporates certain effects of visual instrument scanning and attention allocation
(including an optimising procedure) as well as motion cues sensed by the vestibular system.
As opposed to programme MANMOD, PIREP is restricted to the study of time-independent
effects and is not designed for interactive operation.

331. The optimal control model has been implemented with a general purpose control
systems analysis programme ( Program CC: Thompson, 1985) that runs on IBM-PC
compatible computers. Program CC inclides a comprehensive selection of tools and
algorithms for frequency domain analysis, time domain analysis, sampled data systems, multi-
input/multi-output systems, state space methods, and optimal control procedures. Program
CC provides two human performance modelling approaches, (1) the optimal control model
and (29)stghc quasilinear models and McRuers's law described in section 3.3.9 (see also Allen et
al., 1989).

332. The OCM has been implemented as the SSOCM (Steady-State Optimal Control
Model) computer programme for operation on a Digital Equipment Corporation VAX machine
using the VMS operating system and for IBM PC-, XT-, and AT-compatible personal
computers using the DOS environment (Levison, 1989). The SSOCM software system is
used to predict operator/vehicle behaviour in linear, steady-state control tasks. A model for
task interference and attentional workload is incorporated in the programme, and perceptual
limitations such as thresholds and resolution limitations can be accounted for. This
implementation of the "stcady-state” mode! treats operator/vehicle tasks in which all problem
variables may be considered as zero-mean Gaussian processes having stationary statistics.
The steady-state model implementation takes advantage of the mathematical properties of linear
systems driven by Gaussian noise to yield directly the statistics of the problem solution. The
problem solution is, of course, consistent with the conceptual mode! described above. The
inputs to the stcady-state model consist 2ntirely of parameters that describe the task
environment and the operator, as described in the preceding discussion of the conceptual
model. Because no time histories are generared, there are no input signals directly analogous
to the external forcing-function time histories that would be required in a simulation
experiment. In the steady-state mode! implementation, the operator’s internal model of the
task environment must be identical to the linear model of the task environment.

References

Allen, R. W,, McRuer, D. T., & Thompson, P. M. (1989). Dynamic systems analysis
programmes with classical and optimal control applications of human performance models.
McMillan, G. R, Beevis, D., Salas, E., Strub, M. H., Sutton, R., & van Sreda, L. (Eds.).

(1989). Applications of human performance models to system design. New York: Plenum.

Baron, S. & Kleinman, D. L. (1969). The human as an optimal controller and

information processor. [EEE Trans, Man-Machine Systems, 10, (1), 9-17.
Buon. S. &. Berliner, J._E. (1974).

. (BBN Report 2704). Cambridge,
MA: BBN Laboratories.

Baron, S. & Levison, W. H. (1975). An optimal contro! methodology for analysing the
effects of display parameters on performance and workload in manual flight control. JEEE

Trans, Syst. Man, and Cybern. .3, (4), 423-430.
- 105 -




Baron, S. & Levison, W. H. (1977). Display analysis with the optimal control model of
the human operator. Human Factors, 19, (5), 437-457.

Baron, S. & Levison, W. H. (1980). The optimal control model: Status and future
directicns. Proceedings, IFEE Conference on Cybernetics and Society. New York: IEEE

Baron, S. (1984). A control theoretic approach to modclhng human supervisory control
of dénamnc systems. In W, B. Rouse (Ed.),
reenwich, CT: JAI Press.

Boff, K. R. & Lincoln, J. E. (Eds.) (1988). Engincering data compendium, human
(4 Volumes). Wright-Patterson Air Force Base, OH: Acrospace

perception and performance
Medical Research Laboratory.
Doyle, K. M. & Hoffman, W. C. (1976). Pilot modelling for manned simulation:

L PIREP user manual. (AFFDL-TR-76-124). Wright-Patterson Air Force Base, OH:
Flight Dynamics Laboratory.

Gai, E.G. & Curry, R.E. (1976). A model of the human observer in failure detection
tasks. JEEE Trans. on Syst.. Man, and Cybem., 6. (2), 85-94.

Hess, R. A. (1977). Prediction of pilot opinion ratings using an optimal pilot model.
Human Factors, 19, (5), 459-475.

Hess, R. A. (1987). Feedback control models. In: G. Salvendy (Ed.), Handbook of
human factors. New York: J. Wiley.

Kleinman, D. L., Baron, S., & Levison, W. H. (1971). A contml theoretic approach to
manned-vehicle systems analysis. IEEE Trans, Autom. Control, 16, 8§24-832.

Kleinman, D.L. & Curry, R.E. (1977). Some new control theoretic models of human
operator display monitoring. [EEE Trans, Syst. Man, and Cybern.. 7, (11), 778-784.

Komn, J. & Kleinman, D. L. (1978). Modelling the effects of high-G stress on pilots in a
tracking task. Proc., Fourtcenth Annual Conference on Manual Control. (NASA Conf. Pub.
2060). Moffctt Field CA: NASA/Aines Res. Cent.

Levison, W.H. & Tanner, R. B. (1971). A control-theory model for human decision
making. Seventh Annual Conf, Manual Control, (NASA SP-281). Washington, DC: National
Acronautics and Space Administration.

Levison, W. H. & Houck, P. D. (1975). Guide for the design of control sticks in
yibration environments. (AMRL-TR-74-127). Wright-Patterson AFB, OH: Aerospace
Medical Research Laboratory.

Levison, W. N. & Junker, A. M. (1977). A model] ¢

for the pilot's use of motion cues in
roll-axis tracking task. (AMRL-TR-77-40). Wright-Patterson Air Force Base, OH: Aerospace
Medical Research Laboratory.

- 106 -




- 107 - ACRA3(Pancl 8 )TR/1

Levison, W. H. (1978). Model for human controller performance in vibration
environments. Aviation, Space, and Environmental Medicine, 49, (1), 321-327.

Levison, W. H. & Warren, R. (1984). Use of linear perspective cues in a simulated
height regulation task. i C . (NASA Conf.
Pub 2341). Moffett Field CA: NASA/Ames Res. Cent,

Levison, W. H. (1989). The optimal control model for manually controlled systems.
McMillan, G. R., Beevis, D., Salas, E., Strub, M. H., Sutton, R., & van Breda, L. (Eds.).
(1989). Applications of human performance models to system design. New York: P:znum.

237 2h§1;:Rucr. D. T. (1980). Human dynamics in man-machine systems. Automatica, 16,

Moray, N. (1986). Monitoring behaviour and supervisory control. In: K.R. Boff, L.
Kaufman, & J.P. Thomas (Eds.), Handbook of perception and human performance (Vol. 2.
New York: J. Wiley.

Pew, R.W., Baron, S., Feehrer, C.E., & Miller, D.C. (1977;. Critical review and
i i - ine ion. (BBN Report
3446). Cambridge, MA: BBN Laboratories.

Phatak, A.V. & Kiecinman, D.L. (1972). Current status of models for the human operator
as a controller and decision maker in manned aerospace systems. i ion

Manned Acrospace Systems. (CP-114). Neuilly-sur-Seine, France: AGARD.

Schmidt, D. K. (1979). Optimal flight contro} synthesis via pilot mode.lling. L. Guidance
and Control, 2, 308-312.

Stein, W, (1989). Models of human monitoring and decision making in vehicle and
process control. McMillan, G. R., Beevis, D., Salas, E., Strub, M. H., Sutton, R., & van

Breda, L. (Eds.). (1989). Applications of human pzdormance models to system design. New
York: Plenum. ‘

Stengel, R. F. & Broussard, J. R. (1978). Prediction of pilot-aircraft stability boundaries
and performance contours. JEEE Trans, Syst.. Man, and Cybem., 8, 349-356.

Thompson, P. M. (1985). Program CC version 3 user's guide. Hawthome, CA:

Systems Technology, Inc.

Euture Needs

333. Although developed 20 years ago, the aoplication of th optimal control model still
is in its early stages and many questions remain to be answered. There is need for additional
data and appropriate experimental paradigms. The major opportunity for extending the model
to other tasks 1s in the area of supervisory control. Although highly developed as a useful
analytical tool, further mode! development is recommended to both enhance predictive
capabilities for current applications and to extend the OCM 10 new applications and new kinds
of tasks. Three areas for future research are proposed: (1) improve predictive sccuracy for
high-order continvous control tasks, (2) develop models for skill acquisition and (3) extend to
additional tasks.
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334. As noted in the discussion on model application, reliable performance trends can
be often obtained using a fixed sct of values for pilot-related model parameters. Detailed
measurements of pilot response behaviour in a variety of laboratory tasks have been obtained
using these values. Nevertheless, if we consider the full range of laboratory results, certain
systematic deviations in these parameiers are observed. Specifically, motor time constants
greater than 0.1 seconds have been observed in tasks requiring the control of plants that
include high-order dynamics or significant delays. In addition, noise/signal ratios well below
the nominal value of -20 dB have been observed in certain situations, involving mainly control
of unstable dynamics. Additional study is also desired to enhance the predictive accuracy for
tasks involving transient inputs. The OCM has a structure that is suitable for treating
deterministic inputs; but, as explained earlier, predictions that orc obtains with the mode! are
highly dependent on the assumptions made concerning the operator’s knowledge of the input.

33%. Development of models for icarning behavicur (i. e., control-strategy
developrient) is one of the importani remaining theoretical frontiers in manual control.
Models ¢ f this sort have ready application to the design of training simulators. Because this
area of research (at least with regard to OCM application) is in its carly stage, it is not clear
what directions it will take. One approach is simply to construct an outer loop about the OCM
as currently structured; for example, discover a suitable set of rules for adjusting the pilot-
related model parameters from a set of values appropriate to some initial state of training to
another set of values typical of fully-trained pilots. A more analytically-oriented approach
would be to include a fourth adaptive element to the pilot model: an optimal identifier to
account for development of the pilot’s intemal model in a given task situation. This model
g:lccnr::lt ‘:‘vggl? account both for the rate of learning as well as the asymptotic structure of the
int el.

336. The major opportunity for extending the OCM to other tasks is in the area of
supervisory contro} (see the models DEMON and PROCRU in Chapter 4 of this report).
These control problems, as we have noted, involve monitoring, detection, decision-making,
and discrete and/or infrequent control. Most often, the systems are highly automated, require
more than one operator and are extremely complex. The principal feature of the OCM that is
useful for these applications is its information processing structure, but the underlying,
normative modelling perspective is also important, The application of the OCM, or its
derivatives to such problems, is in its early stages and many questions remain to be answered.
Among the more important are questions conceming the human's intemnal model for such large
scale systems, the appropriate control and decision cost functionals for these problems, the
modelling of attention-sharing strategies in time-varying situations, and the appropriate level
for incorporating and modelling aspects of the tasks that are important but are not likely to be
treated using the same techniques. It must be recognised that validation of such complex
models to the degree that manual control models have been and can be validated, will aot be
possible for some time, for both theoretical and practical reasons. One may not expect,
therefore, that supervisory contrcl models that are predictive, in the same sense as the OCM,
will be developed in the near future. Nonetheless, it should be possible to develop models of
supervisory control that will capture many essential features of tasks of interest and will prove
to be useful design, analysis, and evaluation tools.
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3.3.11 AModel of the Helicopter Pilot
S Desgriog

337. The pilot model was dev.loped to control a helicopter whose system dynamics
were fourth order. The decision process of the pilot is represented by a hierarchical aetwork.
Implicit in the design of the model is that the pilot samples the control variables periodically.
On receiving the sampled-data variables, the hierarchical decision network determines the
appropriate multi-loop closure and tracking characteristics for the whole system. It is assumed
that the pilot stabilises each variable in ordzr with loop closure from inside out, the order being
roll angle, velocity, and lateral deviation (position). Depending on the stability level of the
system, the tracking characteristics can be high bang-bang, medium bang-bang, or simple
tracking (gain plus lead). The tracking characteristics are implemented through a
neuromuscular dynamic model,

338. The model of a helicopter pilot was studied using simulation by Benjamin (1970).
The basic element of the pilot model is a decision hierarchy which determines the multiloop
closure and tracking characteristics of the man-vehicle system. Pilot model input is quantised
and used by the hierarchy to determine the specific loop to be closed and the particular transfer
function to apply to that loop. The pilot model and vehicle dynamics are implemented on a
computer. Model validation is provided by comparison of tracking records obtained from this
simulation of the vehicle with a human operator. Although developed for a vehicle with only
two lateral degrees of freedom, the pilot model is sufficiently general in form to allow its
extension to six degrees of freedom. As a fourth-order system, it is apglicable to the control
of not only the helicopter, but all VTOL vehicles. The reduction of higher-order inputs to zero
permits applicability to vehicles with lower-order dynamics. Its form is independent of the
input function.

History and Source

339. The model was developed by P. Benjamin (1970) while at Northwestern
University, Evanston, Iilinois, USA.
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Fig. 3.16 The helicopter pilot model
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Product and Purpose

340. The results from the pilot model correlated reasonably well with those obtained
from a fixed base simulator. Therefore the model can be assumed to duplicate the control
action of a helicopter pilot attempting to maintain a certain lateral position.

341. As shown in Figure 3.16, the angular accelerations of a helicopter are govemned by
the contro! stick. Without compensation in any form, a change in ssick position, d, causes a
change in the angle of attack of the rotor blades. This, in tum, results in a moment about the
centre of mass of the vehicle, the second integral of which is the roll angle, f. Since the lateral
thrust of the helicopter is proportional to the roll angle, the relation between the angle of attack
of the vehicle and an inertial position, y, also involves two integrations. Thus, the relationship
between control stick deflection and lateral position is a fourth-order function.

342. The pilot of a helicopter observing the world outside of his vehicle, or, in the case
of this experiment, the subject viewing his visual display, receives information with respect to
the current values of roll rate, roll angle, velocity, and position of his aircraft. As
diagrammed in Figure 3.17, he must evaluate this input information, perform some decision
function based upon the results of this evaluation, and then effect some appropriate movement
of the control stick. This pilot model considers the first of these, evaluation, in terms of
sampling and quantification of the input variables. The decision function is modelled as a
hierarchical network, and action is taken in terms of a neuromuscular dynamics model. In this
pilot model, roll, velocity, and position are quantified in four levels by three threshold values.
The "panic” threshold separates “very high” from “high" levels. The "maximum” threshold
divides "high” and "acceptable” levels, and the "minimum” threshold draws the line between
“"acceptable” and “"negligible” values of the three variables. Roll rate is not quantified.

343. To control a fourth-order systesn, such as the helicopter used in this experiment,
the human operator must generate a fourth-order lead. It has been shown, however, that
operators are generally capable of producing second-order or sometimes third-order lead. It
appears that the successful human controller of a higher-order system utilises a hierarchy of
control techniques. That is, although keeping track of the values of all variables, he tends to
stabilise each variable in order, with loop closure proceeding from the inside out. The first
order of the hierarchy is to maintain Jow roll angles. Once the angular variation has been
stabilised, the subject attempts to reduce his velocity to near zero. Once he has stabilised
himself at some position away from the required hover point, he attempts to correct his lateral
deviation. Of course, while stabilising roll he cannot allow a large positional deviation, but
once each order has been stabilised, maintaining stability becomes more of a simple gain task
than a lead task. Thus the complexity of the control task has been reduced by a simple
expedient of stabilising each loop successively from the inside out.

344, The full decision hicrarchy is summarised in flow diagram form in Figure 3.17.
Note that only one typs of control is effected (only one loop closed at a time) corresponding to
the highest level of the hierarchy which has input values in the range indicated. The result of
the decision hierarchy is a decision as to which loop to close and what type of tracking to use.
This defines a desired stick position, or a goal, toward which the stick is moved. Young and
Meiry (1965) have found that in conmrol of higher-order systems, the less stable the system the
more the human controller utilises a bang-bang type of control. This refers to the type of
control in which the operator moves the stick in discrete jumps and maintains a constant stick
position between jumps. In a previous study of helicopter control, the author noted that in
less stable sitvations requiring first- or second-order leads on the part of the operator, bang-
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bang control was elicited. As successive loops became stabilised and the requirement
switched increasingly toward a gain, the control stick movements tended away from bang-
bang control to simple tracking.

y VERY Yis . YES M YES
mcuy? poried A BANG BANG
mcuy? SIGN y ?
NO NO
d 113
.11 T} Low

micuy? Low

ACCRPTABLE

sparLs
y? TRACKING

Y L]
ACCIFTABLE CYCLIC STMPLE
y? TRACKING

0103l

Fig. 3.17 Decision flow diagram.
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345. The proposed helicopter pilot model uses dual-level bang-bang tracking and simple
tracking (gain plus lead) for each loop, depending upon the stability level of the closed loop.
The hierarchical controller, then, interprets the quantified input, decides which loop is to be
closed, and determines the mode of tracking to be unutilised in the control of this closed loop.
Thus, if roll angle is in the very high range, a decision is made to use high-level bang-bang
tracking. For high roll angle errors, low-level bang-bang tracking is utilised, and in the
acceptable range of roll, simple tracking suffices. For negligible level roll angles, the roll loop
is open.

346. The use of a decision hierarchy as a determinant of the multiloop closure and
tracking characteristics represents the major contribution of this model. Thus the concept of

the decision hierarchy and the stabilisation of the multiloop system by successive single-loop
closures constitute the primary contributions of this model.

When Used
347. To be used at the experimental design stage.

Procedures for Use
348. Not available.

Advantages
349. By using a digital simulation approach a complex man-machine system can be

analysed in a relatively straightforward manner. The form of the hierarchical decision network
is independent of the input function and can therefore be applied to other systems.

Limitas

" 350. This type of model requires considerable computer facilities for synthesis and
analysis.

A polication E )
351. Benjamin (1970) used the model to control the lateral position of simulated

helicopter high-order dynamics. It is claimed the structure of the model can easily be adapted
for controlling all VTOL Vehicles.

Technical Detail
352. Not available.

References

3 3%cnjamin. P. (1970). A hicrarchical model of a helicopter pilot. Human Factors, 12, (4)
1-374.
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Young, L. R. & Meiry, J. L. (1965). Bang-bang aspects of manual control in higher
order systems. JEEE Trans. on Automatic Control, 19.536- 341.

Euture Needs

353. Although the pilot mode! was developed in a somewhat restricted context, the
system which was investigated and the final model are general enough in form to allow

extensions, €. g., to a full six degrees of freedom.
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3.3.12 The Veldhuyzen Helmsman Model
g Descrios

354. The helmsman model consists of an internal model plus decision-making (logic)
clements. The internal modef is based on a psychological concept (Cooke 1965) which
postulates that a human operator must have knowledge about the dynamic behaviour of a
system in order to be able to control it. A survey of the internal model principle is given by
Wonham (1976). In this case the internal model is represented by a linear differential equation
and is used to predict the response of a ship to the helmsman's actions. The logic element
then decides whether the action is having the desired effect or not. It also decides when and
how much action is required according to certain limiting parameters. Thus the model is
algoritshet(t’ﬁc in nature. In estimating the purameters for the model a parameter tracking method
was used.

His 5

355. The model was developed by Veldhuyzen (1976). The work arose out of a need
for validated helmsman models.

Product and Purpose

356. The purpose of the miodel is tc provide ship designers with a tool for examining
the closed loop responses and handling qualities of a proposed design. For the time domain
results presenited, the mode! reproduced control action similar to that of a helmsman. Also the
2eading of the ~hip steered by the model closely matched the ship's heading steered by a

elmsman.

357. In order to understand the nonlinear helmsman's model, some remarks about the
task the helmsman has to perform should be made. In general, the helmsman's task may be
considered to be a pursuit tracking task, where the input signal (the headings ordered) consists
of a series of steps of randomly distribuied amplitudes and durations. The mode! is based
directly on the intemal model concept and consists of the following parts:

(1) an intemal model equation to make it possible to predict future
ship states,

(2) a decision making element in order to generate the helmsman's
actions in controlling the ship including the use of the predictions
of the internal model,

(3) an estimator to estimate the state of the ship from the displayed
heading disturbed with noise due to waves.

358. In most of the experiments considered the heimsman's decision-making process
during the manocuvre can be divided into four phases. During the first phase, the helmsman
generates an output in order to start the ship rotating , then during the second phase, the
rudder is kept centred. During the third phase, the helmsman stops the rotating motion of the
ship and when the desired heading is achieved with only a small rate of turn (the desired or
ordered state), the fourth phase starts, with a rudder angle of zero. If the rate of turn is not
small, there will be an overshoot, and then 10 achieve the desired state, the cycle has to be
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repeated, starting with the first phase again. The four phases can be indicated in the phase-
Flane, that is, the plot of the rate of tum as a function of the heading error.

359. After the rudder angle is chosen, the internal model is used to determine whether
the objectives will be satisfied during the following period, or whether a new rudder angle has
to be chosen. For large h=ading errors, the helmsman is mainly interested in reducing the
instantaneous error; whereas for small ervors, he is particularly focused on the difference
between the predicted state of the ship and the objectives 1o be reached. With a few
exceptions, the experimental values of the performance measures can be reasonably predicted
by the computer simulations.

When Used
360. At the conception stage of a ship's design.

Procedures for Use

361. To predict the performance measures by means of computer simulations with the
nonlincar model, the structure of the model must be adapted to the displays used during a
particular iest. The information supplied by the rate of tum indicator can be used as an initial
condition to make predictions with the internal model.

Advantages
362. This model is one of the few validated helmsman models available.
Limiiari

363. The model is limited 0 describing the course-keeping control characteristics of a

Applicetion Examol

364. The model was used successfully to control the simulated dynamics of a
supertanker during course-keeping (Veldhuyzen, 1976, 1977). It was also used to model the
control characteristics of a helmsman during full scale trials on board a small ship. Under the
later circumstances the model did not perform particularly well. The nonlinear helmsman's
model has been used in 2 number of situations to analyse the helmsman's behaviour
(Veldhuyzen, 1976). The mode! has been used to study the influence of additional information”
presentation systems on the performance of the helmsman steering a directionally stable or
unstable ship by means of computer simulations. The influencs of this auxiliary equipment on
the helmsman's performance in relation to the dynamics of ships has ziso been investigated.
Witk each ship, the following manoeuvres were simulated:

(1) Manoeuvre 1: Course keeping.
(2) Manoeuvre 2: The execution of a heading order of S degrees
(3} Manoeuvre 3: The execution of a heading order of 25 degrees.

-115-




ACR243(Panc]l ITR/L -116-

Techaical Detail
365. Not available.
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Euture Needs

366. This example demonstrates how the internal model concept can contribute in
building models to understand the behaviour of the human operator and in the analyses of
additional displzys. Many important problems in human operator activities can be directly
related to the internal model concept, e. g.. mental load problems and the problems involved in
monitoring and decision making, especially in the context of slowly responding systems.
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3.3.13 AModelof Visual Scenc Perception in Manual Cortrol
S Descrioi

367. A model of visual scene perception in manual piloting of an aircraft was developed
by Wewerinke (1980). After theoretical and experimental studies and a concise inventory of
the most important visuz] scene characteristics, the visual perception process is modelled on
the basis of the linear perspective geometry and cues related 10 the relative movement of the
observer with respect to the outside world. This involves mathematical relationships between
visual cues and vehicle state variables. After linearisation, the model can be integrated into the
existing framework of the optimal control model {OCM) describing manual control behaviour.
The visual scene perception model involves assumptions conceming perceptual thresholds of
the various cues, noise levels associated with observing these cues, and the interference
among them. Values for these parameters were derived from baseline experiments
supplemented with data from the psychophysical literature.

t

Fig. 3.18 Visual scene
History and Source
368. Although the literature on visual perception is vast, a sclective view seems adequate
to arrive at the most important visual cues involved in the visual scene perception process.
One of the earliest studies on visual scene perception directly related to flight control problems

was performed by Gibson (1950). According to Gibson, the most important visual cues
which can be derived from the visual scene are related 10:

(1) linear perspective geometry
(2) relative motion or motion parallax

(3) apparent size of objects whose real size is known
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(4) occultaticn of a far object covered by a near one
(5) distribution of light and shade over an object
(6) acrial perspective and the loss of detail /ith distance.

369. It is commonly assumed that linear perspective geometry and relative motion
provide important cues to distance and motion perception. A schematic version of the visual
scene is shown in Figure 3.18 consisting of lines and points (tex:ural elements). The point of
the visual field toward which the observer is moving (rectilinearly) appears to be stationary.
All other textural points move with respect to the- observer and can be indicated by velocity
vectors ("streamers”).

370. The perspective interpretation of the elements of the visual scene allows an
estimation of the linear and angular position anc velocity of the obszrver. This involves not
only the momentary information provided by the visual scene cues but also past information.
The resulting dyramic and stochastic process can be described in estimation theoretical terms.
It involves a mathematical description of the visual cues and their functional relationship as
well as expectations of the human observer.

]
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Fig. 3.19 Cues derived from the visual approach scene.

Product and Purpose

371. The scene perception model is an extension of the optimal control model (OCM)
presented in section 3.3.10. It is based on the fundamental hypothesis that the well-
motivated, well-trained human operator behaves in a near optimal manner subject to his
inherent constraints. This implies that the description of human behaviour is concentrated on
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two aspects: subjective criteria for optimality and the human limitations. In addition, it is
assumed that the human operator is dealing with a linear (-ized) system. Once these
assumptions are made, linear optimization and estimation theory can be used to formulate the
various aspects and stages of humar information processing.

372. A schematic version of the visual approach scene, relevant for the modelling
approach, is shown in Figure 3.19. The cues which are assumed to be provided by this scene
are indicated. The most important cue for lateral guidance is derived from the inclination of the
runway sides and/or the runway centreline. The lateral deviation is zero if the inclination of
both runway sides is the same (w, = w;) and the inclination of the centreline is zero (w,, = 0).
Vertical guidance must be based on the average inclination of the runway sides when no
runway end and no horizon is visible. In that case, the observer must know the nominal
inclination (which is range-varying). However, a bexter indication of the vertical position can
be obtained when the projected length of the runway a (or, almost equivalently, the depression
of the runway threshold with respect to the horizon) is visible.

373. The first aspect in the model dcvelopment procedure concerns the task
environment. Next, it is described how the human operator perceives this environment and
processes the perceived information resuiting in an internal representation of this environment.
Finally, it is briefly indicated how the human operator involved in a manual control task
utilises this internal representation for his control response behaviour. Further details of the
optimal control model can be found in the appropriate summary description (section 3.3.10).

When Used

374. For the design or evaluation of external scenes used in flight simulation.

Procedures for Use
375. Not ».ailable.

Advaniages

378. The visual scene provides a variety of perspective geometrical and relative motion
cues. Experimental results support the hypothesis that these characteristics can be considered
as separate cues among which the human operator must divide his att=ation. Botn the
workload model results and the subjective ratings indicate that huma~ op. tor worklazd is
indeed increased when performing control tasks simultaneously.

377. The visual scene perception model has been shown capable of providing a general
framework for dealing quantitatively with the important visual scune characteristics.
Integrating this mode! with the optimal control model (OCM) of human control behaviour
allowed model predictions to be made using a pniori perceptual threshold values for the various
visual cues involved. The experimental results in terms of mean-squared system output scores
agreed relatively well with those of the model, and showed the predictive capability of the
model. The more detailed frequency domain measures (human describing functicns and
observation noise spectra) allowed for refined estimates of the perceptual thresholds.

Limitati
378. Limitations given for the OCM apply here also.
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Application Exampl

379. To validate the visual scene perception model an experiniental programme was
censdu.id. A variery of visual approach scene conditions were involved to provide a critical
test for the hypotiieses and assumptions underlying the model results. The reader is referred
to Wewerinke (1978, 1980) for mcre detailed information. Ten task configurations were
selected representing various visual scene conditions and control modes. The vertical and/or
lateral rate control tasks were stationary, i.e., it was assumed that the aircraft was "frozen” at a
fixed point along the approach path at 2 nomina! aliitude of 200 ft for a 3° glideslope. In this
way, detailed information concerning the pilot's informatior. processing associated with the
various visual scene conditions could be ootained from mea:.-squared system variables and
frequency domain measures such as human describing functions and observation noise
spectra. Especially the latter provided a sensitive check on the exactness of the values used for
the model parameters under investigation.

380. The experimental results agreed well with the mode! predictions. For all single-
axis tasks the experimental scores lay well within the predicted interval. This suggests not
only that the model is “right” but also that the assumed numerical values for the thresholds and
overall attention are close to the “real” values. For the dual-axis tasks the model predictions
were somewhat pessimistic. An additional adjustment of the originally assumed model
pararieters was necessary to obtain & better model match to the attitude and control scores.

381. Several pilot workload model predictions are supported experimentaily showing
the usefulness of the model to analyse the cost of perfurming the manual approach task. This
is essential, as pilot workload is often the most sensitive variable, Also, the workload model
predictions have been confirmed by subjective ratings. Apart from one conftguration, the
linear correlation between model preclictions and subjective ratings was 0.8,

Technical Deail

382. Model parameters can be divided into parameiers which are constant for all
configurations and parameters which were considered as the remaining model variables. The
key variables were the perceptual thresholds. As discussed bzfore, it was assumed that the
human operator divides his attention optimally, i.c., minimising the given cost functional,
among the visual cues. The other model parameters were fixed across configurations and
chosen on the basis of previous studies: s perceptual time delay of 0.2 s, a neuromotor time
constant of 0.1 s and a motor noise ratio of -30 dB; overall level of attention P, was set at -20

dB, and varied plus/minus 2 dB to determine performance sensitivity.
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Euture Needs '

383. It is expected that the present knowledge about the visual perception process
provides a useful guideline for modelling the perception of new visual scene situations. This
offers the possibility for dealing quaniitatively with the effect of, for instance, visibility
conditions, runway or road characteristics and vehicle reference information. The integrated
modclling approach also provides the capability of investigating the interaction of these
characteristics with other display infermation, vehicle characteristics, disturbance
environment, eic.
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3.3.14 AFuzzy SetModel of the Car Driver

Suromary Description

384. Fuzzy set theory has been applied to the development of a model of car driver
Lehaviour dustag lane keeping inanoeuvres. It was cousidersd that 2 driver is always
uncertain in the recognition of the external environment of the car ana in the selection of the
most appropriate controller action. The uncenainty of the driver is generated by a lack of
perfect conformity between khis own intemal mode! and any extemnal stimuli. A basic postulate
of the car driver model is that a human is capable of purallel processing of visual information.
The visual system of a car driver is assumed to be capable of separating a visual pattern
according to its spatial frequency components. This form of pattern recognition is used to
classify simulated road patterns as more or less distinct right or left curves. A fuzzy
classification is made of the distinctiveness of the curves which in turn is used to generate
fuzzy motor commands to the steering wheel via a dynamic reaction model.

Protutype Reference Pattern Rosd Course

Horlzontal Horizontal
Comparison Comparison

Herizonta)
. : Movements
C
e >
Vertical Projrction
Cognitive
Procening
(Defugaification)
J su"-lu.
Movements
Action >

Fig. 3.20 Fuzzy model of driver behaviour in lane-keeping
(Willumeit, Kramer and Rohr, 1983).
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History and Source
FRG 385. The model was developed by Kramer (1985) at the Technical University of Berlin,
Product and Puspose

386. The aim of the model is to provide a simulation facility which describes the driver-
vehicle evironment in order to be able to evaluate the dynamics of a vehicle without full scale
trial runs with an experimental vehicle for each variation of dynamical parameters. The
simulation programme has two operating modes, i.¢., open-loop mode and closed-loop mode.
The open-loop mode reconstructs the visual field of the driver in accordance with the data for
the relative position of the vehicle on a given road course in terms of horizontal eye-
movements. The closed-loop mode generates a time history of the defuzzified steering
movement which acts as the input to the car dynamics.

387. Steering movements are expected to have an adequately close relationship with eye-
movements; but it must also be taken into account that the steering behaviour is influenced
more strongly by internal models and concepts of the driver than the fixation behaviour. Figure
3.20 shows the driver model being composed of parallel branches of processing stages such
that steering movements do not only follow from the horizontal component of eye-movements,
but also from parallel processing of additicnal, intemnally stored instructions. For the
particular task of lane keeping, the instruction refers to the permitted lane which has to be
chosen as well as to the admissible iane deviation. The corresponding pattern is then selected
in such a way that if it coincides with the actual pattern of the road, no steering reaction is
affected. It is, therefore, called a prototypical pattern.

When Used

388. At thic design stage in the development of a prototype vehicle.
Procedures for Use

389. Not available.

Advantages

390. The fuzzy set theory approach makes the model flexible with regard to increasing
its sophistication. :

Limitarions
391. The mode) needs to be extended in order to model avoidance of lane obstructions.
Application E l

392. The car driver model has been validated against simulator results. The results
showing adequate conformity between the model and the simulation.
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Technical Detail
393. Not available.
References
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3.3.15 Euzzy Set Models of a Helmsman

g Descrint

395. Models that describe the control characteristics of a helmsman engaged in course-
keeping and course-changing tasks have been developed. The basic element in each of the
models is a fuzzy rule-based algorithm. The models are used in digital computer simuiations
to control the nonlinear yaw dynamics of a Royal Navy warship model which is subjected to
sea state disturbances. In both models, fuzzy sets on

(1) yaw error e
(2) yaw rate \y and

(3) rudder demand &

were used. The fuzzy sets used to describe the vourse-changing characteristics were taken as:
(1) NB= negative big,
(2) NS = negative small,
(3) AZ = approximately zero,
(4) PS = positive small, and
(5) PB = positive big.

396. Thus the fuzzy course-changing algorithm describing the helmsman's action is

assumed to be:

1. If¢is PB and y is any then 8 is PB else
2. IfeisPSand yis NS or NB then § is PB else
3. Ifeis PS and y is PS or AZ then § is PS else
4. IfeisPS and wis PB then 8 is AZ else
5. Ifeis AZand y is NB then § is PB elsc
6. Ifeis AZand y is NS then § is PS clse
7. IfeisAZand yis PS then § is NS else
8. IfeisAZand yis PB then 8 is NB clse
9. If eis NS and y is NB then 8 is AZ else
10. If eis NS and y is NS or AZ then 8 is NS else
11. If eis NS and y is PS or PB then § is NB clse
12. If eis NB and v is any then § is NB.
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397. The output fuzzy set is then defined by:

5 = g e i v ¥ s 3] ®

398. In order that the helmsman's control output is a deterministic value, the cenire of
area procedure is applied to the output fuzzy set.

399. In the course-keeping algorithm, the fuzzy sets on yaw error ¢ and rudder demand
d were taken as:

(1) PVS = positive very small,

(2) PVVS = positive very very small,
(3)Z  =zer,

(4) NVS = negative very small, and
(5) NVVS = negative very very small.

400. The yaw rate ¥ being defined as:
(1) FI =increasing fast,

(2) IS =increasing slow,

(3)Z = zero,

(4) DS = decreasing slow, and

(5) DF = decreasing fast.

401. Hence, the helmsman's course-keeping behaviour is described by:

1. feisPVS  andyisany then & is PVS else
2. IfeisPVVS andyisFlorISorZ then 8 is PVVS eise
3. IfeisPVVS andwyisDS then & is Z else
4. IfeisPVVS adyisDF then § is NVVS else
S. IfeisZ and v is F1 then 8 is PVVS else
6. IfeisZ andyisiSorZorDS  thenSisZelse
7. IfeisZ and v is DF then 8 is NVVS else
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8. IfeisNVVS and yisDF then & is PVVS else
9. IfeisNVVS and yis DS then §is Z else
10. feisNVVS andyisFloriSorZ then § is NVVS else
11. feisNVS  and yisany then 3 is NVS

402.The output fuzzy set is then defined by:

K 8¢} = .ﬂf_’_‘"[min { keql €). "‘"("Q’n 1( vl ”\.Vni v, 3‘%3‘ V') + M 8’}] @

403. Again, the centre of area method of producing a deterministic value is used to
obtain the helmsman's control cutput.

History and Source

404. From a survey of relevant literature, it was found that there were a few validated
helmsman models available with the exception of Veldhuyzen and Stassen (1977) and Mort
and Leonard (1982). Indeed, a review by Sutton and Towill (1986) revealed a general lack of
man-machine systems theory being applied to marine problems. It was also discovered that
since the proposition of fuzzy set theory by Zadeh (1965) numerous investigations have been
carried out using the concepts in a variety of scientific disciplines. Surprisingly, however,

little work has been performed using the theory to describe and analyse human operators
involved in manual control tasks.

405. Hence, the work undertaken by Sutton and Towill (1987, 1988) at the Royal Naval
Engineering College, Plymouth, UK and the University of Wales Institute of Science and
Technology, Cardiff, UK, helps simultancously to alleviate the lack of fuzzy set theory in
man-machine applications and the dearth of man-machine systems theory being applied to
marine problems.

406. For the reader interested in an introduction to fuzzy set theory, reference should be

made to Zadeh (1973). Kochen (1975). Tong (1977), Zadeh (1984), Sutton and Towiil
(198S5), and Zadeh (1988).

Product and Purpose

407. Both models, when performing in their respective modes, produce time-histories
of their control action 2nd statistical data regarding the performance achieved.

408. By using these models in closed loop simulation studies, a ship designer can make
a better assessment of the handling qualities of a proposed vessel.

When used

409. At the systems design stage.




Procedures for Use

410. Each model is in a self-contained simulation package. Thus, the operator is only
required to input the desired course and level of sea state disturbances.

Advantages

411. The rule-based structure of the models gives a more comprehensive understanding
of the contro! behaviour of a helmsman.

412. Relatively large digitai computer facilities are required to run the simulation
packages.

Application Examples

413. See references.

Technical Detail

414. The models were simulated using a Control Data Cyber 180/840 mainframe digital
~omputer using 2 FORTRAN 77 compiler running under a VE system.
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3.3.16 Anlntegrated Pilot Mode]
S Descrini

415. An integrated pilot model was proposed and validated by Zacharias (1990) that
includes the active perception and control of visually-guided self-motion. The optimal control
model (OCM) of the human pilot is used to model the operator's information-processing and
control activities. A visual cueing model (VCM) is added comprising four percepiual sub-
models: (1) instrument cueing, (2) lincar perspective cueing, (3) textural cueing, and (4)
preview cueing.

History ard Source
416. The integrated pilot model is founded in modem estimation and control theory, and

is motivated by past and current studies of piloted flight control, particularly low-ievel terrain-
following (TF) flight, an intense and demanding visually-driven task.

VISUAL CUEING MODEL
------- |
INSMOD | ,,:“,,,,",f,,,
(instruments) |
|
LINMOD l
(linear perspective) | information
. persmeters OPTIMAL R
I "1 CONTROL
i MODEL
TEXMOD
(textural flow) |
!
PREMOD ' ﬁi-a
(preview) d iy
:

Sl

Fig. 3.21 Architecture of the integrated pilot model.

Product and Purpose

417. The integrated pilot model is an extension of the optimal contro! model (section
3.3.10) of the human pilot. The sub-models described above can serve as the basis for
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developing an integrated estimation/control model for understanding visually-guided active

self-motion. Figure 3.21 illustrates an overall architecture for such a model, specialized for

the terrain-following environmen:. The optimal control model (OCM) is used to model the

operator’s information-processing and coatinuous control activities. A visual cueing model

(VCM), comprised of the four perceptual sub-models just escribed, is used to model the

ggﬁcrator’s interaction with his display environment, 2nd i0 model his resulting perceptual
ormance.

418. Both the OCM and the VCM are required to fully specify operator behavior in any
realistic visually-driven egomozion task. Because the OCM works at the informational level,
the VCM must provide the critical interface between the external-world display attributes, and
the internal-worid informational variables. The VCM, in effect, serves to transform the
explicit display variables, which are defined by the display geometry and the physics of any
intervening display technology, to the implicit informational variables, which are defined by
the task at har.d and the psychophysics of the human operator.

419. As has been indicated, the ¥YCM appropriate to terrain-following flight is
comprised of four sub-modeis, each of which accounts for different display types and
configuration parameters, as described earlier. Thus, INSMOD modeis simple instrument
cueing, and can account for such display factors as instrument resolution and dynamics.
Likewise, LINMOD models complex linear perspective cueing, and can account for a variety
of geometric relations between observer and scene (or computer-generated sczne). TEXMOD
models dynamic textural cueing, and can account for such factors as observer motion relative
to solid objects in the visual world, whether real or display-generated. Finally, PREMOD
models preview cueing and can account for the pilot's processing of future flight path
irfonnation as seen on a termain profile display, or as viewed out the window.

420. Figure 3.21 also shows how the OCM serves to integrate the VCM-generated
informational variables with the other w2sk-relevant factors, to support the prediction of the
pilot’s overall task performance. The use of the OCM allows one to account for the pilot's
fundamental information-processing capabilities and limitations, and integrate these internal
factors with critical external factors, such as the display characteristics, the flight task
requirements, the aircraft's performance and response, and the capabilities of the supporting
avionics. The overall integration of these factors within the structure provided for by the
modcl then allows one to predict task-specific continuous flight control performance.

421. A submodel of the OCM deserving separate mention is an instrument cueing model
(INSMOD) which models the operator’s processing of visual cues presented via conventional

instrument displays. In the flight environment, such displays include dedicated pointer/bar .

displays (e.g., airspeed) and programmable alphanumeric displays (e.g., alphanumeric data on
a head-up display (HUD)), as well as simple tracking displays (e.g.. a dedicated ILS error
display, or a computer-dnven HUD pipper). Ir short, any time a display output is functionally
related to the variable dniving 1t, 1n a simple fashion, it can be considered an "instrument”.
Hence INSMOD can be used tc model the pilot’s processing of the associated information.
The model assumes that for simple instruments the pilot sees the displaye:! variable and its
time rate-of-change.

422, The linear perspecuve visual cue model (LINMOD) can also be directly integrated
into the overali model structure (Zacharias & Levison, 1980). The basic assumption
underlying this model is that the perspective cues associated with a visual scene can be fully
represented by an ideaiized line drawing of that scene, and furthermore, that the component
line elements czn be functionally related in a direct manner to the observer's positional and
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attitudinal state with respect to the scene objects.

423, A more recent development is a visual textural cucing model (TEXMOD) for
application to the dynamic analysis and modelling of scenes dominated by texture cues
(Zacharias, Caglayan, & Sinacori, 1985 a, b). The model was developed and implemented to
support the simulation and understanding of the pilot's processing of optic flow-field cues,
duning low-level terrain-following flight. The model is predicated on the notion that the pilot
makes noisy, sampled measurements on the spatially-distributed optic flow-field surrounding
him, and, on the basis of these measurements, generates estimates of his own linear and
angular velocities with respect to the terrain surface. A subsidiary but significant output of the
mceld is a:; ";mpact time” map, an observer-centered spatially-sampled scaled replica of the
viewed surface.

424. Tk preview cueing model (PREMOD) can account for the pilot's processing of
future flight path information. In most visually-driven active locomotion tasks, the operator is
typically provided with information regarding future changes in the upcoming path. For
example, in the terrain-following task, the pilot is provided information regarding the future
desired flight path via such features as terrain surface curvature and roadway edges. The basic
approach to madeling this processing of previewed path information rests on a transformation
from the continuous future-time curve/surface domain to the discrete current-time parametric
domain, via a model fit to the previewed path. That is, by fitting a parametric curve/surface
madel to the previewed path, the future path information is transformed to current-time
estimates of the pavametric model. These current-time estimates then serve as the basis for
subsequent processing by the pitot model to support current-time discrete decisions and
continuous control actions. This type of preview cueing is modeled by assuming that the pilot
sees a curve which he intemnally models as an Nth order polynomial. The pilot is considered
to take M noisy measurements of the previewed curve with which he generatcs a weighted
least squares estimate of its parameters.

When used

425. This odel may be used in the design of experiments or in the development of
terrain-following displays.

Procedures for Use
426. Procedures are similar to those for the OCM.

Advaniages

427. The visual cueing mode! permits the treatment of a broader range of cues than
previous OCM implementations.

Limias
428. Not available.
pplication E ;

429. In this section, three model applications are summarized to demonstrate the
model’s utility in accounting for a range of visually-driven perception and control egomatic 1
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tasks. In one study, Zacharias et al. (1985 a, b) compared the estimation performance of one
component of the VCM, the TEXMOD sub-model, with data generated in a passive
psychophysics experiment. Subjects were flown over fiat terrain decorated by a uniformly
random array of luminous dots. Using the TEXMOD submodel, noisy observation of the
visual flow was simulated by additive measurement noise corrupting the line-of-sight (LOS)
measurement vector couple. This was in remarkable agrecment with a demonsirated 10 %
figure obtained by independent threshold measurements, and strongly supports the direct
functional linkage provided by the TEXMOD sub-model, linking a basic perceptual threshold
with observed estimation performance on an egomotion-related task.

430. In 2 second study, Zacharias (1985) again compared model and data, this time
looking at overail active flight task performance. The main task of the experiment was to
mainiain constant assigned altitude, while "flying" over flat terrain in the presence of a vertical
wind gust. No lateral flight control was required of the subject, and the task was thus a
single-axis disturbance regulation task. The model-based analysis demonstrated an ability to
closely match performance score and frequency response data, across a wide raiage of
experimental conditions. Most of the model matches were within a fraction of an across-
subject standard de.viation.

431. In a third study, a range of display enhancements for terrain-following fliztit were
evaluated, viz a combined analytic modeling and expefimental simulation effort; study results
are in Brun and Zacharias (1986). An undulating random-appearing terrair drove an cn-board
guidance system, which, in tum. generated a vertical plane desirec flight path to be followed
by the pilot. The path was generated so as to maintain an approximately constant altitude
above the terrain, *vhile avoiding high-acceleration maneuvers. The simulation also had
provisions for lateral path control and display, although they were not used in the experimental
program. A range of terrain-following displays were cvaluated to assess their impact on pilot
performance and flight control strztegy The simulation data was well-matched by the model
points.

“Technical Detil
432, Not available.
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CHAPTER 4
MULTI-TASK MODELS
4.1 INTRODUCTION: MULTI-TASK MODELS

434. The growing interest in multiple task performance and related models depends on
many factors. Due to increasing automation and the use of advanced information techrology,
the human's function in vehicle and process control is shifting from a direct and continuously
active involvement towards a supervisory control structure, where man-machine interaction is
exercised through the mediation of a computer. Supervisory control indicates a hierarchy or
coordinated set of human activities that includes initiating, monitoring, detecting events,
recognising, diagnosirg, adiusting, and optimising processes in systems that are otherwise
automatically controlled. In many of these situations, the human operator has 1o accomplish
several tasks at the same time with his attention and effort appropriately allocated amorg the
tasks. Industrial process monitoring. multiprocess scheduling, aircraft piloting and air traffic
contro} are among the more obvious examples. It appears that the limits of human decision
making capability become obvious as the demand or complexity of the tasks increases. Most
of the literature that relates to this section fits into the category of multiple task decision
making. Thus the broad spectrum of decision making seems to be a primary characteristic of
human operator activities, espzcially in the field of vehicle and process control,

4.2 OVERVIEW AND RECOMMENDED REFERENCES: MULTI-TASK MODELS

435. There are two ways to develop integrative models (i.e., models representing more
than a single task-component) of the human operator controlling large-scale systeras: bottom-
up and top-down. The bottcm-up approach starts with component maodels, findings, and data
(e.g.. eye movements, perceptual and central processes, performing manual actions, etc.) and
attempts to combine them tnto an overall or aggregate model. Here the human operator
simulator (HOS), section 4.3.7, is an appropriate example that proposes to systematise the
process of model construction, The bottom-up approach has been successful primarily for
modelling limited task segments. The difficulties inherent in integrating component rescarch
and in aggrega:ing task-clements were pointed out by various authors (Pew et al., 1977; Pew
and Baron, 1983; Sheridan, 1987). Perhaps the most difficult challenge of the bottom-up
approach is the formulation of a suitable task taxonomy for deriving the componerts of human
performance. The top-down approach starts with an overall system concept and progressively
adds structure and defines vanables implying appropriate data requirements. This approach
ieduces the problem of defining a suitable task taxonomy. but in its place a critical nced arises
for well-defin=d dimensions and objective functions which the man-machine system is to
minimiss. The PROCRU-model (section 4.3.6) involves features of a top-down approach,
such as the nermative model structure coniinned by the optimal control model (OCM).

436. The mode! summaries which follow borrow heavily from the original sources
given in the lists of refereaces. In many cases direct quotations are noi indicated.
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4.3 MODEL SUMMARIES: MULTI-TASK MODELS
4.3.1 A Model of Human Decision Making in Multiple Process Monitoring
5 Descripi

437. A model of human display monitoring has been developed and validated in a
laboratory situation by Greenstein and Rouse (1982). In that task situation the human operator
simultaneously monitors multiple dynamic processes for action evoking events. The
processes may differ in priority and the human may be unable to attend to all processes
simultaneously, instead having to allocate his attention among processes.

History and Source
438. Not available.
Product and Purpose

439. Greenstein and Rouse (1982) have employed the display monitoring model for
describing human event detection in multiple process monitoring situations. The task which
they considered is illustrated in Figures 4.1 and 4.2. Subjects simultaneously viewed the
sampled outputs of nine second-order dynamic processes. Their task was to detect changes in
the signal-to-noise ratio characterised by the process outputs becoming increasingly noisy.
‘Their instructions were to detect changes as quickly as possible while also avoiding false
alarms. Considering Figure 4.1, events (i.e., the onset of the decreasing signal-to-noise ratio)
had occurred in processes 1, 2, 3, and 8 at times 130, 113, 92, and 106, respectively. At the
point at which this display was generated, the subject had only detected the event in process 3
while also incorrectly responding to process 5. Figure 4.2 illustrates the display 10 time units
later (one update). The dashed vertical lines indicated to the subject the last point of response
to each process. In studying this event detection task, Greenstein and Rouse were primarily
interested in developing a model for situations where knowledge of the dynamics of the
processes was unavailable and thus one had to observe the human to determine how the task
could be performed.

When Used

440. The model seems to have considerable practical implications, especially in the
realm of computer-aided decision making. Consider a situation in which a human must
simultaneously monitor many processes. Further, assume that a lack of knowledge of the
dynamics of the processes (e.g.. a chemical plant) as well as the presence of time-varying
priorities and costs preclude direct automation of the monitoring tasks. Using the event
detection model described here, a computer system could be designed to "watch” the human
operator and hence be capable of providing back-up decision making if the human were to
become overloaded.

Procedures for Use
441. Not available.
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Fig. 4.1 The multiple process monitoring situation.

Advanages

442, The display monitoring model has been shown to provide a good fit to data
obtained using a specific multiple process monitoring situation. The use of discriminant
analysis to generate event probabilitics permits the mode! to be used in situations in which
explicit models of th: processes being monitored are unavailable or in which relevant features
are not related in a simaightforward manner to the dynamics of the process. It also ailows the
model to be applied with relative ease to situations in which specific event probability
estimation algorithms are available.

Limitations
443. The model has only been tested in experimental situations.

A pplication Examol

444. To test the usefulness of the pattern recognition model, an experiment was
conducted. As they performed the task, subjects kept written "logs” of their actions and
descriptions of what they were doing. Based on these logs, four features were selected for
use in the model. The first feature involved the magnitude changes in the sequence of recent
process outputs. The second feature entailed the presence of reversals in direction in this
sequence (i.c., changes of slope from positive to negative or vice versa. The third feature was
based on the simultaneous occurrence of large-magnitude changes and reversals. Finally, the
fourth feature was a very local measurement of magnitude changes in the most recent four
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points in the sequence of process outputs. In calculating average changes in magnitude,
average number of reversals, and so on, an exponential averaging method was used to
accommodate the fact that events became more pronounced as they evolved.

445. The model was tested by allowing it (i.c., the computer) to "watch” each subject
during one of his or her trials. From these observations data were taken and processed. The
model's performance was then compared to that of the subject on ancther trial (i.c., one on
which the model had not been trained). It was found that the model did quite well in terms of
matching a subject's average tirne to event detection and number of correct detections,
although it was somewhat more conservative than subjects in terms of false alarms. In
applying the model to this situation, very little fitting of parameters to data was required.
Some parameters of the model were fixed at values considered 1o te intuitively reasonable.
Features were selected in similar fashion, although the comments of experimental subjects
performing decision making tasks within the situation were also instructive.

“Technical Detail
446. Not available.
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Fig. 4.2 An updated display

Greenstein, J. S., W.B. Rouse (1982). A model of human decision making in multiple
process monitoring situations. JEEE Trans, Syst.. Man, and Cybem., 12, (2) 182-193.
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448. A model of the human supervisor in 2 multi-task situation involving continuous
control and discrete tasks has been proposed by Govindaraj and Rouse (1981). The model
has a number of parameters that can be varied for matching the experimental results. The
parameters are (1) ratio of weights on contro} to weights on error, (2) ratio of nominal weights
on control to weights on control over discrete task intervals, and (3) threshold on changes in
control. After some preliminary trials, the threshold for changes in control could be fixed
which resulted in performance similar to that of the subjects.

15706

14917 '1

IAS
~ >

Fig. 4.3 Mulii-task flight management situation.

History and Source

449. The model developers were g_ying tv answer the question of how a pilot schedules
discrete tasks (e.g., talking with air traffic control, taking radio fixes, and so on) while also
performing a continuous control task. This task presents difficulties for the usual optimal
control models because it is typical for the pilot to stop controlling (i.c., stop moving the

control stick) while performing some types of discrete tasks. As most manual control models
produce continuous outputs, a new fonnulation was needed.

Product and Purpose

450. This model is concerned with the human operator when he must perform different
types of rasks simultaneously. An appropriate example is that of flying a modem airliner. The
tasks expected of a pilot can be broadly subdivided into continuous control tasks, where he
uses various control devices to alter the flight conditions, and discrete tasks such as checking
subsystems during various phases of flight, communicating with air traffic controllers, and
taking radio fixes.

451. Optimal control theory was used to develop an analytical model for the problem of
controlling a system so as to move along a reference trajectory. Preview of the reference
trajeciory was assumed to be available for some distance (or equivalently, time). This is the
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planning horizon in which the discrete tasks must be inserted at appropriate intervals. A well-
trained, well-motivated human operator is assumed to keep the errors from the reference
trajectory to a minimum. He is also expected to impose a penalty on the control action.

452. The irmportant feature in scheduling control and discrete tasks is the possibility of
directly influencing the control through the corresponding weights. When it is desired to
insert a discrete task somewhere in the planning horizon, the control weighting is increased in
that interval, resulting in a reduced control value. If this is done for the entire planning
horizon (i.c., altering the weights in intervals of desired discrete task activity), this has the
desirable effect of redistributing control activity to keep the overall cost at an optimal value.

When Used

453. The model seems to be useful in evaluating displays where the map, or in general,
the future reference is known for a centain distance. If discrete task characteristics are known,
the amount of time required for the discrete tasks and when they shoul be performed could be
determined. From the perspective of computer aiding, where responsibilities are shared
I -tween the computer and the human, the model could be valuable for predicting how
ditferent allocations of tasks affect control task performance.

Procedures for Use
454. Not available.

Advantages

455. When combined with the queuing model developed by Rouse (1977), Walden and
Rouse (1978), and Chu and Rouse (1979), the model presented here would allow for
predictions of overall performance for both continuous control and discrete tasks.

Limitag
456. The mode! has only been tested in experimental situations.

A polication Examol

457. An cxperiment was designed to test the validity/appropriateness of the model in the
multi-task flight management situation shown in Fig. 4.3, The display was 2 standard
graphics terminal. For the acroplane dynamics used, the updaies appeared to move sinoothly
without flicker, and without fong persisience.

458. The control task involved flying over a map at a constant altitude and airspeed.
The subject controlled the aileron angle using a joystick. A "track up” display was used where
the map to be flown moved past a fixed acroplane symbol. The reference trajectory for 53 s
into the future was available for preview. An antificial horizon with a moving wing over a
fixed horizon was used to indicate the attitude. The airspeed indicator showing the indicated
air speed (1AS) and the alumeter (ALT) were included only to provide a measure of
completeness. :
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459. A number of discrete tasks appeared in the preview period. Associated with each
discrete task was a starting position marked by a tic mark on the map. This also serveri as the
deadline for completion of the preceding discrete task. After completion of service to a
discrete task, the next one could not be started until the acroplane symbol passed the starting
position.

460. Discrete tasks were presented as data entry tasks. At various times five digit
numbers appeared and moved along the map. Successful performance of these discrete tasks
required correct entry of the numbers before they disappeared. A number would stay on the
map until it was correctly entered, or the position on the map corresponding to that number
disappeared from the display. Some or all of these digiis could be entered at one time.

Technical Detail
46]1. Not available.
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Euture Needs

462. Itis desirable 1o test the model in more realistic situations. Multi-axis control tasks
need to be considered where appropriate. It is possible that the methods developed here might
be applicable without the need for any basic changes. Also, discrete tasks characterised by
different priorities and different arrival and service times statistics would increase realism.
Experimental situations similar to those reported in Walden and Rouse (1978) and Chu and
Rouse (1979) might be used. Using training simulatcrs is another possibility, where a variety
of conditions could be tried.

- 146 -




- 147 - ACR43(Panc) TR/

4.3.3 A Model of Human Problem Solving in Dynamic Environments
Summary Description

463. Human performance in monitoring and controlling & large-scale system, such as a
comnunication neiwork, is considered. A model of performance in monitoring and
controlling a simulated large-scale system (Figure 4.4) has been proposed by Zinser and
Henneman (1988) and Henneman (1988) that explicitly incorporates three types of knowledge:
system, contextual, and task knowiedge. The first two types are represented by a network of
frarnes; the third type is represented by a set of rules. The model compzred very favourzably to
human performance in an expcrimental validation.

History and Source

464. The model presented in this summary is an extension of a conceptual model of
numan problem solving proposed by Rouse (1983). Rouse has suggested that problem
solving takes place on three levels: (1) recognition and classification; (2) planning; and (3)
execution and monitoring. Thus, when a problem situation develops, the first task is to detect
that the problem exists and to categorise it (recognition and classification). An approach or
plan to solving the problem must then be developed (planning), and finally, the pian must be
implemented (execution and monitoring). The model is further characterised by its ability to
make either a state- or a structure-oricnted response, depeading on both the system state and
the human'’s level of expertise. The mode! assumes that humans have a preference for pattern-
recegnition solutions to problems - that 15, humans prefer to make context-specific state-
oriented responses to situations. Different exteasions of the conceptual model of problem

solving have been proposed by Hunt and Rouse {i984), Knaeuper and Rcuse (1985), and
Moarris and Rouse (1985).

Trines

e N\

Contextun)
Kaoeledge Mearules

e

Prioritization

Tash Xnowledg? In »i-mentation
(Knle Baw) < ~cedures

Fig. 4.4 Components of the conceptual modsi of hurnan problen: solving.
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Product and Purpose

465. With this modelling approach, human performance in moniioring and controlling
large-scale systems is considered. A simulated large-scale system, CAIN, was developed to
provide an experimental vehicle of sufficient complexity to facilitate these human performance
studics. CAIN is structured as a large hierarchical network that contains thousands of nodes.
Customers travel through the system from 2 randomly selected source node to a random
destination. Subjects monitor this system activity via a CRT display. When they detect a
problem in the systzm (possibly due to a failure), subjects issue an appropriate command
through a keyboard to correct and compensate for the abnormal situation. Ten different
commands are possible. The overall objectives of the operator are to maximise the number of
custoiners served and to minimise the time it takes for customers to travel between source and
destination nodes.

466. A typical display of CAIN is shown in Figure 4.5. Because there are so many
nodes in the network, it is not possible to display information about all nodes at one ume.
Thus nodes are grouped into relatively small networks called clusters. Human operators are
rest;icted to viewing only one cluster at a time on the CAIN display. Clusters are grouped into
hierarchy levels. The right side of the display shows information about one cluster of nodes,
the middle left portion of the display presents a variety of subject-requested information about
the system siate, and the subject inputs control actions and information requests at the bottom
left of the display. Each node in CAIN is referred to by a geographic label. Subjects can form
gxsfsociatipns or links between system parts, iherefore, due to the existence of this contextual
information.

467. In the context of this model, dynamic environment means that the human has to
cope with the dynamics inherent in the physical world. The system to be controlled changes
dynamically over time. Results of actions do not take place immediately and predictions of
future system states are rather complicated. Knaeuper and Rouse's (1985) review of a variety
of approaches to categorising the tasks an operator has to perform while controlling a dynamic
process led to the choice of a classification scheme involving four general tasks, two or miore
of which may have to be performed simultaneously: (1) transition tasks, such as start-up,
shut-down, take-off, and landing; (2) steady-state tuning; (3) detection and diagnosis of
failures; and 4) cornpensation for failures.

468. To perforin these tasks, the operator has to know (1) how the process will evolve
if left alone; (2) what the effect will be of implementing control actions; and (3) what task is
currently appropriate. Transition tasks are fairly proceduralized, although there need not be
formal written procedures. A certain sequence of actions is often known, which will lead to
the desired outcome. Steady-state tuning involves actions oriented toward optimising
performance. In contrast to transition tasks, tuning tasks are “left-hand” or nattern-driven
since the operator generally does not work towards a certain goal-state of the system. Failure
detection and diagnosis will necessanly be performed in parallel o transition and tuning tasks.
More specifically, failure detection 1s active at all times and does not interrupt transition or
tuning tasks. Once an abnomal condition has been detected, then diagnosis may begin. It is
possible that the diagnosuc task could be either pattern or goal-driven. Failure compensation
tends, in most cases, to be fairly prcceduralized. Once the cause of a disturbance has been
diagnosed then, if it is a familiar faslure, an appropriate sequence of actions can be perfonmed.
Howaver, if it is an unfamihar failure, alternative approaches to failure compensation may
have to be considered.
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Fig. 4.5 Display of large-scale system CAIN.

469. The model proposed for ithe CAIN environment, MURRAY is illustrated in Figure
4.4. MUIRRAY operates in the three stages of P.ecognition and Classification, Planning, and
Exccution and Monitoring. Situations are continually reevaluated as system states change due
to the system dynamics or operator actions. An important feature of this task is that at any
given time the human operator may have several different tasks that could be performed.

470. MURRAY's fidelity 1o human performance is dependent on the representation of
three different types of knowledge needed to perform the task: system knowledge, contextual
knowledge, and task knowledge. System knowledge and contextual knowledge are shown
explicitly in Figure 4.4, while the task knowledge is embedded within the
Recognition/Classification and Planning components. The Execution component of the model
is realised by implementational procedures and the command that is issued.

471. The first type of knowledge. system knowledge, consists of information from
CAIN about the current system state, for esample, the number of customers waiting to be
served in a city. Thus, the system knowledge of MURRAY is identical to the information
presented on the CAIN display (Fig. 4.5). Systern knowlzadge is only accessed by the
model's Recognition/Classification component and the Prioritisation mechanism. The system
knowledje is structured as a hicrarchical frame sysiem. The frame of the highest structural
level represents the cluster currently displayed by CAIN. Each city frame has several "slots”
that contain such information as the number of customers waiting for service at the city and the
average length of time they have been waiting.
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472. The second type of knnwledge, contextual knowledge, consists of information
concerning the context of the system at a given time, such as locations of individual cities in
the network and cities that have high loading and abnormal failure rates. Thus, contextual
knowledge is augmented over time; as the model gains "expertise”, the knowledge stored by
this component will change. Contextuai knowledge is represented by a network of context
frames.

473. Finally, the third type of knowledge, task knowledge, represents the operator's
behaviour in monitoring, provlem solving, and failurc detection. Task knowledge is
represented as a producion system. The operator’s heuristics correspond to productions (or
rules), while the operator's internal model of the system cormresponds implicitly to metarules
that organise the application of the explicit rules.

474. MURRAY contains 22 rules in its representation of task knowledge. These rules
have a fixed syntax, and thus, they can be manipulated from outside the programme by a text
editor. The set of rules is based o a combination of expert judgment and empirical evidence.
Each rule consists of a situation and an action part made up of predicates.

475. An important part of MURRAY is the infercnce mechanism of the rule-based
repressntation of the task knowledge. This mechanism determines the way that rules are
applied and evaluated. The mechanism is implemented whenever the sysiem state changes,
i.c., whenever the model observes a set of new data frora CAIN (as a reaction to a command
issucd by the operator or a dynamic change in the system). At this point, the condition
pr;gicl:ates of all the rules are evaluated successively in the Classification component of the
model.

When Used
476. Not available.

Procedures for Use
477. Notavailable

Advantages

478. To summarisc, MURRAY proved to be a reasonable means of describing human

behaviour in a complex monitoring and control task. QOpen-loop analysis of model
rformance indicated that the model consistently did as well as human operators. Closed- -

oop, action-by-action comparison of subject and MURRAY perfermance revealed a high
degree of behavioural congruence. Thus, it appears that the structures and mechanismis
present in the model produce quite similar behaviours to humans' structures and mechanisins
used in performing this task. Nevertheless, it should be noted that the level of matching was
not perfect. Both MURRAY and human operators appear to have different strengths that are
useful in this environment: MURRAY is good at prioritizing tasks; the human operator is good
at improvising flexible search strategies. Thus, a combination of the two could result in
improved overall system performance. The next step in this research programme, therefore,
was to implement a human performance aid based on MURRAY. Such an aid should provide
cognitively plausible assistance to the human operator.
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479. Not available.
Application E. )

480. Experimental data were collected to validatle MURRAY. Comparison of MURRAY
and subjecy perforrnance was done in two ways. First, an open-loop comparisen vas made in
which subject perfonnance was ccmpared with MURRAY's performance. Second, 2 closed-
loop analysis was performed. Subject data files were replayed concurrently with a version of
MURRAY. Whenever a subject action was perfcrmed, MURRAY generated the action it
would implement, along with 2 list of its other applicable rules. The subject's action was then
implemented. This foim: of analysic allowed an action-by-actica (or process) performance
comparison to be made.

481. Three measures, mean customer sojourn time, number of customers served, and
fraction of failures repaired, were used to assess subject performance. MURRAY out
performed all of the subjects in terms of mean sojourn time and number of customers served.
MURRAY ranked eighth, however, in terms of the third performance measure, fraction of
failures repaired.

482. Nevertheiess, by relying on its task description provided in the rule base,
MURRAY resulted in uniiormly excellent perfornmance. Therefore, a model-based aid might
be useful in providing the operator with procedural instructions; MURRAY could support the
operator with additional or altemnative strategies to moaitor cr control CAIN.

Technical Dstails

483. Not availabie.
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4.3.4 A Dynamic Decision-Making Model (DDM)
. Descroi

485. Pattipati, Klein nan and Ephrath (1983) have developed a dynamic decision making
model (DDM) for predicting Yuman task sequencing. It contains the same information
processing structure as in the owiv-w! sontrol tnodel (OCM). As in the original Siegel and
Wolf models, situation assesswment in the DDM involves estimation of the time available and
time required for task completion. These variables are obtained from a memoryless
transformation of the estimates’ system state variables. The DDM does differ from the other
decision making models discussed here in one significant way, namely in the introduction of
human randomness in the decision making algorithm itself. Though the practical value of
including this randomness in performing system design and analysis may be argued, it is Clear
that such randomness in hun:an decision making does exist. Moreover, in the context of the
relatively simple paradigm o which the DDM was applied, the introduction of the stochastic
choice axiom allows the DDM to be used to compute performance statistics analytically, rather
than by Monte Carlo simulation.

2 TASK | >

e ® | MONITORING
. . STRATEGY
I e—— TASKN >

:

| OCES HUMAN

$ P'R}- ASK iS INFCRMATION [V
: PROCESSOR

L

Fig. 4.6 Multi-task monitoring/decision making situation.

History and Source

486. This research was motivated largely by target selection problems. In this situation,
targets of various types move across the display scopes of the human operator, vying ‘or his
attention. Since each target has different velocity and different distance to travel, the operator
has variable length of time available to process a target before it disappears. Each target has

different threat value and processing time requirements. The human is faced with the problem
of sequencing targets dynamically.
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Product and Purpose

487. The primary purpose of this approach is te gain a deeper understanding of human
information processing and task selection procedures in dynamic raulti-task environments.
The approach has been to combine the results of a joint analytic and experimental programme
into a normative dynamic decision model of human task sequencing performance. To this end
a general multi-task paradigm was developed that retains the essential features of human task
selection in a manageable yet manipulative context. Via this framework, they have studied the
effects of various task related variables on the human decision processes. The model that has
emerged from this effort forms a small but significant step toward human modelling in
complex supervisory control systems.

488. The dynamic decision making model (DDM) uses the information processing
structure of the OCM, extends the control theory approach to dynamic decision making and
panticularly addresses the problem of task selection in 2 dynamic multi-task environment. The
experimental paradigm of Tulga and Sheridan (1980) was modified to provide an appropriate
laboratory task for validing the DDM. In case of a situation with N independent tasks, the
DDM includes a set of N independent estimator-predictor combinations.

4 [:::] N\ \
[o ]

C <1
DATA TO [o%.]
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i

SUBJECTS'
RESPONSE BOX

Fig. 4.7 Experimental apparatus.

489. Figure 4.6 shows the fundamental decision loop that is considered in this model.
The human decision process involves 1) whether to process a task or gather more information
(i.c., monitor), and 2) which of N tasks (N is time varying) to act upon, in order to maximise
the system performance (e.g.. maximise reward, minimise regret, etc.). The decision loop is
dynamic in nature. As time evuives, tasks of different value, duration (processing time), and
opportunity window demand the human's attention, while others depart. The opportunity
windows shrink with time as the tasks approach their deadlines.
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490. In the experiments ccnducted to develop the model, the subjects observed a
computer screen on which multiple concomitant tasks were represented by moving rectangular
bars. The bars appeared continually at the left edge of the screen and moved at different
velocities to the right, disappearing upon reaching the right edge. Thus the screen wicth
represented an opportunity window. In this experimental paradigm there could be, at most, a
total of five tasks on the CRT screen, with a maximum of one on each line of any given time.
The height (reward, value) of each bar was either one, two, or three units. The number of
dots (1<m<5) dispiayed on a bar represented the time (in seconds) required to process the
task. The subject could process a task in the "opportunity window"” by holding down the
appropriate push button as in Figure 4.7. By processing a task successfully, the subject was
credited with the corresponding reward (r;=1, 2, or 3), and the completed task was eliminated

from the screen.

When Used

491. The DDM can predict various measures related to decision making performance,
including task completion probability, and error probability. As in various other models,
situation assessment in the DDM involves estimation of the time available and the time required
for task completion.

Procedures for Use

492, Not available.

Advantages .

493. A major contribution of the DDM work is the experimental validation of the model.
By constraining the experimental paradigm to a situation that could be treaied carefully in an
experimental environment, it became possible to test model hypotheses with reasonable cost
and control. These tests showed that the ideas underlying the DDM are essentially sound.
They also provide further validation for the other control-theoretic models discussed herein.

Limitati
494, Not available.

Apolication Exam]

495. The DDM has only been applied in experimental validations, but has proven quite
accurate in that context.

Technical Detail

496. The approach to madzlling human decision behaviour parallells the optimal control
mode! (OCM) of human response 1n spint but not in form. In the OCM the control and
information processing strategies are separable. Once an estimate of the system state is
available, the huear feedback control law uses this estimate as if it were the true state. This
type of separation has becn found to be plausible in the present dynamic decision model.
Analogous to the system state 1n OCM, the important concept of decision state is introduced in
the DDM. The decision state vanables are chosen to satisfy the axiomatic definition of a statz,
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i.c.. it must provide the complete running summary of past actions (decisions). The joint
density of the decision state is estimated from the information processor of the DDM, and
provides sufficient information for the decision process.
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Euture Needs

497. In the present experisnental context the tasks are assumed 10 be independent, and
the sk values and velocities are constant as the bar moves across the CRT screen. However,
in many realistic situations tasks are rarely independent and task attributes (c.g., value and
velocity) may evolve in ume, or they may vary as a function of human's decisions. Therefore
future tests of DDM should consider more intnicate task structure, such as those involving
nonstationary task attributes, tash dependency (e.g.. precedence restrictions), and resource
constraints.

498. A more realistic and challenging problem is the modelling of multiple DM's in
distnbuted muiti-task systems  Here. tashs amive at each individual DM. An individual DM
has te determuine whether to keep an amiving task for himself or send it to someone else, and
which task, if any, he should process  Thus the deciston process requires the specification of
a local routing strategy and a local sequencing strategy for each DM. The decision process is
aftected by the communication, information pattern at cach DM, hierarchical structures,
interbuman randomness, and variahility, to name but a few.
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43.5 A Model of Combined Monitoring, Decisiun-Making, and Control (DEMON)
: Descrin

499. DEMON is 1 multi-tack model (including decision making, monitoring, and control
tasks) for analysing the operational control of multiple remotely piloted vehicles (RPV).
Control of each PPV represents a separate task, each with a payoif for maintaining errors
within tolerance and for timely pop-ups and hand-offs. The operator’s task is to monitor the
trajectories and the estimated times of arrival (ETAs) of N vehicles, to decide if the deviaiion
from desired flight path or the ETA error exceeds some tolerance threshold,and to correct
respective paths by issuing appropriate contro! commands.

History and §

500. The DEMON model was developed by Muralidharan and Baron (1979, 1980) and
extended previous control-based approaches to 3 multi-task environment involving essentially
discrete control decisions. The DEMON mode! is an important integrative siep in the
development of supervisory control models.

Product and Purpose ‘

501. The essence of the DEMON approzch is to characterise the operator limitaticns and
the mission goals in a manner that allows one to predict operator strategies and overall system
performance in human supervisory control of vehicles. For example, DEMON considers the
detection of events not explicitly related to the system state variables and accounts for the tine
to complete discrete tasks. By means of a model extension, multi-operator situations as well
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as communication among the operators can be considered. A block diagram modelling the
flow of infcrmation and the control and decisions encountered by the human operator
(enroute phase) is shown in Figure 4.8 (Muralidharan and Baron, 1980).

502. Path deviations arise from navigation errors and disturbances. Display information
is assumed to be updated at discrete times. It is also assumed that arrival times and lateral
deviation errors are presented scparately and that only a single RPV can be selected for
observation at 2 given time. Prior to frame update, then, the RPV enroute operator with N
RPV's under control must also decide which among 2N+1 displays to monitor; the additional
display s included to account for secondary tasks. The information processor in Figure 4.8
contains N Kalman filters to estimate the system state (i.e., the states of each RPV) and the
uncertainty in that estimate. With this information, the processor can also compute the
subjective probabulity of exceeding vanous error tolerances or the proximity to a waypoint {or
dewired goal). Thus, the information processor provides an assessment of the situation or a
mental image of the traffic picture. The decision strategy generates both the monitoring and
control chotces. The operator’s choices are assumed to be rational decisions governed by his
knowledge cf the situation, his goals and priorities and his instructions. These factors are
incorporated in expected net gain criteria for monitoring and control. The expected net gain
from a particular action is obtained by subtracting the cost of that action from its expected
gain. The expected gain 1s the difference between the cost of events when no action is taken
and the expected cost of events that may arnise after this action.

503. In summary, the enroute operator’s task is to monitor the trajectories and the
estimated times of arrival (ETAs) of N vehicies, to decide if the lateral deviation or ETA error
of any of these excecds some threshold, and to cormrect the paths of those that deviate
excessively by issuing acceptable patches. The drone control facility (DCF) contains the
stored flight plans that drive the N subsystems RPV;, i=1.2,....N. They are usually "optimal”

with rerpect to current terruin and other information. The system is constituted by the N
RPVs undergoing monitonng/control. A simple non-linear representation of their dynamic
ochaviour was assumed for this analysis. Linearisation may be carried out if necessary for

implernentation of the model. The true status x! of the i-th RPV may be differsnt from the
stored flight plans due to “disturbances” w! The reported status y! will be different from the
true status x! due to reporting error v, The vbserved status y‘p will depend on the reported

status y! and on the “monttons: sirategs™ (1o be discussed later). The disturbances w! and
reporting error v',. were modelled by utahle random processes. The y! are the displayed
variables corresponding to RP\,

504. The monitonng strategy 1 needed. since the human must decide which RPV or
which display to ook at. This 1s amportant because his estimates of the true status of each
RPV (and hence his patch decision strategy ) will depend upon ins monitoring strategy. The
information processor models the processing that goes on in the huinan operator to produce
the current estimate of the true RPV status from past observed status. This block is the well
known control-theoretical madel consisting of a Kalman filter-predictor. It produces the least-
squares estimate of the true status and alvo the vaniance of the error in that estimaie. The
decision strategy models the process of decrding which, if any, RPV to patch. It considered
the decision process to be discrete (1t takes 5 sec to get a new display). The cost of making a
patch would reflect the lost opportunity to monitor and/or patch other RPVs as well as
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breakingz radio-silence; the gain (negative cost) is the presumed reduction in error for the
"patched” vehicle. The decision straiegy attempts to minimise the (expected) cost.

505. The patch command generaior generates the commanded patch. The cevelopers
investigated a strategy based on minimising a weighted sum of the time to return to the desired
path and the totai mean-square tracking eqror. The allowable paths were constrained by the
RPV turning radius limits. The patch check performs a GO/NO GO check on the patch using
conditions on tuming radius, command link status, etc. The vector u denotes the patch control

input to the RPVs. When there is no disturbance w* and no patch control u then the N RPV
subsystems follow the flight plan. A patching decision consists of deciding if the monitored
RPV subsystem is to be paiched. At most one of the RPVs may be patched at a given time.
One idea of patching is to reduce deviations from the flight plan to below some threshold
values. Once a decision is made to paich a particular RPV-subsystem, it is necessary to
compute and execute the patch control. The purpase of a patch control is to guide the aircraft
from its initial location and heading to intercept and fly along the planned flight patch. Various
criteria may be considered to compute the optimas patch control, for example, a strategy ihat
minimises s time to return 10 the planned flight path.

506. Operator limitations of observation noise, time delay and response bandwidth
could be neglected in DEMON because they were insignificant in comparison to sensor
measurement noise, display up ‘ate rates and the time required for the discrete control inpuis.
However, a parameter was introduced into the information processing structure to account fot
the rate at which the operator’s uncertainty about the vehicle state grows with time ir the
absence of further observation. This parameter relates to the operator's expectations
conceming the disiurbances perturbing the path of the RPV (as opposed to the true
disturbances), as might be determined from insiructions or through training. The mission
goals were incorporated in the model in expressions for the expected net gains for monitoring
and control. They included factors such as thresholds for allowable errors and costs for
monitoring and patching control.

When Used

507. DEMON can be used in predictive studies and iteraiively throughout design
development.

Procedures for Use

508. The scenario-like DEMON approach is available in form of parametrised
programme modules.

Advaniages

509. According to Baron (1984). the DEMON model extended previous control-based
approaches 10 a multi-task environment involving essentially discreie control decisions. For
DEMON, control of each RPV represented a separate task, each with a payoff for maintaining,
emvors within tolerance and for umely pop-ups and hand-offs. Inasmuch as only one RPY
could be observed at any time, the DEMON operator had to rely on memory and prediction to
decide when 1o monitor or serve a particular RPV and control objective. Another important
advance was the introduction of the expecied net gain decision making algorithm. This
algorithm can be related to classical subjective expected utility criteria and other methods. It
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also provides a very gencral approach to developing decisinn making criteria in multi-task
situations.

Limitai

510. The main shortcoming is that the model does not include the procedural activities
of the human operators.

Apglication Exarol

511. Model results were obtained illustrating ~ cnsitivity of the performance predicted
by DEMON to changes in parameters of the system (uie number of RPVs to be controlled and
the magnitudes of navigation and reponing errors) and in those describing operator behaviour.
These results show that the model behaves reasonably, that the model parameters do
significantly affect performance and that the monitoring and patching trends are as expected.
For example, results fromm DEMON predicting how perfermance in controlling the RPVs
varies with the number of RPVs under control, suggest that four vehicles can be maintained
within tolerance by a single operator. Errors can exceed tolerances for five or six vehicles and
a critical point exists around seven RPVs. This prediction is consistent with findings in the
literature conceming the abilities of air traffic controllers.

512. The DEMON model is an example of the so-called top-down or analytic approach
to human performance modelling. Such an approack begins with a mathematical
characterisation of the task including the overall goals and the criteria for good performance.
Then, one attempts to develop the assumptions about the human operztor and the system that
are necessary and sufficient to characterise performance in relation to the parameters of interest
to system designers. The report of Muralidharan, Baron, and Feehrer (1979) includes
complete technical documentation.
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Euture Needs

513. The supervisory control model PROCRU (section 4.3.6) is an extension of the
DEMON approach.
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4.3.6 A Model of Human Supervisory Control of Dynamic Systems (PROCRU}
S Descrint

514. The supervisory control model PROCKU (procedure-oriented crew model) has
been developed by Baron et al. (1980, 1981) for analysing flight crew procedures. PROCRU
incorporates both "by the book" procedures and more unconstrained control and monitoring
Eehaviours. It models continuous tasks directly and also accounts for the effects of discrete
control tasks and for the time to perform them. Thus, the model combines some of the
features of psychologically-oriented models with those of control-theoretic models. PROCRU
can be extended to a full range multi-operator model.

Convegm ignats

Sesten
e Wyrame § J ;
YR At tan, ey S T
sere 0 dynamics, Subsyste en AIC Crew
; ‘——. vy x Vet .e g.‘, ‘ystem Comrnms atng
(SRR LRCET A - f stare S e
Orspear, { . ]
ttrur ety
Sarm, Syaten Ilurem:\' ll:slv.:-— ot L‘“d"“'y l
pol ' visud visud g
M ! AN
TIPS G - . e m—ma P gy L ESSUIOIS G UEpIUORIINE S ———
_j—_1 -‘ Mot w
g ntivan, JI o Juets Shoa tere Strese,
y LY TR RNy S d Moo butfer
LL7TT L Y ;
] finfmation Brocessor | """""" |
| i
———— ' W
i ——— State D;;’:"’ :
Srt1s Mo [ AN LI oshmatry
pwree T L. i Valadlid |
— —_’ | ! s | -—‘ LR )

Procedure seiector

-t
ENGPLI TENGP(D]  [ENGP it L)
. l ) CR e |1 °.

|
: -
A ter v
; Soeciaoaces P 7 RRCTATANGED
N R 0 e s ﬂ;;;—"_-—_' ; —————— -1
L RN~ DT ] |
Comtin MosiLr verna | i
P remmenens, | Lrequienients] kequeenents)
Wiy spmpaium Fo—= gl |
Crareng "
AR ATC RLw)

Meentie 1mnmsty

Fig. 4.9 Supervisory control model PROCRU.
History and Source
515. The monitoring and information processing portions of PROCRU are not unlike

those of the optimal control model (OCM) or other models, though they have some novel
features and extensions. The approach used tn PROCRU has also been employed to develop
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a supervisory control model called AAACRU for the commander/ gunner crew of an anti-
aircraft antillery system (Zacharias et al,, 1981). The general structure of this model is
essentially identical to the PROCRU model structure, except that an explicit situation assessor
has been added to the information processing function of the model. There is interest in
developing nore complex and complete supervisory control models based largely on a control-
theoretic viewpoint. Presently there exists a conceptual approach to modelling operaters of
nuclear power plants (Baron ct al., 1982). This model shares many features of the models
described above.

Product and Purpose

516. The basic structure of the PROCU model is shown in Figure 4.9. The model is a
closed-loop, man-machine simulation that incorporates elements that can represent a range of
operator behaviours: cognitive and psychomotor, and continuous and discrete. Below, the
major elements are discussed with special emphasis on the information processor, because of
its central importance to the cognitive aspects of supervisory control and because it is in this
part of the model that new extensions are suggested.

517. The supervisory control model PROCRU (Figure 4.9) builds on a series of
operator fun-tions and processes:

(1) Monitoring displays,
(2) Situation assessment,
(3) Decision to act - or not to act - based on that assessment, and
(4) Action to implement the decision.
518. These functions are implemented by various processors:

(1) A display processor selects an appropriate displayed quantity and
accounts for sensory/processing limitations in observation.

(2) An information processor includes a mental model of the plant
from which is derived a predict/correct logic for state estimation
and prediction.

(3) A :zituation assessor provides a template matching scheme which:
checks symptoms against a template which is part of a procadure.

(4) A procedure selector includes major decision making at several
levels. Choices are made on the basis of utility theory.

(5) A procedure effecter permits three types of actions: control,
observauon and communication. Time is associared with each
action.

519. The lower half of Figure 4.9 illustrates the mode! fcr the human operator. The
display processor portion of the model has two functions: it implements the conscious
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cbservation decisions of the operator by selecting the appropriate displayed quantity; and, it
accounts for sensory and procecsing limitations associated with observation. It is assumed
that the operator is a single-channel processor of information. The selection of a particular
source of information is governed by goal-oricnted processes: thus, it will depend on the
purposes for which information is being gathered. Much of the time, the choice of a particular
scurce wiil be procedurally driven; i. e., the execution of specific operating procedures will
direct the choice. However, for an activity that is not govermed by well-defined procedures,
the display selection process incorporated in the mode! will be designed to support that
activity.

520. The information processor is comprised of three elements: an estimator/predi ‘or,
an event detector, and a situation assessor. The estimator/predictor performs two functions.
First, it processes the observed information to update its estimate of the process state
variables. And, second, it predicts the future evolution of the system on the basis of the
estimate of the current state, know. n inputs to the process, and a mental model of the plant.
The outputs of the estimator/predictor are the operator's a priori (before observation) and a
posteriori ( after update) estimates of the process state, the respective subjective estimation
error covariances which, in general, will now differ from the true error covariances, and the
residuals and their covariances. The discrete event detector is intended to model those aspects
of operator information processing, other than estimation and prediction, of the precess state
variables. Typically, it will be concerned with determining or detecting that an event has
occurred that helps to define a situation, thus enabling a procedure selection and execution.
The event may be a transient, a request for action, an alarmed condition, or the verification of
the accomplishment of an intended action. The inputs of the event detector are visual alarms,
auditory information, the outputs of the state estimator/predictor, and the list in memory of
possible events.

521. The situation assessor block of the supervisory control model is aimed at
computing the probability or likelihood of a postulated situation. Its inputs are the outputs of
the information processor and an ordercd list of possible situations that are stored in memory.
The ordering of the situations is assumed to be based on prior estimates of the probability of
occurrence and on the potential consequences associated with the situation. As noted carlier,
the situation may correspond to a single condition on a process variable or on equipment
status. In such a case, situation assessment and event detection may coincide and the process
is straightforward. More generally, a situation will be defined in refation to a larger set of
conditions. However, in practice, the operator's assessment of the situation may not
incorporate all the diagnostic elements.

522. The procedures are the means by which the operators organise and carry out their
monitoring, situation assessinent and control responses so as to accomplish their objectives.
Procedures exist in manuals or they reside in memory, having been learned through training
and/or experience. Both highly structured formal procedures and other less structured, but
goal directed, responses are allowed. A foarmal procedure is a specific sequence of tasks or
acticns together with the situations that tngger those actions. Major decision-making at several
levels takes place in the procedure seiector block. The first decisicn is concerned with situation
assessment and will involve some form of sequential test that will be performed to decide
whether to accept/reject or defer the idenufication of a situation as discussed above. If the
decision has been made to defer the 1dennfication of a situation, the modelled operator will
have two options: collect more data using the current diagnostic test procedure; or, try a new
diagnostic aigonthm. Thus, a second decision is required.
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When Used

523. PROCRU may be used for analysing flight crew procedures in commercial ILS
approach to landing.

Procedures for Use

524. Itis necessary to include a mathematical description of the system/environment in
the supervisory control simulation model. The degree of detzil and the level of complexity of
the system model will depend on the specifics of the issues to be addressed. However, in
general, the model must include those factors that are needed to perform a closed-loop system
analysis, e. g., a state-variable description of the processes including any automatic control
and engineered safety features, a description of potential disturbances, and a description of the

instrumentation and display information provided for the crew (including information content,
alarm set points, instrument or sensor noise, update rates and failure nodes).

Advantages

525. PROCRU represents one of the first major attempts to combine the monitoring and
continuous control aspects of the OCM with a procedure selection and discrete control model.

Limitati

526. Some portions of the model are conceptual at this time in that some of its features
have yet to be implemented (Baron,1984).

pplication E l

527. Only experimental applications have been reported.

Technical Detail

528. Notavailable.
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4.3.7 The Human Operator Simulator (HOS)
S Descriot

530. The Human Operator Simulator (HOS) is a coordinated sst of computer
programmes which allows for the simulation of a total man-machine sysicm performing a
complex mission (Wherry, 1969; 1976; Lane et al,, 1981; Meister, 1985). Thus, HOS
simulates not only the behaviour of the operator, but the operating characteristics of the system
hardware and software together with any sensors, targets, or other external data sources. It is
intrinsically a bottom-up model in the sense that it begins with behavioural components and
principles (i.c., micromodels), such as movement, information input, perception, and memory
and systematically builds to a model that can peform task-oriented behaviour. Presently
HOS-1V is available (Harris et al., 1987, 1988) and the concept of HOS-V has been
formulated (Glenn, 1988). To build a simulation, inputs to the model typically include
descriptions of the system design, procedures for using the system, human operator
characteristics, and a mission scenario. A set of operator micromodels are available to the
HOS user to assist in the development of the simulation. These micromodels contain
algorithms, baszd on e::perimental literature, that can predict the timing and accuracy of basic
human cognitive, perceptual, and psychomotor actions. The text of this HOS model summary
is mainly based on Harris et al. (1987, 1988).

History and Source

531. Twenty years have elapsed since the original conceptual design specifications were
set forth by Wherry (1969) for a generalised, goal-oriented, dynamically adaptive HOS
computer programme. During this period HOS has been developed, applied, and modified on
mainframe computers (Wherry, 1976; Lanc et al. 1981). Recently, HOS has been restructured
and revised to produce a 4ih-generation version (HOS-1V). HOS-IV is already slated to be
incorporated into the Automated Job Analysis Tool (AJAT). AJAT is a general purpose design
and cvaluation tool for man-machine systems with the objective of predicting the impact of

individual differences in cognitive and psychomotor performance on total system performance
(Glenn, Dick, and Bittner, 1987).

Product and Purpose

532. The Human Operator Simulator (currently HOS-1V) is a crewstation design
evaluation tool which has unique features that distinguish it from other design tools. A
detailed description of these and other features of HOS-IV can be found in the User’s Guide
(Harris et al., 1988). Unique features include:

(1) Capability to predict system performance by dynamic interactive
simuiation of the environment, the hardware/software system, and
the operator.

(2) Library of human performance micromodels, based on
experimental Literature, to predict human performance times and
errors.

(3) Simulation of an operator performing tasks and behavioural
processes sequentially or in parallel.
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(4) Flexibility to easily add to or modify the human performance
micromodel library.

533. The central models resident in HOS are the operator models which will initially
generate performance time and an indication of success/failure. The current version of HOS-
IV contains cognitive (recall, attention, mental computations), percept “al (visual and
auditory), and psychomotor (anatomy movement) models which are based on experimental
data from the human performance literature. The HOS-IV outputs include:

(1) A timeline of events for the operator, system, and environment,
(2) User-defined measures of effectiveness, and

(3) Standard analyses, such as:
(a) Mean time to complete an action,
(b) Number of times an action is performed,
(c) Proportion of the operator's time spent on each
action, and
(d) Error analysis by action.

534. The revised modelling capability in HOS-IV incorporates major improvements in
the areas of efficiency, usability, and adaptability. HOS-V, in particular, provides ready
access to a library of standard models for items commonly included in simulations such as
controls, displays, etc. In aidition, the HOS analyst will be able to tailor the models to the
nceds of the particular application by specifying the appropriate level of detail for each model
(or, if desired, incorporating his or her own models). All models included in HOS-IV are
written utilising the same HPL language as used to define simulation actiods. The human
performance micromodels of HOS-1V are:

(1) Psychomotor Micromodels
(a) Eye Movement
(b) Hand Movement
(c) Control Manipulation
(d) Handprinting
(e) Walking

(2) Cognitive-Perceptual Micromodels
(a) Visual Perception
(b) Short-Term Memory Store
(c) Short-Term Memory Retrieve
(d) Decision Making

(3) Communication Micromodels
(a) Listening
(b) Speaking

(4) Fatigue Micromode!
(a) Modulating Effects on Human Performance
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(5) Planned Micromodel Development
(a) Tracking
(b) Target Search

(c) Task Switcl. 1g

535. The eye movement mode! determines the time required ‘o move the eye from one
fixation point to the next. The hand movement action determines the time required to move the
hand to a new position. The movement time model is based on Fitt's law which states that
movement time is a linear function of the information content or difficulty of movement. The
control manipulaticn model determines the simulation time charge for manipulating four
different types of controls - pushbutton, toggle, rotary dial, or trackball. The handprinting
model determines a time charge for printing a specific number of characters as specified by the
user. The walking model determines the time required per foot of travel.

536. The visual perception model determines the time required to perceive a visual target
assuming the eye is already at the fixation point and that the target is clearly visible. The short
term memory mode! consists of two parts - memory storage and memory retrieval. The
memory storage component simulates entry of new items into a push-down memory stack.
The memory stack has a maximum size of seven items. The memory retrieval component
simulates memory decay as wel! as retrieval search times.

537. The listening model determines the time to listen as well as the probability of a
listening error based on the signal-to-noise interruption frequency. The speaking model
determines the time to read aloud a user-specified number of words. The speaking time-per-
word varies depending on whether the user specifies that the words are elements of a small or
a large vocabulary.

538. The modulating effects of mental fatigue on humarn performance are represented by
a separate model that is based on numerous experimental studies using critical flicker fusion
(CFF) as measuring methodology. Specifically, the model estimates the percentage decrement
in cognitive performances for a given time t.

539. Three performance models are planned for augmentation of the current set in HOS-
IV. The planned set of tracking and continuous manual control models is essentially based on a
composite linkage of the already existing psychomotor and cognitive micromodels. Tracking
capabilities (e.g.. compensatory. pursuit, and learning) have been demonstrated in previous
studies (Glenn, 1982; Lane et al., 1981) The planned set of target search models will be
based on a composite linhage of the cogmuve-perceptual micromodels. Visual search
capabilities have been demonstrated already with earlier HOS applications (Lane et al., 1981).
The implementatios: is intended for allowing various search strategies. The planned task
switching model is based on evidence of individual-difference-related ar 4 other temporal cost
for mental switching between tasks

540. The micromodel modes of operation have been considerably extended. HOS-IV
permits the user tc describe operator behaviours so that the associated micromodels occur
either sequentially or in parallel as appropnate for the particular tasks to be simulated. For
sequential operations, each micromodel, or elemental behaviour within the task, must be
completed before any other elemental steps or other operator tasks may occur. Parallel
operations simulate situanions where the operator is performing tasks concurrently. This
struciure allows paraliel execution of non-competing behavioural processes - for example, a
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cognitive process will not interfere with a motor process. In general, micromodels within a
particular grouping - cognitive/perceptual, communication, or psychomotor - compete with
cach other and can stalemate performance. Previous versions of HOS had been restricted to
the assumption that the human operator can only do one thing at a time (single-channel
processing assumption).

When Used

541. HOS is particularly well suited to performing analyses in which the operator’s
workstation layout is the main concern and wliere performance degradation results primarily
from work congestion in reading displays and manipulating controls. In addition, HOS scems
to be suited for educational and instructional purposes, ¢.g., helping to introduce modelling
and and simulation of human-machine systems

Procedures for Use

542. HOS is a generail purpose simulation tool for modelling man-machine systems.
The required inputs to the model are descriptions of the systcm design, procec ires for using
the system, human operator characteristics, and a mission scenario. A set of operator
micromodels are available to the HOS user 1o assist in the development of the simulation.
HOS provides 2 capability for a comprehensive human-system simulation. Figure 4.1C
presents the componerits developed for an application. During a typical implementation, such
as for a model of a radir operator and crewstation, the analyst first determines the allocation of
functions between the hurnan operator and the machine. The analyst then describes the
eavironment (c.g.. number, location, speed, and bearing of enemy targe:s); the hardware
system (c.g., radar sensor and signal processors, displays, and controls); and the operator
procedures and tactics for interacuny with the system and for accomplishing mission goals.

Maciune
Sysasm Operatoe
Fuacoons Fuacsons
Mac hone
Compuneat Component

Ce L]

Eavimament

Component

Fig. 4.10 Application of the Human Operator Simulator (HOS).
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543. Interface descriptions between the operator, system, and environment are also
developed to suit the needs of a particular application. In a radar system simulation, a
hardware-eavironment interface routine would determine which enemy targets were within the
radar detection range at any given temporal snapshot. An operator-environment interface
routine could determine the effects of heat, cold, drugs, or other stressors on human
performance timing and accuracy. The operator-machine inteifr ~~ models could establish the
time and accuracy of an operator performing such tasks as readi... . ‘shanumeric information
from displays, manipulating controls, searching for targets in a; : -ular field-of-view, or
physically moving objects from one location to another.

Advaniages

544. One primary feature of HOS, comparzd 10 other simulations, is that HOS is now
rule-based, incorporating current antificial intelligence techniques to structure the simulation.
An input requirement to HOS is a set of rules which activate a set of actions during the course
of the simulation only when the conditions are appropriate. Defining these rules facilitates a
top-down approach to the design of a simulation since it allows the user to design the
simulation flow independent of the implementation of low level simulation actions and models.
It also allows the simulation to more closely mimic reality since operators usually make
decisions based on an implicit or explicit set of rules when responding 10 a particular situation.

Limitas

545. The level of detail required by HOS and the restriczions on multiple operators and
communications may make HOS inappropriate for large systems involving complex
interactions among more thar. onc operator.

Application Examples

546. One arca of model application has been a series of part-task simulations. Tasks in
these studies closely resembled operater functions in systems but were less complex to allow
more precise structuring of task conditions. The objectives wers 1o verify the additivity of
times generated by the micromodels and to examine simulation performance in situations more

closely approximating real systems than laboratory experiments. These simulations included
(Lane et al,, 1981):

(1) A divided attenuon study in which the operator performed a
manual tracking task with interfesence from a secondary task
whose frequency and duration were varied.

(2) A mail-sorting simulation which required the operator to use
simple decision rules combined with keyboard entry.

(3) A subset of the LAMPS helicopier Air Tactical Officer (ATO)
functions, combiming CRT tracking and control manipulation with

key entry.
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547. As the use of HOS has matured, simulations have been developed for several
large-scale systems. Results of these applications are another type of HOS validation. The
major simulations conducted with HOS to date are (Lane et al,, 1981):

(1) A simulation of the Air Tactcal Officer (ATO) on-board the U. S.
Navy's LAMPS helicopter during a generalised air surveillance
mission.

(2) A simulation of the Sensor Station 3 (non-acoustic) operator (5S-
3) on the U. S. Navy's P-3C ASW patrol aircraft during a
reconnaissance mission.

(3) A simulation of the P-3C Sensor Station 1 (acoustic) operator (SS
1) during an open ocean convoy escort mission.

(4) A simulation of the pilot on NASA's Terminal Configured Vehicle
(TCV) during the apprcach and landing phases of both a curved
and straight landing under both maaual and automatic control .

Technical Details

548. Cumrcntly HOS-1V is implemented in Microsoft C (Version 4.0) on an :BM PC-AT
with enhanced graphics, a mouse, additional random access memory, and auxiliary storage
devices. HOS-1V incorporates many new features with the most notable being (1) a new
knowledge representation scheme, (2) z user-oriented interface, and (3) enhanced modelling
capabilities. The primary design goal of the HOS-IV development was to provide for effective
application simulations without placing an excessive burden on the human analyst. The HOS
simulation facility is also highly transportable, allowing implementation on IBM compatible
mgxg;ocompulers Concepts for the development of HOS-V have been formulated (Glenn,
1988)

Beferences

Glenn, F. A. (1982). A discrete leaming mode! for manual pursuit tracking. Proc., JEEE
Conf, on Cybernetics and Society. New York: IEEE.

Glenn, F. A, Dick, A.O., & Bittner, A.C. (1987). Prediction of personnel requirements
for system operation. Proc,, Human Factors Society, 32nd Annual Meeting. Santa Monica,
CA: Human Factors Society.

Glenn, F. A. (1588). A human operator model management environment. Proc,,

Human Factors Society, 32nd Annual Mceting. Santa Monica, CA: Human Factors Society.

Glenn, F. A. (1988). Development of 2 human operator simulator version V (HOS-V):
(TR 88 04 30). Blue Bell, PA: CHI Systems, Inc.

Harris, R. M., lavecchia, H. P, Ross, L. V., & Shaffer, S. C. (19€7). Microcomputer
Proc.. Human Factors Socicty, 315t Annual Meeting.

human operator simulator (HOS-1V).
Santa Monica, CA: Humaa Factors Society.

-172 -




-173- ACR43(Panc]l 8)TR/1L

Harris, R. M., Bare, C., Ross, L., Scolaro, D., Wright, D., & Kaplan, J. (1988).

or (HOS-IV), user's guide (Tech. Report 2072-B). Willow Grove,
PA: Analytics, Inc.

Harris, R. M., lavecchia, H. P., Bittner, A. C. (1988). Everything you always wanted
to know about HOS micromodels but were afraid to ask. Proc.. Human Factors Society, 32nd
Meeting. Santa Monica, CA: Human Factors Society.

Harris. R. M., lavecchia, H. P. & Dick, A. O. (1989). The human operator simulator
(HOS-1V). In McMnllan G. R Beev:s.D Salas, E., Strub, M. H,, Sunon. R & van
Breda, L. (€ds.). (1989). - . . A esien. New
York: Plenum.

Lane, N. E,, Strieb, M. 1, Glenn, F. A., Wherry, R. J. (1981). The human operator
simulator: An overview. In J. Moraal & K-F Kraiss (Eds.). Manned systems design:
Methods, equipment, and applications. New York: Plenum Press.

Meister, D. (1985). Behavioral analysis and measurement methods. New York: J. Wiley.
Wherry R. J. (1969). The development of sophnstlcau:d modcls of mar.-machme-

systems. Proceeqing INPOSIUM on Applicd MOQ

Columbus, OH: North American Aviation.

Wherry, R. J. (1976). The human operator simulator - HOS. In T.B. Sheridan & G.
Johannsen (Eds.). Monitoring behavior and supervisory control. New York: Plenum Press.

Euture Needs

549. Models like HOS, with the ability to integrate a realistic operator component into a
sys(ems modelling framework, will become more critical as systems depart from traditional
roles for the operator. Human factors engineering technology must keep pace with equipment
technology, providing techniques which allow credible, objective and detailed statements about
probable system (n+ ¢ just operator) performance. Without such techniques, the inappropriate
use of operator c: ubilities cannot be prevented. Integrating HOS with general purposc
simulation technology (c.g.. SAINT, SLAM, etc; (see Chapter 8) could be helpful.
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4.3.8 The Sicgel-Wolf Model
S Descrioti

550. According to Pew et al. (1977), the Sicgel-Wolf model , which appeared in 1961,
has been of continuing interest to human performance analysts and has been consequently
extended (Siegel and Wolf, 1981). It embodies some of the early network concepts (¢.g.,
PERT: Pew et al., 1977; Chubb et al., 1987) and depends significantly on relationships
between required task times and available task times for measurcs of completion probability
and stress. It is also built upon conceptual structures and empirical observations drawn from
psychology and human factors and, as such, can be considered a model in its own right. The
present and continuing interest in the Siegel-Wolf model mainly stems from successfully
including model components of:

(1) human performance under stress,
(2) subtask execution time under stress,
(3) multi-operator performance, and

(4) their relationship to performance reliability and human error in
man-machine systems.

551. The Siegel-Wolf models are representative of a type, fcr instance, stochastic or
network, but more impo: antly they have been outstandingly successful - if success is defined
as the variety of situatcas to which they have been applied. There are: thive such models:

(1) the 1. 10 2-man model,
(2) the 4- 10 20-man model, and
(3) the 20- 0 99-man model.

552. Only the first is considered here. The purpose of the 1- to 2-ivan model is to serve
as a tool for system designers during development, and to indicai= where the system may
over- or underload its operator. The model simulates maintenance or oy<1tor tasks simply by
identifying personnel as operators or technicians and the tasks as operxtor or maintenance
tasks. It predicts task completion tune and the probability of successful task completion. It
also seeks 1o determine whether or not an average operator will successfully complete required
tasks, how success probability changes for various performance shaping factors, and the
operatcr proficiency required by the system. It is interesting to note that the concept of
performance moderator functions is used within present model developments too (Laughery
and Gawron, 1984). The text of this Siegel-Wolf model summary is in parts based on Pew et
al. (1977) and Meister {1985).

History and Source

553. The first and some later versions of the Siegel-Wolf model were developed for the
US Office of Naval Research.

-174-




-175- ACR43(Panc] TR/

Product and Purpose

554. The methodology underlying the Siegzl-Wolf model can be applied to any type of
system or task. The basic assumption of the mode! is that operator loading is the basic element
in effective man-machine system performance and that the variety of loading cffects are
compressed into one variable called stress. Stress may be caused by (1) falling behind in time
on an assigned task sequence; (2) a realisation that the operator's partner is not performing
adequately; (3) inability to complete successfully a subtask on the first attempt and the need to
repeat the subtask; (4) the need to wait for equipment reactions. Basic mechanisms of the
model can be understood from a description of its parameters:

(1) Execution time Y represents the amount of time required by
operator j to complete subtask i.

(2) Completion probability Pij represents the probability that subtask i
is successfully performed by operator j.

(3) The parameter Tj . the mission time limit, specifies the total time

available for operator j to perform a task that is constituted by the
sequential subtasks i = 1, ..., n.

(4) The parameter F; accounts for the variance among individuals

operating the system. Thus the model is able to simulate operators
who usually perform faster or slower than the average operator.

(5) The stress level sij of operator j is operationally defined as the

ratio of (2) how much is left to do when performing subtask i to
(b) the amount of time avaslable in which to do it:

'-'!’-E
$:i:m U]
oty

17ty ¢))

u
where Tj is the total time available; Tij is the time elapsed up to but

not including accomplishment of subtask i; and T i is the average

time required for completion of all remaining subtasks, assuming
no failures.
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555. The primary relationships of the model can be expressed in form of two
submodeis: '

(1) Submodel of Performance under Stress. Task/subtask completion
probaiility Pij is a function of stress level sij and stress threshold

Mj. This probability of success increases linearly with stress until

it becomes unity at the stress threshold. At this value, it assumes
the average (i.c., input value), Pij and then decreases linearly until

it reaches a constant value.

(2) Submodel of Execution Time under Stress. Task/subtask
execution time ‘ij is a function of stress level Sij and stress

thresheld Mj. The average execution times are decreased with
increasing stress until stress assumes the threshold value Mj;
beyond M j the average execution times are increased linearly with
increasing stress.

556. The model outputs include a considerable amount of data for each operator. A run
summary might contain total number of runs, number and percent of successful runs, average
time used over N runs, average time over run, average waiting time, average peak and final
stress, the number of times a subtask was failed or ignored, the time spent in repeating failed
subtasks, and the average time that the subtask was completed.

557. Animportant aspect of Siege!-Wolf model is its suitability for use in simulations of
the performance of multi-operator systems. In this role, the technique employs a number of
self-contained models to determine expected task time as a function of group performance
proficiency, overtime load, morale, number of persons, and nominal time. Multi-opcrator
aspects of the model are described in Chapter 6.

When Used

558. The Sicgel-Wolf model has been used in numerous studies (at leas: 10 validation
studies have been reported; Meister, 1985) with respect to design analysis and prediction of
system performance. Firstly, the model can supply an absolute estimate of the system
reliability to be anticipated when the system becomes operational (e.g., the system will
eventually perform with a reliability of .99). Secondly, the model can compare aliernative
system configurations to determine which should be selected for implementation or 10
determine redesign requirements for a system which cannct satisfy system requirements.
Thirdly, if the simulation model can predict the system effectiveness of one configuration, it
can also predict the effectiveness of another, and compare the two estimates.

Procedures for Use
559. To apply the model, one first performs an analysis and identifies which tasks are

essential to completion of the mission and which are unessential. For each of these, the
following data are specified, using the available sources:

(1) The average time required by the operator to perform each task.
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(2) The average standard deviation about the average time.
(3) The average probability of successfully pe-forming each task.

(4) An estimate of the extent to which successful performance of each
task is required for completion of the total mission.

(5) The waiting time (if any). This represeats the time elapsed between
the start of the mission and the start of each task, during which no
action can be taken by the operator.

(6) The next task to be performed given failure to accomplish a current
task.

(7) The next task to be performed given successfu! accomplishment of
a current task.

560. The level of data input is fairly molecular, describing individual discrete perceptual
and motor actions. Sources of input data are varied. Data are collected from task analysis,
formal experiments, informal measurements, simulator measurements, literature search or
personal interviews. Much of the input data is gathered by direct questioning of expert
operators; the data gathering process is relatively informal. Although the model makes use of
data banks, such as they are, it is likely that some new input data must be gathered for cach
new application of the model.

561. The simulation operates through its Monte-Carlo sampling process to arrive
directly at the end result. Success or failure of the entire task or mission is not dependent on
the probability of accomplishment of any single subtask, but whether or not the operator
completes all essential subtasks in the required tme. Each individual subtask has an effect on
ultimate system success but not necessarily a pnmary one. As a consequence, all the computer
does at the end of a series of computer runs is to divide the number of successful runs by the
total number of runs performed to arrive at an estimate of effectiveness. Because the
simulation of any individual task is based in part on a random process, it is necessary to repeat
the simulation a number of times to obtain sufficiently representative performance data for each
set olf conditions. A value of N, usually 100 to 200 iterations, is selected prior to the
simulation,

Advantages

562. According to Pew et al. (1977), the model has « number of significant virtues.
One is a mechanism for modifying performance in accord with stress. A second is the Monte-
Carlo component of the technique. Rather than predicting a judgment of the performance of
the system on the sum of single subtask expected values, the model expressly considers that
operators will differ in their performance of the same subtask and that the same operator will
exhibit differences in successive repetitions. This capacity to encompass both within-operator
and between-operator varniability is an imponant desideratum in performance modelling.
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563. Several weaknesses exist (Pew et al,, 1977). There is, first of all, the question of
whether valid structural representations and data can be assembled for a system in which
possible interactions may be only dimly understood. Secondly, there is a question conceming
the soundness of the assumption that the means and standard deviations specified are, in fact,
the means and standard deviations of normal distributions. Thirdly, there is some concern
over the ability of the model 10 yizld accurate predictions of performance in situations where
observable task density is low (as, for example, in tasks requiring a great deal of monitoring
and signal detection but only occasional system input) or where the performance of several
operators functioning in parallel must be assessed.

s pplication Exampl

564. The model has been validated by Siegel, Wolf and their colleagues (see references)
in the course of their simulations of a wide variety of unitary and dual operator tasks and
seems 10 represent the observed relationships between stress and performance quite well.
Major experimental emphasis has centered on the search for appropriate values of each
operator’s stress threshold for any given simulation. An introduction into the use of the model
as well as sample applications are given by Siegel and Wolf (1969). Further applications
include carrier-aircraft landings, missile launchings, and submarine operations.

Technical Detil
565. A detailed model description is given by Sicgel and Wolf (1969); an error in the
mathematical spccnﬁcauon has been mentioned and corrected by Pew et al. (1977). A state-of-
the-art report of the modet is given by Siegel and Wolf (1981).
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Euture Needs

566. It is likely that the model can be employed outside of the Siegel and Wolf
simulation with a reasonable promise of success. Therefore user-friendly implementations of
the Siegel-Wolf model should be made available {e.g., on the basis of SAINT SLAM,
MicroSAINT, or HOS; see Chapter 8).
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4.4 INTRODUCTION: MODELS OF HUMAN ERROR

567. The two fundamental human performance parameters are speed and accuracy. Thus
human accuracy, or its counterpart, human error, should be a major factor in the study of
operator performance, and in the prediction of systems readiness, effectiveness, and reliability.
Despite the demonstrated role of human error in recent nuclear power, commercial airline, and
military accidents, human reliability (or human error) is seldom studied directly during systems
development or design. Sometimes it is a consideration at the function allocation stage of
analysis, but in qualitative terms only (¢.g. the "man is not reliable, but does not suffer sudden
failure” approach of the Fitts List). At the detailed design stage, it is implicit in the application
of guidelines and standards for design of the man-machire interface and design for
maintenance, many of which minimise the probability of human error. Human error
probability is seldom used directly as a factor in design tradeoffs, however.

568. Reliability engineers have an arsenal of empirical and mathematical techniques for
estimating the reliability of equipment, and some human factors specialists have seen a need for
a corresponding treatment of human reliability. The hope is not only that human behaviour
can be expressed in the same reliability terms as equipment, but that measures of human
reliability can be combined with measures of equipment reliability to give an estimate of the
reliability of the system as a whole. The various techniques and approaches that have been
offered for dealing with one or more aspects of this problem have gradually formed the area of
human reliability analysis (HRA).

569. In an early review of methods of predicting human zrror, Meister (1964) reported
the fault-trec approach of THERP (Technique for Human Error Rate Prediction), and a Monte-
Carlo simulation approach by Miller. Subsequent reviews by Meister (1973, 1984) suggest
that those two approaches remain the mainstream of efforts to model human egror behaviour.
This review supports that viewpoint. Although Miller’s approach does not appear to be widely
used, there is growing use of Monte-Carlo simulation, as exemplified by the Siegel-Wolf
model described in section 4.3.8 of this report.

570. Of the two mainstream approaches, the Siegel-Wolf model appears the most
relevant to the preliminary stage of analysis and design. THERP appears to be more suited to
later stages of design, when specific details of the man-machine interface have been decided.
As Swain and Guitman (1975) indicate, THERP has also been used to evaluate operational
systems and procedures.

4.5 QVERVIEW AND RECOMMENDED REFERENCES: MODELS OF HUMAN ERROR
Definition of Human E

571. Following the d:finition of Rigby (cited by Miller and Swain, 1987), human error
is any member of a set of human actions that exceeds some limit of acceptability. It is an out-
of-tolerance action, where the iimits of acceptable performance are defined by the system. Most
errors are unintentional, inadverien: actions that are inappropriate in the given situation. There
are some errors that are intentional. They occur when someone intends to perform an act that is
incorrect, but believes it to be correct or to represent a better method. Malevolent behaviour, on
the other hand, is not considered to be part of human error in this treatment. Not all human er-
rors result in system degradation. An error can be recovered or corrected before it results in un-
desirable consequences to the system.

572. Human performance is adapuable, variable, non-linear, and includes monitoring of
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"own" performance. This resuits in error rates which are low (on the order of tenths of a
percent) and irregular. Most laboratory experiments which attempt to study error place the
human subjects in conditions which result in unrealistically high error rates, in order that
sufficient data can be gathered in a practicai time period. Consequently much of the study of
actual operator error tends 0 be based on case studies. Swain and Gattman (1975) have
argued that this results in any test of the validity of such models being nnidirectional: case
studies can only wdicate that the observed reliability is not less than the prediceed reliability.

Definition of Human Reliabili

573. Reliability is the antithesis of error likelihood. It is the probability that no errors
occur. Reliability is conventionally defined as the probability of successful performance of a
mission. Meister (1966) defined human reliability as

*“The probability that a job or task will successfully be complzted by
personnel at any required stage in system operation within a required
minimum of time (if the time requirement exists).”

Swain and Guitmann (1983) defined human reliability as .
“The probability that a person (1) correctly performs some system-re-
quired activity in 2 required time period (if time is a limiting factor)
and (2) pesforms no extraneous activity that can degrade the system.”
H Etror Probabili

574. The basic expression f ervor likelihood is the human error prcbability (HEP), The
HEP is the probability that when 4 given task is performed, an error will occur. An HEP is cal-
culawdrmm ratio of errors commitiad te the number of opportunities for that error, or an esti-
mate o ratio.

HEP = number of errors ‘ 1)
number of opportunities for error

575. The denominator represents the exposure to the task or task element of interest and
is often difficult to determine because the opportunities may be covert, unrecorded, or part of a
procedure whose steps appear to be continuous. The assumed frequency distribution of the
HEP variable over people and conditions has not been consistent in the literature, For instance,
Askren and Regulinski (1969) found that the Weibull distribution gave the best fit to their data.
Swain and Guttmann (1983) have assumed a log-normal distributicn. When the pe:formance
of skilled people is considered. 1t 1s reasonabie to assume that most HEPs fall near th:e low end
of the error distribution.

Performance-Shaping Faciors
576. The concept of performance-shaping factors (PSFs) has been introduced by Swain

(see Miller and Swain, 1987) to descnibe any factor that influences human performance. Exter-
nal performance-shaping factors are those that predispose human operators to increased errors.
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Examples are given by Miller and Swain (1987):
(1) Inadequate work space and work layout.
(2) Poor environmental conditions.
(3) Inadequate human engineering design.
(4) Inadequate training and operating procedures.
(5) Poor supervision.
577. Internal performance-shaping factors arc human attributes such as skills, abilities,
and attitudes that the operator brings to the task. If training has been adequate, however, inter-

nal PSFs generally have less irapact than external PSFs on human reliability. Some examples
of intemal performance shaping factors are (Miller and Swain, 1987):

Training/expericnce  Emotional state Physical condition
Skill level Perceptual abilities Sex differences
Intelligence Task knowledge StrengtVendurance
Motivation/attitude Social factors - Stress level

578. Stress, a very important internal PSF, is the body's physiological or psychological
response 10 an external or intemal stressor. Stress usually has a nonmonotonic effect on perfor-
mance. At very low levels of stress, there is not enough arousal to keep a person sufficiently
alert to do a good job. Similasly, at high stress levels, performance usually deteriorates as the
stressor increases or persists for long periods of time. Somewhere between low and high le-
vels of stress, there is a level associated with nearly constant performance, called the optimal
level of stress. Disruptive stress can increase the possibility of error by a factor of 2 to 5 accor-
ding to Swain and Guttmann (1983), and extremcly high levels of stresc can result in even hig-
her degrees of performance degradation. Another internal performance-shaping factor that can
have a significant influence on task performance and human error is experience. A combination
of stress and inexperience can increase the error probability of a human operator by a factor of
as much as a factor of 10. To account for the eftects of stress and experience, Swain uses the
gollowing é'nodel to estimate the increase in human error probability by a factor (Miller and

wain, 1987);

Table 4.1 Effects of Stress and Skill Level on Error Probability

Stesslevel  Skilied Operator Novice Operator
Very Low x2 x2
Optimum x1 x1
Modeaately High x2 x4
Extremely High xS x10

Error Taxonomiss

579. The prediction of human error within the systems design/development cycle would
be facilitaied by a human error taxonomy which relates the characteris:ics of an operator's task
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to an error rate. Thus a large number of error taxonomies have been proposed (Milier and
Swain, 1987; Norman, 1981; Rasmussen et al., 1987; Rouse, 1983; Swain and Guttmann,
1983). Unfortunately with the exception of the early work by Munger, Smith and Payne
(1962), which is sometimes referenced. there is no widely accepted taxonomy of human error.
The US Nationa! Research Courcii sponsored the development of a human error data base for
use in the design of nuclear power plants (Miller and Swain 1987), but that data base is not
widely referenced.

580. The two principal approaches to modelling human errce, then, are the engineering
reliability calculation approach, typified by THERP, and the Monte-Carlo simulation approach
typified by the Sicgel-Wolf model. Although other approaches have been, or are being,
developed, they are not in widespread use. For example Theinas (1978) reviews several
models, one of which uses a Markov chain approach to modelling, but none appear to be
referenced widely. Dhillon (1986) briefly reviews six methods, two of which are closely
velated 1o THERP, and three of which are not referenced widely. Several other models are
reviewed by Embry (1976), Meister {1984), Miller and Swain (1987), and Pew, Feehrer,
Baron, and Miller (1977).
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4.6 MODEL SUMMARIES: MODELS OF HUMAN ERROR
4.6.1 Technique for Human Ervror Rate Prediction (THERP)
S Descripti
581. THERP is a sechnique for predicting the impact of human operator errors on system

operation. The technique is similar to conventional reliability engineering approaches, with
modifications o cater 1o the greater variability, unpredictability and interdependence of human
performance. THERP its the estimation of the probability that ar operation will result in
an error, and lhepmbagﬁ ity that an error, or class of errors will result in system failure. The
basis of THERP is the preparation of a Human Reliability Analysis (HRA) event tree, to which
are attached probabilities of success or failure of each task. The HRA event tree is a key
feature of the technique which distinguishes it from the engineering technique of fault tree
analysis. HRA event trees reflect a sequence of operator activities, working forward in time.
Fault trees start with a possible fault, and work backwards to identify contributory events.

582. The HRA event tree shows the sequence of tasks with branches at each point where
the operator could make an ervor (Figure 4.11). The next stage of analysis involves the
assignment of probabilities to each branch. Except for the first branch, the probabilities are
conditional on preceding branches. The use of conditiona! probabilities is one of the strengths
of THERP, because is provides an analysis of task interactions.

583. The task analysis also includes the identification of performance shaping factors
(PSFs). PSFs account for any factor that influences operator performance. The two basic
classes of PSF are extemnal and intemal. External PSFs are sub-divided into situational
characteristics (such as architectural characteristics, environment, shift system, supervision),
task and equipment characteristics (such as perceptual, mental, memory, physical requirements,
and human engineering factors), and P!!;ob and task instructions (such as procedures,
communications, and plant policies). PSFs include psychological stressors (such as high
risks, vigilance, sensory deprivation. dictractions), physiological stressors (such as fatigue,
discomfort, pain, lack of exercise, and disruption of circadian rhythm), and organismic factors
(such as experience, training, motivation, physical condition, and group identifications).

584. The most recent version of the technique (Swain and Guttman 1983) includes
several "human performance models™. These include the effects of psychological stress,
vigilance, and the probability of diagnosing the system fauli(s) within a certain time after the
occurrence of an abnormal situation. Swain and Guttman (1975, 1983) note that although
THERP was originally described as a hutnan reliability model (in the sense of a set of relations
and operating principles), it now seems preferable to restrict the use of the term o the human
performance models incorporated in the overall technique.

History and Source

585. THERP was developed by Swain at Sandia National Laboratories in the early
1960s (Swain 1963). According 10 Swain and Guitman, the approach is an extension of
studies conducted in the 1950s 10 estimate the influence of "first-order human failure terms” on

the reliability of military systems. Swain developed his technique from a quantitative approach
to the reduction of human error in industrial production, developed by L.W. Rook at Sandia.
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SERIES S F F
PARALLEL S $ S F

Fig. 4.11 Example of an HRA event tree, from Swain & Guttman, 1983

Let the first task be "A"; let the second task be "B”

probability of successful performance of task A
probability of unsuccessful persformance of task "A”
prohtbnh ofsuccessful ormance of task "B" given a
ul performance of task B, given a
probab\luydsmessfulpafammofusk"B"gvenA
probability of unsuccessful performance of task "B” given A

Probabilities of success S and failure F:
for "A" and "B" in series,

Pr{S] = a(bla)
Pr{F] = 1 -a(bl)=a(Bla) + A(blA) + A(BIA)

for "A" and "B" in panalle!
Pr{S] = 1-A(BIA) = a(bla) + a(Bla) + A(blA)
Pr{F] = A(BIA}

EE?F"

586. THERP has been steadily developed and refined, particularly with regard to the
range of tasks for which error probabilities are provided. The most recent versicn, and the

mgoss; complete description, was published for the US Nuclear Regulatory Commission in
1
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587. THERP produces two tneasures of performance:

(1) Task Reliability - an estimate of the probability that a task will be
completed successfully;

(2) Recovery Factors - estimates of the prouability of detecting and
correcting incorrect task performance in time to avoid undesirable
consequencss on system performance.

588. According to Swain and Guitman, the purpose of the technique is to permi analysts
to make quantitative or qualitative assessments of the probability of human errors that affect ti.c
availability or operational reliability of systems, and to permit the user to identify equipment
designs, procedures, practices and other human factors problems which are likely to induce
error. In addition to producing estimates of task reliability, THERP can be used to generate
quantitative estimates of the interdependence of human activities, the effect of performance
shaping factors such as training, stress, and fatigue, and the impact of equipment configuration
and other sysiem influences.

589. Although viewed by some as an hypo.hictical model, THERP was intended as a
practical, applied technique, capable of providing sysiems designers and analysts with
quantitative estimates of the effects of human errors on system perfoimance.

Wiren Used

$90. Because it requires detailed information ahout operator tasks, the technique is best
suited to well documented procedural tasks. Therefore, it is appropriate for the detailed design
stage of systems deselopment. and for the development and/or revision of operating
procedures (sometimes referred to as “equipment procedure development”).

Procedures for Use

591. The steps of the technique are similar to conventional equipment reliability analyses,
except that they emphasise human operator activities(see Swain and Guttman, 1983; Sharit,
1988). The steps are:

(1) define the system fasiures of interest which may be influenced by
human errors, including system goals and functions, and
situational charactenstics;

(2) list and analyse the related human operations, including the
characizristics of the personnel, their jobs and tasks, performing a
task analysis, and 1dentifying error-likely situations (ELSs);

(3) estimate the relevant error probabilities, including the probability
that the error will be undetected, or uncorrected;
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(4) estimate the effects (consequences) of undetected errors on the
system failure event analysis (this may require expert input from
system reliability experts);

(5) develop recommended changes to the system, and recalculate the
system failure probabilities.

Advantages

592. THERP was, and is, generaily recognised as a significant advance over previous
error analysis techniques, which merely assigned probabilities of error to discrete tasks.
THERP permits the examination of the interdependence of tasks, and is compatible with
engineering reliability techniques, thus permitting the combination of THERP analyses with
other engincering analyses (Swain and Guttman, 1975).

Limittions

593. The ma.s¢ cbvious limitation of the technique, like other reliability techniques, is
that it is labour intensive. It requires a detailed operator task analysis if it is to be used
cffectively. For the system failure event analysis to be exhaustive, all possible operator errors
must be identified as binar; events. As Wagenaar has argued (1984), it is extremely difficult to
anticipate all the errors that human operators might make. For this reason, some users
concentrate on conducting a system fault tree analysis, and use THERP to study only those
tasks associated with critical system faults. (This is, essentially, a more thorough version of
the first step described in Procedure for Use, above).

594. An additionai limitation is that the technique appears to require much judgment on
the part of the user (designer), for the selection of appropriate error values, the degree of
independencs/interdependence among tasks, the selection of performance shaping factors, etc.
Swain and Guttman (1975, 1983) address this point. They also admit to the problem of the
lack of data on human error, and the difficulties of gathering data which are typically on the
order of tenths of a percent. i

595. Another criticism made of THERP concerns its use of simple models relating
human performance to performance shaping factors (PSFs). The models are often so
clementary and general that their validity can be questioned. The Handbook of Reliability
Analysis (Swain and Guttman 1983) provides a broad collection of human error probabilities,
but some estimates are based solely on expert judgment; others are extrapolations between data
points. One example is the relationship between the probability of correct diagnosis of a plant
fault and the amount of time following recognition of the abnormal situation.

lication Examol

596. THERP appears to have been widely used, although few examples have been
published. Swain and Guitman (1933) and Bell and Swain (1983) report several cases of use
and validation of the technique. In one case two analysts independently performed human
reliability analyses (HRAs) for a system, using THERP. Few disagreements were found
between the estimates, and they were resolved by a voting procedure. The final estimates were
found to be within the 90% confidence interval of the actual production errors. Swain (1982)
reports data from a validation study of ervors in the installation of electronic components.
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Technical Deiai

597. THERP is a manual process. Swain and Guttman (1983) provide human error
probabilities for tasks, performance shaping factors, and details of the methods for analysis
aind quantification of human performance. The same reference also includes several specific
models (some of them being similar to performance shaping factors). Such models include
task dependence, response to displayed information, response to abnormal events, errors of
commission in the use of snanual controls, response to oral instructions and written materials,
administrative control, ievel of stress, control room staffing, and recovery factors (the
probability that an error will be corrected).
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Euture Needs

598. Swain and Guttman (1983) discuss potential developments of the technique,
including revision of the current handbook, expansion of the current limited coverage of
cognitive aspects nf behaviour, and improvements on the accuracy of some of the esiimates of
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error. Swain (1984) argues that only the lack of good data has limited the usefulness of HRA
methods such as THERP, and that (then) current efforts to remedy deficiencies in performance
data should facilitate a better appreciation of the causes of human error. At the time of writing
itis not known how many of those developmerits have been implemented.
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4.6.2 Siegel-Wolf Models of Human Error
S Descriot

599. The human reliability models of Siegel and his colleagues can be seen as an
outgrowth of earlier human performance modelling work (Siegel and Wolf 1961, 1969). The
Siegel-Wolf model is a stochastic, digital simulation model of human perfcrmance which
relates time to perform sub-tasks, time-stress and probability of successfully completing the
task. It is reviewed in detail in sections 4.3.8 and 5.3.1 of this report. Siegel, Wolf and
Lautman (1975) reported the development of six models which appear to be variants of the
basic model (Siegel & Wolf 1961, Siegel, Wolf, & Williams 1976) which are applicable to
human ervor analyses of system design. Those models appear to have been incorporated into
the US Navy Human Reliability Prediction System User's Manual (Naval Sea Systems
Command 1977). The models are:

(1) a hand calculation model for probability of correcting an equipment
malfunction,

(2) a orre-two man mode! for calculating malfunction correction time,
(3) a human and system reliability model for 4 to 20 men,

(4) lan empirical mode! of equipment repair time (developed by Tracor
nc.),

(5) an "allocation model” which takes the outputs of the above models
to maximise the reliability of man-machine systems using
"standard dynamuc programming techniques”.

600. More recently, Siegel and his co-workers developed a computer-based Maintenance
Personnel Performance Simulation (MAPPS), for estimating maintenance performance
reliability in nuclear power plants (Siegel et al. 1984). The simulation calculates the probability
of success of & sequence of maintenance sub-tasks, using a power function based on the
difference between the sub-task difficulty and the maintainer’s ability. The simulation includes
ten classes of Performance Shaping Factors (PSFs), covering operator abilities, fatigue, and
sub-task requirements, through to stress and organisational climate. Default values of PSFs
are included. When the simulation is run, the probabilities of sub-task completion are weighted
and summed to give an overall probability of success.

History and Source

601. The earliest attempts at producing a stochastic model of human performance (Siegel
& Wolf 1961) included the interaction between time stress and task completion success.
Therefore, the model is well suited to the analysis of tasks for which initial estimates of
probability of task completion, and mean and standard deviation of task time can be produced.
The basic structure of the Sicgel-Wolf model is described in their 1961 paper. Descniptions of
the five models developed for the US Navy are provided in the US Navy Manual (Naval Sea

Systems Command 1477), available from the US Defense Technical Information Center.
Deuils of MAPPS are provided in the three US NUREG reports.
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Product and Purpese

602. The models in the US Navy Reliability Manual are directed at estimating the
reliability of maintenance operations per se. The family of models permits the calculation of
such factors 2s human reliability of comrecting a specific malfunction, effect of time-stress on
the reliability of maintenance technician performance, time to repair, utilisation of technician's
time, effectiveness of one versus two technician teams, effect or’ allocation of maintenance
technicians on overall system availability, etc.

603. The MAPPS model produces a calculation of the average probability of success of
an operator (or crew) performing specific maintenance tasks. It also produces estimates of
time to completion, areas of overioad, idle time, and level of stress. The probability of success
and overload information is used to examine the d=tails of the task, or tasks, and the effects of
changes in task details, including PSFs. Thus the model is intended to be used iteratively.

When Used

604. Because of the need for detailed task analysis data, the models appear best suited to
the final stages of concep: development, or to manning (Manpower, Personnel, Training,
Effectiveness - MPTE) studies, or to the preliminary design stage. This applies to both the US
Navy Human Reliability Prediction System, and MAPPS.

Procedures for Use

605. Each model requires different inputs, and one is a hand-calculation method. In each
case the user must conduct a task analysis to determine what tasks are being performed, and
then determine appropriate input factors, including those dealing with mental/physical activity,
extent of instruction and supervision, use of reference materials, performance index ratings for
indgvidual technicians, probability of success of completing an individual task, and average
task time.

606. A computer then simulates the perfermance of each subtask using the model
algorithms and a Monte Carlo technique of simulation. The output of the simulation includes
probability of success, time to completion, areas of operator overload, idic time, and level of
stress. Changing parameter val:z: and reiterating the simulation can demonstrate the effects of
a particular parameter or subtz.k performance. Using this ite-iuve method, the analyst can
forecast the results of a potentiai -'2sign improvement prior to implementation. The input
parameters are not treated indepcndently, but interactively, to determine their collective effects
on subtask performance. The following performance shaping factors are quantified by
algorithms internal to the simulation and the input variables specified by the analyst:

(1) Maintainer's and work crew's abilities in terms of intellectual
capacity and perceptual motor abilities.

(2) Fatigue effects, expressed as performance decrement due to

number of hours of performance. Recovery in the form of rest is
considered 1o lessen the fatigue level.
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(3) Heat effects, considered as having a moderating effect on
intellectual and perceptual-motor abilities.

(4) Subtask ability requiremenis by type of maintainer (e.g.,
maintenance mechanics, electricians) are identified including
assembly, disassembly. and coimmunication.

(5) Accessibility values for tasks such as removing and replacing com-
ponents.

(6) Clothing impediment to perceptual-motor ability based on the
interuction between accessibility and subtask difficulty.

(7) Quality of maintenance procedures.

(8) Stress effect, based on four stressors:

(a) Time stress, the ratio of nceded time to available time.

(b) Communicatior; stress, the percent of message comprehension
as a function of ambient noise and message length.

(c) Radiation stress, the stress as a linear function of radiation
dosage beyond 800 mrems.

(d) Ability difference stress, the maintainers’ ability differences
within tile work crew.

(9) Aspiration level of the individual based on the ratio of successfully
completed subtasks to the actual number of subtasks attempted.

(10) Organisational climate, policies. administrative structure,
andvalues affec: the detection of errony and their recovery.

Advantages

607. The Human Reliability Prediction System family of models pennits a thorough
analysis of the maintenance effon required to achieve a given level of operational readiness in
large systems, such as naval vessels.

608. The MAPPS model pernuts the analysis of the effects of the ten performance
shaping factors on maintenance tash performance. One advantage of the model is that is treats
the various parameters interactisely, rather than independently, to determine their collective
effects on sub-task perfonmance

609. Both types of model are potentially useful for trade-off studies of maintenance tasks
during systems design/development.

Limita

610. The Human Reliability Prediction System family of models addresses only
maintenance operations; it does not address other aspects of system operation, and would
require a significant amount of effort to be used for other applications sich as Operations
Room (Combat Information Centre) system desmign. In such cases it might be more effective to
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start with the basic Siegel-Wolf model and adapt it to the application.

611. Miller and Swain (1987) suggest that the "opacity” of the MAPPS simulation
algorithm weakens its face validity, and could lead to a lack of confidence on the part of the
analyst.

Applicetion Exampl

612. The models developed for the US Navy were based on data gathered from the
analysis of existing systems, such as radar and sonar systems. The one-two man simulation
model was validated using data from two shipboard radio systems (Navai Sez Systems
Command 1977). No examples of applications are cited.

613. Applications of MAPPS are discussed by Sicgel et al (1985).
Technical Detail

614. The US Navy Reliability Manual provides some details of the programme variabies
and codes for the one-two and four-twenty man models.
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Future Needs

615. The Human Reliability Prediction System models employ empirical data obtained
during the early 1970s. Therefore, it seems necessary to examine the extent to which changes
in the reliability of hardware and software, and changes in fault location and remove/ replace
philosophies, require changes to the models or their supporting data.
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CHAPTER S
MULTI-OPERATOR MODELS
5.1 INTRODUCTION

616. In the history of human operator model development, the authors view the multi-
operator model development and applications as representing a transition period where
interest was shifting from human operator models to human operator modelling technologies
(reviewed in Chapter 8). Multi-operator models tend to be caught in a tug of war between
the validity issues which dominate development of the clemental models of part-task or
individual sask performance, and utility issues behind modelling technologies such a>
SAINT. Validity issues focus on the extent to which the functional reiationships within the

todel's structure represent reality, thereby assisting in the understanding of human
behaviour. Utility issues deal mainly with how well the model helps the system designer
conduct tradeoff analyses. The multi-operator models tend to still maintain considerable
interest in the kinds of validity issues that characterise the mors elemental models. However,
the scope of multi-operator models has expanded far beyond our technical ability to provide a
valid description of human performance for the variety of tasks and operators covered by the
model. Thus, multi-operatcr models must also be judged in terms of their utility to the
system designer. In this sense, they take on the characteristics of the modelling technology
which is primarily a utility oriented zpproach.

617. It appears that in the struggle to develop multi-operator modzls that were both
valid and usefui, the emphasis shifted more in the direction of modelling capabilides such as
SLAM anc Micro SAINT. It was almost as if there was the recognition that one could not
simultaneously balance valid individual/tcam performance predictions with the utility
demands behind most requirements for individualteam models. In many instances, the
individuals represented a crew such as a flight team which immediately translated to the need
to specify overall system performance as related to individualteam behaviour. It is predicted
that the modelling technologies will achieve the kind of widespread acceptaince that has
escaped most other models.

5.2 QVERVIEW AND RECOMMENDED REFERENCES

618. Multi-opesator models appear to have been developed to satisfy two critical
requirements in the system design arena. The first need is to estimate performance
degradation experienced by team or crew members due to such conditions as stress, overload,
or sustained continuous operations with their accompanying fatigue effects. Without a doubt,
the Sizgel-Wolf class of models reviewed 1n this chapter has been the most successful both in
terms of breadth of applicauions as well as attempts to validate the models. Few other models
can clairr: such an extensive validation effort.

619. The second need is the determination of the optimum crew size for 8 given
weapon system. A number of crew performance models are reviewed in this chapter. They
differ in 1erms of specific applications but follow the basic approach of taking a set of tasks
and task time data and determining the best way to allocate the tasks to crews of varying
sizes. Many of these models have been developed in the last few years. It is 100 early to sl
whether there will continue 1o be a proliferation of such models or whetaer there will be
consolidation around the most powcriul, efficient, and easy 10 use models.
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5.3 MODEL SUMMARIES
5.3.1 Siegel-Wolf Mods!
S Descrioti

620. The Siegel-Wolf model has been one of the most popular man-in-the loop
simulations used by system designers. The maodel simulates maintenance or operator tasks
simply by identifying personnel as operators or technicians, and the tasks as operator or
maintenance tasks. It predicts task completion time and the probability of successful task
completion. It also seeks to determine whether or not an average operator will successfully
complete required tasks, how success probability changes for various performance shaping
{actors, and the operator proficiency required by the system. The model is both a design 2id
and an experimental tool. When the model is exercised with constant parameters, it is used
as a design aid; when system parameters are varied on succeeding runs, the model is used in
an experimental problem-solving mode. The basic assumption is that operator loading is the
key element in effective man-machine system performance. A 1983 expansion of the model
incorporates a probability of task success which depends on a comparison between the
abilities required for successful subtask accomplishment and the maintainer’s actual abilities.
The inclusion of what is essentially a task difficulty factor significantly expands the model's
capability of representing the mechanisms responsible for task accomplishment or failure.

History and Source
621. The Siegel-Wolf model was initially developed in 1960 at the Applied
Psychological Services, Inc., Science Center by Asthur 1. Siegel and J. Jay Wolf. It has been

expanded over the years and stil! enjoys frequent use today. It is one of the most popular
multi-operator models.

Product and Purpose

622. The purpose of the model is to serve as a tool for system designers during
development, and to indicate where the system may over- or underload its operators. The
mode! predicts task completion time and the probability of successful task completion. The
mode! is both a design aid and an experimental tool. Model outputs include total number of
runs (i.c., cycies through the tisk sequence), number and percent of successful rers, average
time used over total runs, average time per run, average waiting time, average peak and final
stress, the number of times a subtask was failed or ignored, the time spent in repeating failed
subtasks, and the average time that the subtask was completed.

When Used

623. The Siegel-Wolf modzl can be utilised during the concept exploration through full
scale development phases of the sysiem acquisition process. The model is used mainly to
provide equipment designers quantitative output for many workload related questicns with:
particular emphasis given to the effects of stress on operator performance.
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Procedures for Use

624. To exercise the mudel, 11 items of analytic input data are needed for each subtask
and operator/technician. These identify: (1) decision subtasks; (2) non-essential subtasks
which can be ignored in urgent conditions; (3) subtasks which must be completed by a
second operator before it can be attempted by another operator; (4) time before vhich a
subtask cannot be started; (S5) the number of the subtask that must be performed next,
assuming the current subtask is completed successfully; (6) the number of the subtask that
must be performed next assuming the current subdtask is failed; (7) average time in seconds
required by the operator performing a subtask; (8) average standard deviation for the average
operator; (9) the probability that a task will be performed successfully; (10) time required to
perform all remaining essential subtasks; and (11) the time required to perform all remaining
no:;_csscmial subtasks. The las two data input items are average execution times and assume
no failures.

Advantages

625. The Siegel-Wolf modelling approack has wide applicability, has a broad
recognition and acceptance among the scientific community, and has been strengthened in
recent years by the inclusion of a task difficulty factgr.

Limitaii

626. The model’s complexity suggests that its use is limited to large scale system
development applications. As with most network type models, there is a requirement to
collect descriptive data of the sysiem being modelled. Therefore there is a fairly substantial
front end investment in terms of time and labour. The models have been difficult to use by
other thar: the developer and difficult to create using published documentation. The fact that
the model is mainly sequential requires operators to complete tasks in the assigned sequence.

Apgplication Examples

627. MAIN - Simulation of tuman Performance in Electronic Imagery Systems. The
programme simulates ground-based processing of targets as viewed by photo-reconnaissance
operators. Data are obtained by airborne side-looking radars. Programme outputs include
operator time required for task performance aind adequacy of operator’s task performance for
five different modules: scan/detect, classification, altemate classificaticn, decision, and

communication. The gmgramme has not been validated. Additional information regarding
MAIN is contained in Sicgel, Wolf, and Williams (1978).

628. NETMAN - Simulation of M p ing in Military Exercise Control and
Evaluation Systems. The programme simulates information processing by Army personnel
in field exercises and tests the effectiveness of a system composed of up to three networks. It
calculates information loss and an effecuiveness index composed of thoroughness,
completeness, and responsiveness measures. (See Siegel, Leahy, and Wolf, 1977).
NETMAN has been partially validated. (See Siegel, Leahy, Wolf, and Ryan, 1979).

629. Intermediate Size Crew Model. The model simulates man-machine systems
operai:d by crews of 4 to 20 members. Scheduled event dawa include such inputs as:
duration, essentiality, crew size, energy consumption, etc. Input data examples for
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equipment and repair events are: failure rate, repair time, mental load. Examples of input
data for emergency events are: probability of occurrence, recovery time, and expenditure
rate of consumables. Personnel input data examples are: percentage of fully qualified crew
members, cross training probability, average stress threshold, sleep rate per day, and daily
caloric intake.

630. In addition to providing output data for the various input parameters, the
programme provides crew pace data showing the effect of speed of personnel on the number
of successful events completed. Data can siow the effect of siress on successful and failed
events, the effect of crew qualification on mission results, the effects of a low supply of
expendables (e.g., water and fuel) on mission results, the length of the workday on the hours
worked, and the effect of varying crew size on system performance.

631. An operational Viet Nam river patrol mission was simulated and validated by
comparing the simulation results with thosc obtained from interviews conducted with Coast
Guard officers. (See Siegel, Wolf, and Cosentino, 1971).

632. Onc-and Two-ManMachine Model. The model determines if an operator can
successfully complete the tasks within a given time limit, the success probability for siower
and faster operators and shorter and longer time periods, the effect of stress on performance,
and the distribution of failures as a function of operator stress tolerance and operator speed.

633. Input data include: type of subtask, subtask essentially, idle time between tasks,
sequence of subtask performance, subtask execution time, subtask probability of success,
time remaining to perform subtasks, goal aspiration, stress condition of oner:tor, team
cohesiveness.

634. The model generates the following data for each operator: stress threshold, time
used, time available, time overruns, stress, cohesiveness and goal aspiration at the end of the
iteration. The model produces graphic plots such as the probability of success as a function
of speed, time available, and stress threshold.

635. Validation studies were accomplished for both the one-man and two-man
simulation for several different types of mussion (carrier landing, missile launching, in-flight
refuelling). All results for the modcl’s prediciion ability were favourable. (See Siegel and
Wolf, 1969).

636. Group Simulation of Man-Machine Systems. The model predicts qualities of

larger (up to several dozen men) man-tnachine systems such as: systemns efficiency, crew
morale and cohesiveness, time devoted to equipment repairs, manpower time shortage as a
function of crew size, proficiency of crew members, and manhour loadings and overtime.

637. input data include: average time to compleie action units, communications
between stations to complete an action unit. importance of action unit, type of action unit
(normal, training, difficult), equipment failure rate, average repair time, number of personnel
required to operate equipment, probability of a crew member having one alternate and two
alternate specialties, number of personnel types allotted to line and staff, crew size
increracnts, morale threshoid. working hours per day, probability of an emergency,
proficiency for the average crew member, and crew member pay level.
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638. Minimum crew size is determined from workload data; execution time from group
member proficiency, morale, overtime load, number of men required, and average time. The
mode! determires crew morale and cohesiveness, work groups, communications efficiency,
proficiency of performance, action unit execution time, psychological efficiency,
cnvironinental efficiency, total efficiency, and performance adequacy.

639. Content and construct validity were tested through the simulation of typical
missions and the model's results were compared with actual mission data. Favourable results
were found. (See Siegel and Wolf, 1969.)

Technical Detail
640. The following are the basic parameters of the model:

641. The parameter T;, the mission time limit, specifies the total time allotted to ¢:ach
operator for performance of the task.

642. The parameter F; accounts for variance among individuals operating the system.

This parameter enables the model to simulate an operator who usually performs faster or
slower than the average operator. The effects of faster, or more highly motivated operators
(Fj>l). and slower operators (F j<l) are examined by performing several computer runs with

different Fj values.

643. A third parameter which is central to the model is the stress threshold Mj,

operationally defined as the ratio of how much is left to do to the amount of time available in
which to do it.

644. The critical imromncc of stress is indicated by its relationship to probability of
successful performance of the subtask P;;. Thus the probability of success increases linearly

with stress until it becomes unity at the stress threshold, after which the probability decreases
linearly until, when stress has : value equal to Mj + 1, it levels off at a value which is

decreased from Pj; by an amount equal to Pj;/2.

643, Similarly, execution tim: for the subtask varies as a function of stress. If the
average operator requires T; seconds to perform subtask i when stress is unity, T; decreases

with increasing stress until M j is reached after which T; increases linearly with increasing -
stress.

646. The model was written in FORTRAN and has enjoyed a variety of . _ plications on

many different systems including the IBM 30-33. For additional information on the model,
contact Applied Technical Associates, 345 Robinson Dr., Broomall, PA 19008.
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Future Needs
647. More routine use of the model should surface future needs.
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5.3.2 Models of Operator Performance in Air Defense Systems (MOPADS)

Summary Description

648. MOPADS is 3 set of modelling tools to represent the performance of human
beings in complex mun iachine air-defence systems. Three types of operator activities are
represented in MOPADS. The first is skill-based behaviour. Skill-based behaviours are
simple control actions such as a button press. The second type of behaviour represented in
MOPADS is rule-based behaviour. This type of behaviour is typified by the performance of
check lists. The third type behaviour is knowledge-based behaviour. This type of behaviour
is strategic in nature, MOPADS operators evaluate the potential impact of available operator
tasks on their goals when selecting the next task to perform. They engage in goal seeking
behaviour in which they either maximise the expected reduction in the average goal priority
or maximise the expected reduction per unit time of the average goal priority. The approach

taken in MOPADS has been to consult subject matter experts (in addition to Army
documentation) to determine a sufficient set of operator goals.

649. Human factors modules devsloped for MOPADS are stand-alone software
modules. Alternate human factors representations can be readily tested within the MOPADS
system.

650. The simulation methodology selected for MOPADS is disciete event simulation.
The SAINT simulation language has been selected as the host languag ¢ for the MOPADS
operator models. SAINT provides a formal capability to introduce human factors
co:‘a(s.sidcrations by using “"moderator functions” which modify the nominal time to perform
tasks.

History and Source

651. MOPADS was developed by the U.S. Army Research Institute Field Unit - Fort
Bliss, Texas, under contract to Pritsker & Associates, Inc. with a sub-contract to Calspan
Corp. The period of performance was from 1980-1983.

Product and Purpose

652. Products include (1) MOPADS Fina! Report with twenty-seven supporting
appendixes describing various aspects of the mode! and its use, and (2) MOPADS software.
A separate document has been prepared which contzins user instructions on how to use the
MOPADS User Interiace to set up and perform MCPADS simulation. It also contains
information on analysing the outputs from simulation.

When Used

653. MOPADS was intended to be used to model operator performance and relate it to
system performance for the AN/TSQ-73 and IHAWK systems. The moderator functions
permit the investigation of the degrading effects of sustained operations by representing the
inﬂgn:; of operator charactenistics (i.c., skill level) and environmental characteristics (i.e.,
trackload).
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Procedures for Use

654. The procedures for use are quite complex and not easily summarised. A detailed
description can be found in the user’s guide in the previously referenced 27 appendices which
accompany the final report.

Advantages

655. The major advantages of MOPADS are (1) the ability to network systems such as
the AN/TSQ-73 and IHAWK and examine their interaction, and (2) the ability to portray
certain human perfermance decay functions resulting from sustained, continuous operations.

Limitasi

656. The major limitation is the size/complexity. It shares many of the same
limitations of SAINT in this respect. While it purports to be user friendly, it probably would
require a software support centre to maintain it. The rapidly developing micro-computer
models are discouraging users from investing the resources necessary to exploit the many
attractive features built into MOPADS. The models are primarily for air defence
applications.

Application Examples

€57. The original intent was to validate MOPADS using actual AN/TSQ-73 and
THAWK systems, but this goal was not achieved.

Technical Detail
658. MOPADS has a skilis taxoriomy consisting of 19 skills. In addition there are 64
operator state variables, 9 environmental variables, and 11 task related variables. MOPADS
supports the following distribution functions:
(1) Constant
(2) Normal
(3) Uniform
(4) Erlang-1 (Exponential)
(5) Lognormal
(6) Beta
(7) Gamma
659. ‘The MOPADS programme is written in FORTRAN. A separate docume:t has
been prepared which describes the FORTRAN styie and documentation requirements. All

new FORTRAN code written for the MOPADS project has been written following the
standards specified in this document. The programme was written for use on a VAX 11/730.
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Questions conceming acquisition of the software or documentation should be sent to ARI
Field Unit, ATTN: R&D Coordinator, P.O. Box 6057, Fort Bliss, Texas 79906-0057.
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Euture Needs

660. Simplification is needed such as converting the model for usc in a micro-
computer. Further validation is also required.
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5.3.3 Performance Effectiveness of Combat Troops (PERFECT)
S Descripti

661. PERFormance Effectiveness of Combat Troops (PERFECT) is a computer
simulation model of the degradation of combat effectiveness and stress build-up of combat
troops during periods of continuous operations. The model is basically a force-on-force,
theatre level type of simulation. It simulates gioups/teams/units performing combat
activities. The mode! represents nine combat unit types (i.e., 155mm Howitzer section, tank
crew, fire support team) and the 16 duty positions (i.e., Howitzer section chief, 155mm
gunner, tank commander, tank loader) of which these units are structured. The three combat
activities simulated are: (1) repelling an attack from a battle position (fire mission); (2)
creating and defending a strongpoint (emplacement); and (3) disengaging and occupying a
new battle position (roadmarch).

662. PERFECT permits analysis of anticipated performance effectiveness when
variables such as continuous time in battle, light level, enemy/ friendly numerical ratio,
enemy/friendly ierrain advantage, amount of platooning, and amount of sleep permitted are
varied alone or in combination. The model is based on a series of manipulations of a four
dimensional matrix of values of combat troop's effectiveness characterising crewman duty
position, crewman tasks, combat day, and combat mission. These crewman matrices are
aggregated into anit daily effectiveness values as a function of the simulated set of
circumstances occurring throughout the combat day. Crewman task effectiveness values are
also aggregated to determine combat effectiveness levels for 5 factor analytically derived
factors: (1) command and control; (2) combat activity; (3) coordination and information
processing; (4) prescrvation of forces and regrouping; and (5) orientation to friendly and
enemy oops. Stress level is determined as a function of light level conditions, terrain
advantage, squad proficiency levels, enemy/friendly personnel strength ratio, and enemy/
friendly material strength ratio.

663. The model is designed for interactive operation at a terminal by a user with no or
minimum sophistication in computer science or computer use.

History and Source

664. The PERFECT model was a product of the U.S. Army Research Institute,
Alexandria, Virginia, research on Human Performance in Continuous Operations. Earlier
work was published in three volumes. Research was conducted as part of the Army project,
Man-Machine Interface in Integrated Battlefield Control System, FY78 Work Programme

and research was supggncd by Fort Leavenworth, Kansas, which was the U.S. Army
Training and Doctrine Command (TRADOC) sponsor.

Product and Purpose

665. The PERFECT model was developed to aid in the understanding of human
performance during night and continuous operations. It was designed as a means of
assessing the cumulative effect of several stress-producing variables on human performance
during continuous combat. The model allows insight on the potential interaction between
variables which affect combat performance. Model outputs consist of three combat day
summary tables estimating (1) combat unit effectiveness values, (2) combat activity
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effectiveness values, and (3) combat unit maximum stress jevel values.

When Used

666. As presently configured, the model has utility for tactical planners and training
specialists. The model can aid in the realisation of training needs, doctrine needs, equipment
needs, and tactical requirements The model may also be used in conjunction with other war-
gaming models. The model can be used as an “exercise” in planned training programmes, as
a means of demonstrating the importance of human performance to mission success.

Procedurss for Use
667. The user/analyst must prepare and input the following data:
(1) select the number of men in cach operational unit to be simulated
(2) any desired changes in the basic effectiveness tables
(3) mission sequence data
(4) unit proficiency factor for each unit

(5) enemy/friendly ratios for material strength, personnei strength,
and terrain advantage

(6) light level profile for each day
(7) unit repiacement data

668. For more specific detail and step-by-step terminal user's instructions, see Siegel,
Wolf, Schom, and Ozkaptan (1981).

Advantages

669. The major advantages of the PERFECT model are (1) it handles operations up to
five days in duration, (2} it considers s maximum of 16 duty positions and nine combat unit
types, and (3) it simulates three platoon actions for which data are currently available on the
basis of five summary factors. The model is Jesigned so that these limits can be expanded
later, if desired, to simulate different sceszrios and additional duty positions, combat unit
types, factors, and plaioon actions. Also, the mode! is designed for interactive operation at a
terminal by users with little or no modelling experience.

Limitai

670. The most notable limitation of PERFECT relates to the fact that the model
simulates unit level considerations; units degrade as a group, get stressed and relieved as a
group, sleep as a group, etc. Also, when a unit is replaced, it is by a "fresh” unit, i.c., 2 non-
degraded unit of personnel. The consequence of unit level manipulations is that PERFECT
does not assist in the design or in the evaluation of the design of either the hardware or the
crew. For example, function allocations and/or tasks assignments cannot be manipulated.
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application Examol

671. The mode! is intended to model military continuous operations. Applications
have been limited. The technical report does contain sample specifications of baseline input,
and predicted outcomes from various hypothetical missions.

Technical Detail

672. Specific detail about the functions, logic, processing, and calculations which the
programme performs are provided in Appendix B of the referenced technical report. The
mode!lis hosted on the UNIVAC 1100 system and is compiled on the FORTRAN (ASCII)
compiler.
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Future Needs

673. The model is designed so that limitations can be expanded later, if desired, to
simulate different scenarics and additional duty positions, combat unit types, factors, and
platoon actions.
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5.3.4 Simulation for Workload Assessment and Modelling (SIMWAM)
S Deseripti

674. Simulation for Workload Assessment and Modelling (SIMWAM) is a
microcomputer-based task network modelling technique used to assess operator workload
and performance effectiveness in man-machine systems under alternative design and
manning configurations. The tool pe:forms simulation of the functioning of a man-machine
system represented as a network of tasks. The network model is composed of tasks,
resources to perform tasks (personnel, hardware, software), and relationships between the
tasks. SIMWAM consists of a set of five related programmes which permit the analyst
create, maintain, and modify a data base of task requirements; to execute the task network;
and to output simulation results. The software includes the capabilities to specify task
priorities, to interrupt and restart tasks, to branch deterministically or probabilisticaily, and to
interface user-writt . subroutines with the five SIMWAM programmes.

675. Three versions of SIMWAM are available: Automatic, semi-automatic, and
manual (or interactive). The three ciffer primarily with regard to the locus of control of task
sequencing. During execution of the automatic version of SIMWAM, processing is entirely
controlled by the software. In the sesni-automatic mode, the user manually controls only
probabilistic branching. When probabilistic branching situations are encountered, the
programme pauses and waits for the user to s=lect the next task from the appropriaté task
subset. With the interactive version, the user manually controls all task sequencing. At
points when task flow decisions are to be made, interactive SIMWAM presents 2 menu
allowing the user to review current task and/or operator status, to perform operator
assignments, to start tasks, to select task performance darations, <nd/ar to exit from the

programme.
History and Source

676. The technique was developed by Carlow Associates, Incorporated for the U.S.
Navy Sea Systems Command in order to support the analysis of workloads and information
flow in Naval carrier air operations. The impetus for development of SIMWAM was the
need to analyse the potentiai impacts of manipulating manning levels and/or fuiction
allocations on system effectiveness and operator workload during the performance of aircraft
detection and tracking tasks within the Combat Information Center of surface ships.

677. The SIMWAM software is maintained and distributed by Cariow Associates, Inc.,
8315 Lee Highway, Suite 410, Fairfax, VA 22031-2269. Copies of the software can also be
obtained through the U.S. Navy Sea Systems Command, SEAGIR2, Washington, D.C.

Product and Purpose

678. The primary purpose of SIMWAM is to provide operator utilisation data in order
to assess, redistribute, and reduce crewman workload levels. The tool enables the analyst to
evaluate system design, or system modification, concepts involving personnel reduction,
cross training, task modification, automation, function allocation, and diffesent operational
conditions or strategies. It provides comparative simulation outputs which can be used to
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determine the efficacy of the alternative concepts. Outputs from the execution of the model
can be obtained on:

(1) Sequence of task events showing task times (stzrt, end, and
duration), task interruptions, task completions, and operators
assigned

(2} Summary of task completions and operator time on each task
(3) Matrix of the time spent by each operator on each task

(4) Summary of busy and idle times for each operator

When Used

679. SIMWAM is intended to be used to help assess and reduce workload and manning
levels. The interactive version of the programme is particularly applicable to multi-operator
systems in which the assignment of individual tasks to operators can be varied in real time to
alleviate excess workload. It can aiso be used to evaluate various function aflocation (man-
machine-software) schemes. SIMWAM can be used during any phase of a system’s life.

Procedures for Use

$80. The user must create a data base of task information, execute the task network,
cvaluate the simulation results, then modify the task data base in order 1o cyaluate alternate
system concepts or configurations. The task information consists of:

(1) Task number and name

(2) ‘l‘askk analytic information conceming predecessor and successor
tasks

(3) Task performance data (i.e., minimum, medium, and maximum
times)

(4) Specification of the operator(s) qualified to perform each task
and the number required

(5) Task priorities that control operator assignment 1o tasks
{6) Task interruption cntenia in casc of operator assignment conflicts
Advantages
681. The major advantage of S!MMWAM is that it enables onc to simulate sizable
system modzels on a microcomputer. Also, the three execution modes (automatic, semi-

autematic, and manual) provide a ligh degree of flexibility in reallocating tasks based on
system demand and on operating conditions.
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Limitai

682. A minor limitation of SIMWAM is that the software is currently only available for
the Tandy Radio Shack TRS-8G and the Apple Macintosh microcomputers. Also, the
triangular probability distribution is the only random sampling function contained in the

programme.
Agolication Exarapl

683. The SIMWAM programme was used to develop and exercisz models of activities
and workloads in operations aboard U.S. Naval surface ships. Specific applications include
the assesstnent of workloads of:

(1) 35 operators conducting flight operations within a carrier
Aircraft Management Center

(2) 9 cperators conducting activities in the surface/subsurface area
of a shipboard Combat Information Center

(3) 10 operators performing detection and tracking operations within
the Combat Information Cemer

Technical Detail

684, The SIMWAM software is written in Microsoft BASIC and consists of
approximately 3,000 iines of code. The programme is currently available on floppy diskettes
for the Tandy Radio Shack TRS-80 (5.25" disk) and the Apple Macintosh (3.5" disk)
;ersonal computers. It has been vahidated as a workload assessment tool on Maval Shipboard

ystems,

References
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Euture Needs

68S. There is a need for an IBM PC compatible version of software. Interest exists
regarding this improvement and a potential work effort is under considcration by Carlow
Associates. A further valuable modification 1o the programme would entail the incorporation
of human performance degradation routines, especially in the arca of sustained, continuous,
combat operations.
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5.3.5 METACREW
s Descripti

686. METACREW is a fast-time computer simulation of the Joint Surveillance Target
Auack Radar (JSTARS) Ground Station Module (GSM). The GSM crew monitors and
tracks ground targets such as supply, artillery, and tank units. The model simulates the
crew’s warget processing and decision making tasks and the normal sequential flow of these
tasks. Components of the model include: (1) the operator behavioral model, (2) the personnel
model, (3) the battleficld scenario, (4) the commander’s guidance, and (5) the output
performance data file.

687. The operator model, which is a network representation of :he operator's tasks,
consists of system tasks (keypress action:, decisions, and processes. Processes are
sequences of individual tasks and the associated operator decisions which result in the
performance of tactical missions. This model of the operator is driven by the battleficld
scenario which includes targets moving on the batlefield and special requests for information
or for fire support. Scenario events are selected for processing by the operator model based
on the commander's taskings and priorities regarding targets and special requests. This
guidance plays a critical role in terms of mission emphasis and crew workload. Workload
and system performance are also driven by characieristics of the GSM crew. The personnel
model enables the analyst to describe and manipulate the crew in terms of (1) the number of
operators, (2) operator task assignments, and (3) operatcr skill or performance level. Sidll
level is represented in terms of performance time distributions for the various system tasks.
Data descriptive of operator and system performance during the simulation exercise ars
stored in the output file.

History and Source

688. METACREW was deveioped at Honeywell Systems and Research Ceater o 1985
for the U.S. Army Electronics Research and Development Command (ERADCOM). The
simulation model was developed out of the need for a time-efficient tool that could examins
the relationship between human vanables and overall system performance under a wide
range of battlefield conditions. The user's manual for METACREW and documentation for
the SIMSCRIPT (Simulation Scriptor’ programme are contained in Gilles (1982). Additional
infermation regarding the software :aodel may be obtained from Honeywell Sysiems and

Research Center, 3660 Technology Dnve, Minaeapolis, Minnesota 55418 or from U.S. Army
ERADCOM, Fort Monmouth, New Jersey.

Product and Puipose

689. METACREW provides a meuns of rapidly evaluating the impact of changes in the
human operator’s role ir. the JSTARS T3M. Products include a description of operator
performance in terms of work histones, performance statistics, and mission summaries. An
event history output contains a complete listing of each event processed by the system
operators. The activity summary provides a statistical summary of each operator's
performance time on each task and the 1aget status summary contains the time sequired to
process a target.
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When Ussd

690. METACREW is specific to the JSTARS GSM, and therefore, it is only applicable
to that system. However, it could fairly easily be modified to represent other data
processing/sensor systems. It can be used to assess issues involving man-machine interface
design, crew size, crew configuration, crew skill level requirements, performance style
differences, and doctrine and tactics.

Procedures for Use

691. In order to use the simulaiion mode! tl. * user must prepars and input:
(1) the crew size
(2) job/task assignments
(3) crewmen skill level or proficiency information in the form of
pecformance time distributions
(4) the command sules

(5) characteristics of the scenario environment including targets,
special requests, intcrruptions, and system failures

Advantages

692. The model is based on extensive datz from live exercises and from man-in-the-
loop runs of the JSTARS Ground Suation simuiator. Therefore, METACREW contains an
accurate and detailed representation of operator tasks, decision logic, operator skill level
characteristics, etc.

Limitations

693. The major drawback of METACREW is the fact that it is a specific model of the
JSTARS GSM only and the empirical data base incorporated into the model is not
generalizable to other systems due 1o software/hardware response characteristics. Also, the
model does not accommodate erroncous or degraded performance.

A polication Examol

694. METACREW has been used to evaluate different crew size configurations, to
determine the tactical utility of the GSM as a function of tasking, and to assess alternative
multiperson/multiple van networking configurations.

695. The METACREW simulation has beea validated against the performance of
experienced JSTARS data handling cams during military exercises (Plocher, Gilles, &
Tarnanaha, 1985). In these validation trials, the simulatior was shown to account for 76-96%
of the variance in the performance of the real operators. Further, the simulation was shown
to respond to workload challenges in a manner similar to actual operators.
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696. Since its validation, METACREW has been used to explore a variety of system
development issues on the JSTARS programme. Its initial application was to identify crew
configurations that avoided bottlenecks in the flow simulation. It has also been used to
estimate the impact of new missions on crcw performance.

697. The model is coded in SIMSCRIPT for the Digital Equipment Corporation VAX
11/780 computer.

References

Plocher, T. A., Gilles, P. L., & Tamanaha, R. J. (1985). METACREW: A simulation of
GSM crew operations. (Preliminary Report). Honeywell Systems and Research Center.

Gilles, P. L. (1982). User's manual for METACREW. U.S. Army ERADCOM, Fort
Monmouth, NJ.

Future Needs

698. The model would benefit from the inclusion of the capabilities to simulate
cerroneous and/or degraded performance. A version of the model generalizable to data
processing/ sensor systems would also be of value.
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5.3.6 Crew Performance Model (CPM)
S Descrioti

699. The Crew Perfonuance Model (CPM) is a computcr-based, crew simulation
mode! and performance evaluation tool. It is a Monte Carlo procedure for estimating the
relative effects on crew performance of changes in crew size and task assignments. The
concept underlying CPM involves task reallocation as a means of assessing alternate crew
structures. The model consists of three components: A task library containing the relcvant
crew tasks, the task interdependencies (concurrence:s and dependencies) and the associated
task performance times; an input programme for entering the crew size, crewman task
assignments and task orders; and the main programme tor integrating the input information
(from the input programme and the task library) and calculating summary performance
measures.

History and Source

700. CPM was developed by personnel at the U.S. Army Research Institute for the
Behavioral and Social Sciences (ARI) Fort Sill Field Unit in 1979. The initial phase of CPM
development aitned to simulatc crew performance under "optimal” conditions, i.c., no forms
of human performance degradation were to be simulated. The objective of CPM was to
provide a method for simulating and estimating the performance of altemate crew structures
under conditions of degradation resulting from (1) continuous operations, (2) fatigue, (3)
sleep Jegradation, (4) stress, (5) NBC environments and {6) night operations. The goal of
incorporating degradation routines into CPM was aever achieved. A complete listing of the
CPM sofiware is contained in Appendix B of Schwalm, et al. (1981).

Product and Purpose

701. The overall objective of CPM is 1o enable decision makers sand research personnel
to study, in & timely and cost-effective manner, the effects of varying crew size and task
assignments without expending the time and dollar resources necessary to observe alternate
crews actually performing system functions. The model computes and outputs: (1) the total
time required for the entire crew to complete its mission or job, (2) a distribution of these
mission completion times across iterations, (3) identification of the "critical man”, or busiest
crewman, on each iteration, with that status cumulated across itcrations for each crewman,
and (4) the percentage of idle time per iteration per crewman. These performance measures
can be used for evzluating the speed and relative efficiency of crews varying in size or
structure.

When Used

702. The model can be used fo evaluate the effects of varying crew size and crew
member task assignmcms on the parformance of crew-served systems. It is also applicabie to
the evaluation oi the effects of equipment changes to an existing or proposed hardware
system. The tool cun be used iteratively throughout the system development process.
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Procedures for Use

703. The analyst must obtain task analysis and task performance data developed from
time and motion analyses, from system documentation, or from expert estimates, etc. A
system task library is created which contains the following information for each tas<
characterising the man/machine system:

(1) Task number and verbal descriptor

(2) Distribution of task performance times consisting of a minimum,
mean, and maximum time

(3) Hold, or dependent, task number
(4) Concurrent task number

704. The task library cperates as an independent portion of the model; tasks, or task
information, may be added or deleted as the need arises. Once a system task library is
constructed the analyst/user specifies the input programme’s data file. In order to model a
particular crew structure, the user only needs to specify the number of crew members, and
then to assign tasks, by task number, to individual crew members in the order in which the
tasks are to be performed. The input programme essentially directs the operation of the
model in simulating the performance of alternate crew structures based on the task
information contained in the task library. Finally, the model is executed, and the main
programme calculates and outputs performance information based on the task library ard
crew structure specifications.

Advantages

705. CPM is conceptually simple and straightforward. The input programme/ task
library interface alleviates the need 1o modify the simulatior model software when simulating
different systems or crew structures, and the output is diagnostically useful. In addition, the
tool is easy to use, cost effective, and provides for rapid output.

Lirnitations

706. Two major drawbacks to CPM ure that (1) the capabilities tc assess/estimate
performance degradation due to continuous operations, etc., were never incorporated into the
mode! and (2) the model cannot simulate or represent branch tasks. This latter limitation
prevents an analyst from simulating decision behaviour, erroneous performance, and
probability/criticality of task performance. In addition, iasks can be represented only as
unidimensios.al, time varying entities, and such differences as the workload/fatiguing or
cognitive/physical charactenistics of tasks were not considered. Also, the triangular
probability distribution is the only random sampling function contained in the programme.

A pplication Exampl

707. The mode! has been applied to M109A 1 Howitzer sections to determine the
optimal crew size necessary to support operations while assuring an equatable distribution of
workload among crew members. CPM has also bcen used to analyse the performance
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capabilities of alternate Division-86 155mm Howitzer battery organisations.
Technical Details

708. CPM is written in FCRTRAN and the main programsne consists of approximately
550 lines of cods.

References
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Euture Needs

709. The.model can be further developed to eval:...e performance decrements (or
increments) as a result of factors such as continuous operations, extreme temperatures, NBC
conditions, crew turbvlence, and training. Also, random sampling functions in addition to
the triangular probability distribution could be incorporated into the software.
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CHAPTER 6
BIOMECHANICS AND WORK SPACE DESIGN
6.1 INTRODUCTION: BIOMECHANICAL. MODELS

710. Increasing importance has been attached to the health and safety aspects of manual
materials handling t2 s in both industrial and military occupations. It has been estimated, for
example, that 25 1o 30% of all overexertion injuries are caused by handling materials manually
(Mital 1983). Despite increased automation, a high proportion of military operaticns and
maintenance tasks exploit human adaptability in the manipulation or movement of large or
heavy items. For example, a recent survey of 100 Canadian Armed Forces (CF) trades
revealed that the most physically demanding tasks in almost every trade involved lifting. In the
CF, 20% of all reported work-related injuries which resulted in absence from duty were back-
related (Warrington-Kearsley, 1986).

711. The biomechanical models reviewed here attempt to predict such injuries through
the application of the laws of mechanics to the description and analysis of human movement,
strength, and lifting ability. Biomechanics has a long and diverse history. Applications have
included bone strength, the study of individual joints, groups of joints, body movement, and
lifting and carrying (Kroemer, Snook, Meadows, & Deutsch, 1988). Only models of lifting
and carrying have been included in this review. Biomechanical modelling applications have
also included the description of human response to vibration and shock. The latter kind of
model has not been included in this review because, in general, they describe human tolerance
rather than human performance. Note, however, that Coerman, Magid and Lange (1962), and
oth;rs. have shown that such models can predict interference with the performance of some
tasks.

712. Biomechanical models of the human body must describe a complex, non-linear
system. As Kroemer, Snook, Meadows, and Deutsch (1988) have noted, the study of even
simple physical tasks can involve many more unknown muscie groups than there are
independent equations to solve them. Possibly for that reason, most biomechanical models
are limited to one or two joints. Of 99 models reviewed and tabulated by King and Marras
(1988), only tive were classified as “whole body”. Nevertheless, a considerable amount of
effort has been put into modeling human materials handling capabilities (Chaffin, 1985;
Drury, 1976). Although such models appear to have been used most frequently in the
invesugation of existing tasks to alleviate problems, they are being used increasingly for
operator t:.3k and work place design.

713. The analysis of a manual handling task must take into account three classes of
variables:

(1) operator variables such as strength, body size, weight, and
sex,

(2) tafsk variables such as the coordinates of the lift, frequency of
iift, etc.,

-219-




ACR43(Pancl TR/L -220-

(3) object variables such as size, mass, handle details, centre of
gravity, etc.

714. Approaches to modeling lifting performance differ in the extent to which they
include these factors as variables. The differences reflect a trade-off of simplicity and generality
against complexity and specificity. As might be expected, the different approaches can produce
differing estimates of a specific operator's ability to perform a specific lifting task, reflecting
the extent to which each model generalises the input variables.

715. Most manual materials handling models which have been used in practical
applications deal with simple, single lifts, based on the computation of static forces. The
development of dynamic models, and of models of asymmetric lifts, has proven considerably
more difficult due to the sensitivity of the models to small differences in the lift characteristics.
Evans (1989) reviews a three-dimensional mode! based on the University of Michigan Static
Strength Prediction Model (section 6.3.2), and Norman and McGill (1989) report the
development of a 3-D static model and a dynamic model of the lower back, based on their
WATBAK model (section 6.3.4).

716. In a review of models for predicting lifting capacity, Ayoub, Mital, Asfour and
Bethea (1980) categorised them into:

(1) capacity models, which use worker characteristics, task
characteristics, and environmental chasacteristics to predict the
capacity to lift; and,

(2) biomechanical stress models, which use Newtonian mechanics to
estimate the stresscs imposed on the musculoskeletal system of
the worker during lifting.

717. The class of capacity models was divided into those based on psychophysical
studies (i.c., experiments which determined the characteristics of a load which subjects were
willing to lift in specific circumstances) and ph{siologically-based models (i.c., models based
on measurements of oxygen uptake, or other physiological indices). The latter class would
include the norms for lifting developed using inter-abdominal pressure as the index of effort
(University of Surrey, 1980), although the norms are not models, in the sense used in this

report.

718. Both classes of model have their limitations. Capacity models are typically based
on regression analyses, and therefore require a large range of lifts to be studied if they are to
represent a specific lift accurately. Biomechanical stress models include the details of a specific
lift, but must make simplifying assumptions about the individual operator's capability. The
lifting guidelines developed by the US National Institute for Occupational Safety and Health
(NIOSH, section 6.3.1) are based on both psychophysical and biomechanical studies of lifting,
with metabolic correction factors for repetitive lifts.

719. Current developments are towards a more integrated approach to the design of the
work place combining the biomechanical models reviewed in this section with the
anthropomeirical raodels reviewed 1n section 6.6. Evans (1989) reviews one such
gcvqiopmcm. and Kroemer et al. (1988) review the question of integrated ergonomic models in

etail.
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6.3 MODEL SUMMARIES: BIOMECHANICAL MODELS
6.3.1 National Institute for Occupational Safety and Health (NJOSH) Lifting Model
g Descripti

720. The NIOSH model is intended to predict the safe lift characteristics of tasks for a
male and female civilian, industrial population. The model is based on biomechanical and
psychophysical studies of lifting and includes correction factors for the shape of the load, for
repetitive lifts and task duration.

721. The biomechanical aspect of the model relates the horizontal and vertical
coordinates of the lift to the lumbo-sacral compressive forces at the L5/S1 intervertebral disc,
and to a distance factor based on the vertical lift of the load. The metabolic aspect of the model
relates the permissible load to the frequency of lifting (per minute) and the duration of lifting
(hmlxrfs per day), based on 33% of the assumed aerobic capacity, and on the initial posture of
the lift.

722. The model takes into account:

(1) the ;:?rizontal location of the hands at the beginning and end of
the lift,

2) ;hfc vertical location of the hands at the beginning and end of the
ift,

(3) the distance the load is moved vertically, *
(4) the lifting frequency,
(5) the task duration.
History and Source
723. Overexertion in the work place has accounted for a large number of disabling
injuries in the industrial sector (NIOSH 1981). Most of these injuries involve the act of
manually handling materials, e.g. lifting. In recent years, the number of these injurics has
continued to rise despite the establishment of various guidelines for such activities. Other

;:_?qccms include the increasing proportion of females employed in jobs which require heavy
ifting.

724. The National Institute for Occupational Safety and Health (NIOSH) Work Practices
Guide for Manual Lifting was wntten in order to summarise the research and present
recommendations to control the hazards associated with lifting (NIOSH, 1981). The guide
includes a description of the NIOSH model, which was developed in order to recommend load
:imh; for lifting tasks based upon easily measured parameters such as load weight, size, and
ocation.

725. The model has also been incorporated in a number of computer programs. A more
extensive program designed to run on micro-computers, which incorporates the NIOSH
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model, is available from the Center for Ergonomics, University of Michigan, Ann Arbor,
Michigan. The program provides a text and graphical output of the results of each analysis.

Product and Purpose

726. The output of the model is expressed in terms of two load limits for any given lift
condition, for an industrial population. The Action Limit (AL) is the load which, given the
assumptions of the model, can be lifted by 75% of healthy women and over 99% of healthy
men. The Maximum Pemmissible Limit (MPL) is the load which, given the assumptions of the
model, can be lifted by only 25% of healthy men and less than 1% of healthy women. The
limits are expressed as lift characteristics which should not be exceeded: They are not risk
probabiiities.

When Used

727. Because of its flexibility, the model can be used cither during design, to verify that

component sizes and weights will be safe, or during system evaluation, to determine the
current safety of a given system.

Procedures for Use
728. The user must define:
(1) number cf persons performing the lift,
(2) object mass,
(3) initial hand height,
(4) final hand height,
(5) initial horizontal hand location,
(6) final horizontal hand location,
(7) rate of lift (per minute),
(8} duration of task (hours)
Advantages
729. On: of the major advantages of the NIOSH model is its simplicity of use. All that
is needed for the evaluation of lifung tasks is the information identified above. That
information can be derived from the drawing board, during design. It can also be gathered
during field trials. In the latter case, the model is simpler to use than others, which rquire the
cocrdinates of arm and leg joints 1o be measured.
730. Another advantage of this model is that the effects of changes 10 the lifting task

(i.c., size of the object or location of handles) can be analysed in order to determine the
sensitivity of the AL and MPL 10 minor changes in the lifting task.
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Limitas

731. The principal limitations of the model are that it is based on ideal industrial
conditions:

(1) lifts in the sagittal plane,

(2) lLttle sustained exertion,

(3) smooth, two-handed, symmetric lift,

(4) object of moderate width (75cm. or lexs),

(5) unrestricted lifting posture,

(6) good coupling (handles, shoes, floor surfzce)
(7) favourable amtient environment

(8) unaided lift (no mechanical aids).

732. The model is also limited in its assumption of user population. For sxample,
practical use indicates that troops regularly lift at, or beyond, the AL. Whether this represents a
greater capacity on the part of the troops, or greater risk taking on their part, is not clear at this
time.

Application Exampl

733. The model appears to be receiving increasing use in industy in North Anierica. It
has been used in human engineering evaluations of several pieces of field artillery, including
120mm moxtars, 155mm howitzers, and ammunitior. resupply vehicles being examined by the
Canadian Forces. The model was used to evaluate the more common manual materials
handling tasks required to bring the weapons in ana out of action, fire ar.d maintain them. The
mode! provided a basis for establishing appropnate manning levels for different tasks, and for
a comparative evaluation of competing weapons. Application of the model resuited in the
identification of several less obvious conclusions, e.g., that a two-man carty of two
ammunition boxes is less demanding than a one-man caty of one ammunition box.

Technical Demil
734. The programs available from the University of Michigan Center for Ergonomics

run on IBM PC compatible, or Macintosh® computers. They require 128K random access
memory and a graphics capability.
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Euture Needs

735. The NIOSH model needs further validation of its applicability to military
populations, and to tasks carried out in non-ideal conditions.
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6.3.2 University of Michiean Static Sireneth Prediction P ™ (SSP)
S Descripti

736. The Static Strength Prediction (SSP) model was developed to predict static strength
requirements and low back stresses in manual materials handling tasks. The prediction is
based on calculations of the moments of force produced by the loads handled and by the mass
of body segments. The segment masses and lengths are based on anthropometric norms scaled
to body height and weight. The moments of force can be compared to muscle moments
determincd from individual or population strength test data. The resultant forces produced
from the counteracting moments of muscle and mass cause vertebral disk compression which is
also calculated by the model. The model incorporates intra-abdominal pressure (IAP). An
increase in IAP due to con:raction of the abdomina! muscies was thought to help stabiilise the
spine and decrease pressure on the discs during the lift (Chaffin 1985).

737. Microcomputer based versions of the iodel are available, which require the
following input:

(1) height and weight data for the person performing the lift, or 5th,
SOth and 95th percentile population valucs,

(2) anm, torso, and leg postures,

(3) load magnitude and direction of action.
738. The model will output the following:

(1) stick figure posture description,

(2) resultant forces at joints,

(3) prediction of strength requirements at eibow, shoulder, hip,
knee, and ankle,

(4) LS/S1 disc compression forces,
(5) abdominal pressure,
(6) male and female population strength capabilities.
History and Source
739. The model has been developed in various stages since 1968 (Chaffin, 1985). The
initial version was a sagittal plane model that predicted the strength required with a given
posture and load. A vaniation of the model found the posture that produced the highest strength
capability for a given lift (Garg & Chaffin, 1975). A three dimensional model was introduced

in the same paper, and is descnibed by Evans (1989). Software for the 2-D and 3-D models is
available from the Center for Ergonomics, University of Michigan, Ann Arbor.
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Product and Purpose

740. The major objective of the SSP model is to predict the static strength required for
any given lifting task and the low back stresses involved. This can be done for individuals or
for the 5, 59, and 95th percentile population values. The model will also give the predicted
strength capabilities for these percentiles in any given lifting task.

741. The information from the model can be used:

(1) to identify hazardous lifting situations where the load exceeds
human limitations,
(2) to set criteria for the selection of personnel in terms of static

strength,

(3) to predict task suitability for the general population by comparison
to percentile capabilities.

When Used

742. The model could be used at the design stage of a task to ensure that loads, weights,
and postures do not create a hazard. It could be used to evaluate the safety of existing tasks or
to indicate the extent of madifications to work place or task required to reduce hazard, and to
evaluate the effect of the modifications. It could also be used as a basis for worker selection
standards based on height and weight.

Procedures for Use

743. The user must determine the mass to be lifted, the posture involved in the lift in
terms of joint angles, and the height and weight of the person doing the lift, or the population
percentile values. These are used as inputs to the Static Strength Prediction Program™, Since
the model provides only a static analysis, the user must choose the point(s) of interest in the lift
and perform the analysis for each posture.

Advaniages

744. The model can be used to assess a task in two ways. It can indicate whether a
given individual or segment of the population can perform a task, in terms of static strength, or
it can assess the safety of the task in terms of compressive loading of the spine.

Limitat
745. Chaffin (1985) identified 3 limitations to the model:

(1) the model computes only compression forces on the spine, but
lateral and torsional stresses are also common,
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(2) the description of the muscles of the torso is too simplistic,
(McGill, 1987, argues that a more detailed model will result ir a
dit;fcrent moment arm for the back extensor mwuscles, as noted
below),

(3) the model does not account for visco-elastic creep response in the
vertebral discs which occurs under prolonged loading.

746. Other limitations of the model have been noted in the review by McGill (1987):

(1) the moment arm for the back extensor muscles that is used in the
model is too smali, resulting in a large overestimation of
compressive forces on the spine,

(2) static analyses of lifting may underestimate the peak reaction
forces of the actual dynamic lifting situation,

(3) information in the recent literature casts some doubt about the role
of IAP in reduction of disc compression,

(4) the model describes only single lifts and therefore does not
account for the effects of repetitive lifting and any cumulative
trauma incurred in lifting.

Apglication Examol

747. Principles from the SSP model were used in formation of the National Institute for
Occupational Safety and Health (NIOSH) lifting guidelines and by the NASA Manned
Spacecraft Center. The model has been used for job assessment in many industrics ranging
from steelworking to electronics component manufactusing. The job assessments have been
used as a basis for worker selection and training.

Technical Denail

748. The SSP program can be run on an IBM PC or on a Macintosh®. The
requirements for the IBM PC are a graphics capability and at least 128K RAM, and DOS 2.0 or
higher. The Macintosh must have a 512 K memory and Microscft Basic® software.
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EFuture Needs

749. Given recent literature which challenges some of the anatomical and biomechanical
features included in the model, further development and evaluation is justified, pasticularly in
the application to dynamic lifting situations.

750. Evans (1989) describes the development of an integrated tool for Ergonomic Design
using Graphic Evaluation (EDGE) which incorporates the SSP model, together with other aids
for work space design. As indicated in the introduction, such approaches are the most
prunusing long term developments of these models.
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6.3.3 lob Severity Index (JSI)

751. The Job Severity index is an estimation of the hazard involved in lifting tasks. Itis
expressed in the fona of a ratio of Job Demand / Worker Capacity for a given set of job
conditions. Job demand is determined by a calculation based on lifting exposure time,
container size and ‘weight, and lifting distance and frequency. Worker capacity is calculated via
regression formulae based on the relationship between various individual parameters and
iifting capacity. The regression model uses age, sex, anthropometric, strength and endurance
measures to predict the acceptable weight for a given individual or segment of the population
for the job in question. This weight is adjusted according to the frequency and height of
iifting.

752. When the job includes more than one type of lift the JSI uses an equation that
weights each lift depending on the duration of exposure. The output of the JSI is a ratio of
demand to capacity which has been compared to injury statistics. It seems that the risk of
injury starts to increase when the ratio exceeds 1.5

History and Source

753. The JSI was developed at Texas Technical University with the initial work being
published in 1978 (Ayoub et al.). Additional descriptive and validation work was published
in 1983 (Liles, Mahajan, & Ayoub) and 1984 (Liles, Deivanayagam, Ayoub, & Mahajan). The
initial stage of development was the design of a set of mathematical models which predicted the
maximum acceptable weight of lift. The mathematical relationship between the maximum

weight a person felt they could safely lift (a psychophysical measure) and the frequency, object
size, and height of lift was used as the basis for the medels.

754. The next step was the determination of the mathematical relationship between the
same maximum acceptable weight and the physical characteristics of subjects. These two areas
of study produced, respectively, the job demand and worker capacity components of the JSI.
The regression squations requred for the JSI are presented in the papers referenced, but more
information is required to perform the measurements needed for input to the model. The
papers containing this information are not in the published literature but are referenced in Liles,
Deivanayagam, Ayoub, ard Mahajan (1984).

Product and Purpose
755. The major purpose of the JSI is the identification of those lifting tasks that create a
risk of injury so that engineering or administrative controls can be implemented. The mudel
consists of a series of regression formuiac for:
(1) predic.ing demand and capacity, and

(2) calculating a wesghied ratio for all the lifting tasks involved in a
given job.
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When Used

756. The ISI can be used to assess the hazard of existing lifting tasks, or of tasks in the
design stage so that they may be modified if it is found that they create a significant hazard.
Although the authors stress that job or task modification is the best approach, they do note that
the JSI could be used as a basis for selecting workers who posscss the lifting capacity requirsd
for a given job (Ayoub, Selan & Liles, 1983; Liles, Deivanayagam, Ayoub & Majahan, 1984).

Procedures for Use

757. The user must identify the following components for use in the regression models
that predict task demand and worker capacity. It should be noted that the procedures for
measuring worker strength and dynamic endurance were not explained in the published
literature but that the reports containing the information are listed in Liles, Deivanayagam,
Ayoub, & Mahajan (1984).

758. Task Demand Component Inputs:
(1) exposure in hours/day,
(2) maximum required weight of lift,
(3) frequency of lift,
(4) container size.
(5) height of lift initiation and termination.
759. Capacity Component Inputs:
(1) age, gender,
(2) isometric arm and back strength,
(3) shoulder height, abdominal depth,
(4) dynamic endurance.
760. These capacity parameters can be entered for a particular individual or a population.
percentile. The predicted demand and capacity values for each lifting task in the job are ther
uszd in the JSI equation which results in a ratio of demand to capacity. According to Ayoub et

al. (1983), a JSI of less than 1.5 represents a nominal safety risk. The same reference also
contains 2 tabje relating JSI to injury risk for a range of 1SI ratios.

Advantages

761. The major advantages of this model, as compared 1o other biomechanical models,
are its atility to combine the effects cf several types of lifts within a job and its validaticn
against actual injury staiistics. The JSI also provides a comparison cf task demund and worker
or population capability as do some of the other models.
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762. The model is limited in that it only describes a lift in the sagittal plane and therefore
does not deal with twisting actions which can be significant in injury. The JSI considers oaly
lifting and does not deal with lowering actions (Liles, Mahajan, & Ayoub, 1983). The
strength predictions are bascd only on static strength measures which may not accurately reflect
the actual dynamic lifting situation. Although there is a dynamic endurance component in the
model it was not defined in the literature reviewed. Urnifortunately much of the development
work which could better explain how the components of the model were derived is not
published in readily available sources.

Application Examples

763. During the development phase this model was used in a large number of
companics. One large study was done in an electronics equipment manufacturing plant where
the JSI was applied and compared to injury statistics. Some of the concepts of the model
related to the prediction of lifting capacity have been incorporated into the National Institute of
Cccupational Safety and Health (NIOSH) guidelines for lifting (section 6.3.1 - NIOSH, 1981).
The JSI has been compared to the NIOSH lifting limits in terms of relationship to injury and
was found to have a comparable potential for prediction (Liles, Mahajan, & Ayoub, 1983).

“Technical Degil

764. The regression equations required to model capacity and demand are presented in
the form of tables of the coefficients for each input variable (Ayoub, Selan, & Liles, 1983;
Liles, Deivanayagam, Ayoub, & Mahajan, 1984). The heights of lift initiation and
termination are combined and classified into lifting ranges using & chart presented in Liles,
Deivanayagam, Ayoub, and Mahajan. The JSI equation is also given in that reference. As
noted earlier, the technical details of antkropometric, strength, and endurance measurements are
go{ published in readily available sources but these sources are referenced in the papers listed

ere.
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Future Needs

765. The model could be expanded to include dvnamic strength measures, and lowering
activities. Provision of a thrse dimensional analysis of the lift would also be useful. The
major immediate need is for available documentation of the JSI in a comnplete form.
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6.3.4 WATBAK- A Computer Model 1o Estimate Low Back Compression and Shear
Eorces.
S Descript

766. WATBAK is a computer-based mode! used for the quantitative assessment of lifting
tasks in terms of the stress placed on various body joints, including low back intervertebral
joints. WATBAK accepts data cbtained from representations of the lifting task, based on
photographs, film, video-tape, electro-optical sensors, or a computer manikin, and
incorporates those data into a computer model of the human body. The model, which is
available in 2-D and 3-D versions, yields the reaction forces and moments of force at the
elbow, shoulder, LA/LS level on the lumbar spine, hip, knee and ankle joints, and estimates the
size of the compressive and shear forces produced on the L4/LS intervertebral disc. Those
compressive and shear forces ar= compared with tolerance limits reported in the literature to
determine the relative safety of lifts.

767. The concepts underlying the calculations used in WATBAK are those of
conventional linked segment biomechanical models. These have been reported in
biomechanical literature for many types of movements.

768. The model takes into account:
(1) body position used in the lift,
(2) weight of the object lifted,

-

(3) height, weight and sex of the person performing the lift.
History and Scurce

769. The model was developed by the University of Wate.loo, Ontario, under contract to

DCIEM, Toronto (Norman & McGill, 1989). The aim was to produce a tool that could be

used quickly and relatively easily by minimally trained personnel, to analyse the strength
dcmands and risk of injury for a wide variety of lifting tasks.

Product and Purpose

770. The model outputs numeric values of body segment parameters (mass, centre of
gravity, lengthj, ground reaction forces, reaction forces and moments acting cn each segment,
lumbar spine compression and shear forces, and intra-abdominal pressure. Maximal tolerance
levels for lumbar compression and joint moments are quoted based on values obtained from the
opex literature. The final output of the model is a linked segment diagram of the subject in the
position used in the calculations.

When Used

711. The model can be used in the design o1 operator tasks and work place layouts, to
ensure thai loads and postures do not create an unsafe risk. It can also be used to evaluate the
safety of sxistirg tasks and to indicate the extent of madifications required to reduce hazards.
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Procedures for 'Ise

772. To run the WATBAK model, the user must have a side-elevation representation of
the lift to be analysed. The rcpresentation can be from digitised photographs or video-iape,
from eclectro-optical sensors such as SELSPOT or WATSMART, or from a computer-
generated manikin. From this representation, the user defines the x and y coordinates of the
feet, ankles, knees, hips, shoulders, elbows, hands, head ard L4/L5 of the person performing
the lift. The accuracy and validity of the output is dependent ox: the accuracy of the digitisation.
The user also inputs the height, weight and sex of the subject and the weigh: of the otject.

Advantages

773. The major contribation of this model is the deveiopment of an easily usable,
interactive software package. This package can be used to asscss joir iask demands by an
operator minimally trained in biomechanics and in the use of computers (Norman, 1984).

Limizt
774. The principal li:nitations of the model are:
(1) unaided lift (no mechanical aids),
(2) only static lifts in the saginal plane can be analysed,
(3) good coupling (handles, shoes, floor surface) .
(4) favourable ambient environment,
(5) only one person lifts can be analysed.

775. In addition, experience has shown that the model is highly dependent on the
accuracy of digitisation of the joint centres, and that those centres cannot be located easily or
reliably from photographs or video of persons wearing heavy clothing.

Application Exampl

776. The mrdel has been used in work place investigations of acute strength demands in
industrial tasks by the Ontario Ministry of Labour, Ontario Workers' Compensation Board,”
Ontario Hydro, and several industrial organisations. The model has been used in the analysis
of several military tasks. The program has also been used at the Universities of Dathousie,
Laurentian, and Queen's, and at the University of Waterloo to assess manual handling of
materials problems in the mining industry.

“Technical Detail

777. The model was originally developed to run on a Hewlett-Packard 9845B micro-
computer. The program was subsequently re-written, and will now run on any IBM-
compatible PC with at least 512K. Graphical output of body postures can be obtained if the
machine has a graphics card.

-235-




ACR43(Pane] 81TR/L -236 -
References
Norman, R.W. (1984). Development of 2 field method fi :ntitative assessment of
low back stresses. Final report. (DCIEM Contract No. 8SE83- 7). Waterloo,Ontario:
University of Waterloo.
Norman, R.W. (1984). WATBAK: A computer package to estimate low back
Si y lifing loads. (DCIEM

Contract No. 8SE83-00017). Waterloo, Ontario: University of Waterloo.

Norman, R.W., & McGill S.M. (1989).

Vv - bi

(Fmal rcpon to DCIEM,

Toronto). Waterloo, Onmno University of Waterloo Research Institute.

-236-




-237- ACR43(Pancl ITR/L

6.4 INTRODUCTION: WORK SPACE DESIGN

778. Incompatibilities between the dimensions of the work space and the size and reach
capability of the operator or maintainer can have a major effect on system performance.
Typically such problems are addressed through the use of fitting tiials using full-scale
mockups. The work space concept must well established, however, before a mockup can be
built. Fortunately, anthropometry is or of the most readily quantified of human capabilities,
and lends itself to modeling in two or three dimensions. Anthropometrical models can be used
to study human performance in terms the ability of an operator of a giver physical size to work
in a given space, reach specific controls and see specific displays. Such models are the human
engineering tools which are most clozely allied 1o engineering design methods, in particular
CAD techniques (Merriman, Muckler, Howells, Olive, & Beevis, 1984).

779. Computer-generated anthropometrical models (referred to by Kroemer, Snook,
Meadows, and 1)cutsch, 1988 as operator-equipment interface models) offer advantages over
the more traditional drawing board and mock-up approaches to work space design. In
particular they permit the representation of individual operators, and of the full variety of
combinations of body segment lengths, rather than the more limited 'percentile’ approach
which has been used previously. Moroney and Smith (1972) concluded that the only solution
to the problem of designing work spaces to accoinmodate the interaction between different
arithropometric variables was the development of variable-sized mathematical man-models.

780. As well as permitting such an approach, anthropometrical models offer 2 medium
for integrating other aspects of operator performance such as the kinematics of limb motion,
force abilities, and body segment inertial abilities. At least three major attempts to produce
integrated, structured, crew station design tools have been based on three-dimensional man-
models (Ryan 1973; Kulwicki, McDaniei & Guadagna, 1987; Evans, 1989). Kroemer,
Snook, Meadows, and Deutsch (1988) report on a workshop dedicated to examining the
feasibility of developing such an integrated ‘ergonomic’ model for work station design.

6.5 OVERVIEW AND RECOMMENDED REFERENCES: WORK SPACE DESIGN

781. The original computer-generated anthropometrical model, or manikin, appears to
have been FIRST MAN, a seven segment figure produced at Boeing Company, USA, in 1961
(Feuter, 1982). This development was followed by the more well known BOEMAN, produced
at Boeing Company under Joint Army, Navy, Air Force (JANAIR) sponsorship in 1967-68.
BOEMAN was part of 2 larger program entitled Cockpit Geometry Evalvation, intended to
evaluate \he physical compatibility of a seated crew member with any crew station, The -
original research program antcipated de velopmer:t starting with a link segment or *stick figure’
manikin, and progressing through six stages to incorporate enfleshment, digit manipulation,
energy expenditure and force capability, 2nd flexible skin interference analysis (Ryan , 1973).
That development does not appear to have been implemented.

782. Other developments started modestly, and evolved. The SAMMIE modz! (section
6.6.3). which is now availaule cemmercially, originated in a simpl-+ stick figure representation
of the upper torso, head, ard arms (Bonney, 1969). COMBIMAN (section 6.6.2) has had a
series of improvemeuts, and a second model, CREW CHIEF (section 6.6.5), has been
developed from that technology (McDaniel, 1989). This model is intended for the design of
maintenance racilities in aircraft. it has several interesting features including the capability to
call up standard maintenance operator postures, tools, and clething, and the ability to
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automatically adjust the manikin posture to complete the required task. CREW CHIEF also
incorporates strength data relevant to maintenance tasks.

783. A number of other work space design man-models have been, or are being,
developed in Australia, Canada, France, FRG, The Netirerlands, UK., and U.S.A. A review
of computer-generated man-models (Hickey, Pierrynowski & Rathwell, 1985) identified two
2-dimensional anthropometry models, and thirteen 3-dimensional models. These range from
2-dimensional representations of single limbs to representausns ot seveial operators in 2
complex work space. They include modeling of limitations on joint motion, ability to modzl
g:d ctl‘fccts of restraints such as safety hamesses, and ability to represent the view of the man-

el.

784. The whole-body mar-models vary in their level of complexity. At one extreme they
are detailed representations of the body, with no tuilt-in assumptioas about posture or position.
Such models are the computer equivalen: of 2 dummy, or an articulaied drawing toard
manikin. At the other extreme, some models include rules for the placement of the model
relative to reference points such as the design eye position or the seat reference point, as well 2s
rules goveming the posture of the manikin. Both types of model iiclude mathematical routines
which develop the internal link lengths of the 'skeicton’ from regression equations relating
measurable external dimensions to the internal link lengths. They may also include another
routine for enfleshment of ths 'skeleion’ once it has been generated. Thesc mathematicat
routines are the "anthispometric” models of Kroemer, Snook, Meadows, & Deutsch, 1988.

785. A number of mode! developers have studied the incorporation of kinematic asnects
of reach and vision. With the exception of the work of Ayoud (1974) and Deivanajyagam,
Ayoub and Kennedy (1974) few references have beer found to such work, and no models
appear to include a true kinematic capability. COMBIMAN includes the end points of paths of
motion; TEMPUS (Badler, Korein, Korein, Radack, & Brotman, 1985; Kroemer, Snook,
Meadows, & Deutsch, 1988) incorporates "goal directed reaches”.

786. More detailed descriptions of the Articulated Total Body (ATB) model, BOEMAN,
Computerized Accommodated Percentage Evaluation (CAPE), CAR, COMBIMAN, CREW
CHIEF, PLAID/TEMPUS, and SAMMIE are provided in Kroemer, Snook, Meadows, &
Deuisch, 1988. Applications of SAMMIE and TEMPUS are described in McMillan, Beevis,
Salas, Strub, Sutton, and van Breda (1989). A comparative review of SAMMIE,
COMBIMAN, CREW CHIEF, CAR, JACK, and SAFEWORK is provided by Paquet:e
(1990). Despite the proliferation of models, few appear to be availabie to all potential users,
and few appear to be used on a vegular basis. The models reviewed herein appear to be the
most relevant (o weapon system design, although not all are widely svaiiable.

787. Comparisons of the available models are hindered by lack of details, and by lack of
common definitions, such as the meaning of ‘body segment’ or ‘link’. All of the models
appear to have limitations. Typical problems to be anticipated in adopting such madels ars
reviewed by Rothwell (1989). Typically the models lack:

1) demonstrated validity,

(2} representation of limitations in movement and response of the limb
positions to a change in posture,
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(3) standard anthropometry data bases,

(4) representation of clothing and the efiects of clothing,
(5) generality of the model,

(6) compatibility with the range of skills of potential users.
(7) biomechanical characteristics,

{(8) compatibility with other CAD systems.

788. One feature lacking in all the models reviewed is the exploitation of the ideas of
Moroney and Smith (1972) for the handling of the multi-variate anthropometrical data. With
the exception of the work of Bittner (1974) and Hendy (1990), no-one appears to have
exploited the potential of computer modeling of the statistics of the interactions of the different
body segment dimensions. With the exception of CAR, every model reviewed used regression
analyses to define ‘percentile’ manikins, despite the acknowledged limitations of the percentile
concept to describe more than one anthropometric characteristic.

789. The most recent development of cornputer-generated anthropometrical man-models
appears to be their use in animated work sequences, to evaluate the feasibility of performing a
specific task in a confined space. Such animations have been used to invcstigate task
performance in a zero-gravity environment, in advance of water tank sinialations or actual
operational experience (Emmett , 1986; Tice, 1987). Another interesting development is the
move iowards iategration of such man-models, or manikins, with integrated human
engineering design and development tools. Such tools are intended to support the
design/development process from mission analysis throvgh to detaiied design (Kulwicki,
McDaniel & Guadagna, 1987). o
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6.6 MODEL SUMMARIES: WORK SPACE DESIGN
6.6.1 Crewstation Assessment of Reach (CAR)
S Descripti

790. CAR is intended to perizut the percentage of a specified user populatior that is
physically accommodated by the geometry of a given aircraft crew station to be decermined.
The CAR model is based on an internally created link structure which is generated from 14
anthropometric measures of the user population and link transformation equations.

791. The CAR Jink manikin is adjusted using anthropometric data, and compared with
the constraints imposed by the crew station using a series of logical routines. The
anthropometric data are either files of measurements from specific individuals, or are generated
from existing population data (based on the 1964 US Navy aircrew anthropometry survey)
using a Monte Cario simulaticn process.

792. The model is normally used for studies of seated positions, althcugh standing
positions have been evaluation by NASA and the US National Bureau of Mines. Reach
assessments can be carried out for up to 49 control positions. All assessments are controlled
by mathematical algorithms, with no intervention by the user. A more complete description is
provided in Kroemer, Snook, Meadows, and Deutsch (1988).

Fig. 6.1 The basic CAR link rnanikin
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History and Source

793. The original CAR program was developed in 1976 by Bueing Acrospace
Corporation for the US Naval Air Devclopment Center (US NADC). The modei was
developes from the Computerized Accommodated Percentage Evaluation (CAPE) approach to
using per-entile anthropometry data (Bittner, 1976), and was based on the earlier BOEMAN
computer-generated manikin. The impetus for CAR was the need to evaluate a number of
competing candidate cockpit designs. TAR was required i be simple to operate and to require
litde computer time to run.

794. Under contract to US MADC, Analytics Inc. has developed and revised the
progran, producing versions IIA. 1Tl and IV, The latter was released in August 1984. Under a
Canada:US iniormation exchange agreement CAR I'V was re-compiled to run on an IBM PC
compatibie computer, and evaluated for its accuracy in representing a Canadian population
(Pierrynowski, 1987; Pigeau & Rothwell, 1989 ).

Product and Purpose

_ 795. Each accommwdaticn analysis preduces a report summarising the results for reach,
vision and head clearance tests. The contents are structured as:

(1) operator sample and crew station descriptions,

(2) percentage of operators positioned to specified anchor point,
(3) vision accommodation,

(4} percentage of operator samplz accommodated,

{5) summary of reach to each conicol.

When Used

796. CAR was intended for use in the evaluation of proposals for crew station design. It
is therefore appropriate to cither the evaluation of designs as they evolve or to the comparison
of different candidate concepts. CAR is also being examined for its appropriateness to
assigning specific operators to crew stations which impose size limitations on the user
population. '

Procedurcs for Use

797. The user must prepare input file data for the proposed user population, and for the
crew station geometry. Fourteen anthropometric variables must be specified, either for each
individuat operator, or for a user population. To define the user population, the user specifies:
manikin anchorage point, design eve point, line of sight, seat characteristics, head clearance
data, hand or foot controls. One of four anchorage points can be selected: design eye point
(DEP), seat reference point (SRP), foot-point seated, foot-point standing. The crew station is
defined in X.Y,Z coordinates as per normal aircraft design practice. Seat Jimensions and
adjustment ranges also can be specified. The user must then select the features of the crew
station geometry that are to be evaluaied. The program is intended for interactive use, but it
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will accept data from a previously created, formatted file.

Advantages

798. CAR includes an algorithm for caiculating hand reach envelopes for the operator
represented by the manikin. The algorithm includes different types of grasp, and the effects of
a restraint harness. This is an improvement over other models which require the individual
bedy segments to be manipulated in oider to determine the reach envelope. The ability to select
one of four anchoy points to which CAR will position a specific part of the link manikin,
leaving the program to position the rest of the manikin appropriately, is an assst when carrying
out repetitive evaluations. The use of a Monte-Carlo technique for generating the
characteristics of individual ‘operators’ is another advantage of CAR.

799. From the technical viewpoint, CAR has the advantage of being an economical
program. The originai specification for CAR placed limits on the amount of CPU time, cost
per run, and effort required to describe the crew station. Current versions of the model
maintain the characteristics of economy in those areas.

800. CAR's limitations arise because it is an economical program. The program has no
graphical output, and the mzdel has no enfleshment. The crew station itself is represented by
X,Y.Z coordinates. which are compatible with aircraft design practice, but not with other
applications. Because of the use of X,Y.Z coordinates the model cannot run “clash routines’ to
indicate thar the manikin is reaching through a part of the work station. The vision analysis is
limited to the line of sight ‘over the nose’ or to the line of sight to the centre of a display from
the DEP. Overall the mode! is a uscful preliminary assessment tool, but it does not address
design details.

801. Because of inherent assumptions about the crew station geometry and the visual
field, CAR does not appear suited to evaluating work spaces other than aircraft crew stations
(despite its use to investigate standing work situations). Evaluations of CAR III (Hickey &
Rothwell, 1985) and CAR IV (Hickey & Pierrynowski, 1986) identified probletns with ‘user
fri:ildlincss'. the operator sample model, the crew station model, and the complexity of the
analyses.

Application Examples

802. CAR was used to evaluate candidate crew station designs for what became the US
Navy F/A-18 aircraft. It has subsequently been used to evaluate the crew stations of the 11-136
Kiowa helicopter and the BAE Hawk trainer aircraft. In the latter application CAR identified
some problems with the crew-station which were disproven using live subjects (Hulme &
Hamilton, 1989). There have been several validation studies of the model. One approach
(Bennett, Harris, & Stokes, 1982) validated 5th, 50th and 95th percentile manikins generated
by CAR against the rcach envelope data of Kennedy (1978). The results agreed generally
within 3cm. Pierrynowski (1987) compared reach envelopes measured on 13 females with
CAR predictions. In general CAR predictions underestimated the subjects’ reach abilities. The
results suggest that the model is too restrictive for across-body and behind-body reaches.
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Technical Deal

803. CAR is writien in FORTRAN V, a computer language based on ANSI FORTRAN
77. The program consists of four modules. The first module allows the definition of a user
sample; the second allows definition of the crew station; the third pesforms accommcdation
analyses of reach, vision and head clearance using files generated by the first and second
modules; the fourth module generates reach envelopes. The CAR-1V program consists of
approximately 16,000 lines of instructions, and is some 759k bytes in size.
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Euture Needs

804. Representatives of US NADC have suggested that CAR might be given an
interactive graphi:.< capability, which would make it much more useful for evaluating a specific
crew station. It would also permit the user to understand what the program is doing to the
man-model, and to accept or reject the results on that basis. Additional improvements which
are being considered include validation and improvement of the link ransformation equations
(focussing on female link transfermations), and modelling high seat back angles, restraint
systems, overhead reaches, and effects of gravity. Such developments mzy make the program
much larger than it is currently, however, and the advantage of its economy could te lost.
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805. COMBIMAN is a three-dimensional, expert, biomechanical model of an aircrafi
pilot based on a link manikin. The link system is initially defined from 12 anthregouicme
surface dimensions; the iengths of the links can be varied to reflcct different anthropametric
percentiles and proportions. The user can caii up data from scveral populations, including
USAF male pilots, USAF female pilots, USAF men, USAF women, Army pilots, Army
women. The user can also add additional survey data to the data base. Standard postures
include sitting erect and sitting slumped against a seat back. Arm reach and reach envelopes are
computed as a function of clothing and harness restraint.

806. The crew sqation is defined as a set of up to 250 panels, and up to 150 controls can
be idertified on or off the panels. Views of the model and work space can be selected by
specifying the amount of roll, pitch and yaw about three orthogonal planes.

Fig. 6.2 COMBIMAN in a typical reach analysis application
History and Soyrce

£07. COMBIMAN was initially developed for the US Air Force in 1973 to assist in the
design and analysis of aircraft crew stations. The program has been successively devzloped
since that time. Version 8 was completed in 1989,

808. COMBIMAN has been distributed to major aerospace industries in the USA since
1978. The software and analytical services using COMBIMAN are avaiiable from the Crew
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System Ergonomics Information Analysis Center (CSERIAC) at CSERIAC Program Office,
AL/CFH/CSERIAC, Wrighi-Patierson AFB, OH 45433-6573, USA. US regulations limit the
availability of ihe software outside the USA.

Product and Purpose

809. COMBIMAN produces estimates of the ability of persons with specific
anthropometric characteristics to reach specified controls. COMBIMAN can also be used to
produce vision plots, using the plotting algorithm centred to the eye point of the manikin.
Vision plots are as per US MIL-STD-850. Strength analyses of the operation of all types of
aircraft conurols are also available.

810. The reach envelopes, vision plots, and strength analyses are used to evaluate
proposed crew station designs for their compatibility with specific users, and thereby, with the
extremes of a user population.

When Used

811. COMBIMAN, like other anthroporaetrical man-models, is suitable for use
throughout the deveiopment of the crew station concepj.

Procedures for Use

812. COMBIMAN is a task-driven, expert system. It is used interactively at a CRT
terminal. The analyst or designer specifies the task COMBIMAN is to perform by answ.ring
prompts; then the program automatically simulates the activity and shows the results. The
anzlyst selects which user population and user percentile he wishes to represent, and the 12
critical dimensions which are to be evaluated: sitting height, eye height, arm length, leg
lerigth, etc. A two-variable method of specifying the user body size range is also available.
The program then provides a manikin with the most probable size and proportions, drawn from
regression equations based on the USAF AAMRL Anthropometry Data Ba k. Dimensions for
a select set of individual subjects may be entered 1o verify multivariate accommodations. The
user must also specify the crew station by defining the relevant planes and controls in it. The
user can then select the viewpornt from which to study the manikin and crew station.

Advantages

813. COMBIMAN is based on data drawn from an extensive anthropometric data bank.
The model represents an enfleshed operator, in three-dimensional graphics. Clothing and
personal equipment can also be represented, facilitating the visual examination of body
clearance problems. It can perform preprogrammed reach sequences, and can simulate
restraints such as shoulder hamess, lap belts, etc.. Three different hand grips can be used in
reach analyses (whole hand reach, functional reach, and finger tip reach). For field-of-view
evaluations it is possible to add obscuratzon templates for helmets, respirators etc., and to
represent a range of head and neck movements.

814. In addition to the ability to call up a plot of the manikin and crew station, and a

visual plot from within the work space, the user can call up a zoom fearure, to take a closer
look at specific portions of the crew staton.
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Limitas

815. Because of its intended use, COMBIMAN is limited to the representation of a
seated operator. US policy on technology transfer limits its availability outside the USA.

spolication Examol

816. COMBIMAN has been used by the US Air Force to evaluate design changes to
airczew stations, saving the costs associated with hardware mockups and prototypes (McDaniel
& Hofmann, 1990). The USAF has provided COMBIMAN software to several acrospace
contractors for use in aircraft dcvclcn'mnt projects. Specific details are not available.

Technical Details

817. The COMBIMAN sof.ware was written in FORTRAN 1V and compiled using an
IBM FORTRAN G compiler, and one module is written in IBM assembler language. The
program has been re-compiled to run on the VAX series of computers, and firmware versions
of the program are being distributed by CSERIAC.

‘
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Eutre Needs

818. As with other modeis which represent a three-dimensional manikin, there is still a
need to implement constraints on the interrelationships of the movements of different body
segments.

819. COMBIMAN has been developed to include strength characteristics, and to

compensate for the effects of clothing and harness on reach capability. Additional
developments of those capabilities are planned.
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6.6.3 System for Aiding Man-Machine Interaction Evaluation (SAMMIE)
S Descripi

820. SAMMIE is a commercially available computer-based anthropometrical model. The
manikin is based on a link model which is enfleshed by a series of rectangular prisms or
polyhedra derived from X,Y segment girth data. The link segments and other reference points
arc derived from anthropometric surface dimensions or from body segment lengths. The
anthropometric data on which the manikin is based are derived from those reported by
Dreyfus, and the girths from: an RAF anthropometry survey. Other data can also be input by
the user, and the Industrial Engineering Department, State University of New York has
prepared a manual for data file construction from any data source.

821. The work space representation is defined three-dimensionally as basic geometric
shapes (prisms, cuboids and cylinders), or by irregular solids described by vertices, edges and
faces. The latest version of the program provides ‘clash’ detection, to identify if work space
entities interfere with one another, and by how much. The program also includes a surface
and shading facility to produce realistic views of the model and work space.

11

Fig. 6.3 Typical application of SAMMIE, and examples of basic manikin

822. Work space details can be generated interactively, or can be entered to a data file
following off. line preparation. The spatial and hierarchical relationships of the components of
the work space must be specified. Because of thosz relationships, mechanical functions can
be simulated, such as the upward and downward movement of the forks on a fork lift truck.
Such movements may be giouped (all members of a set move together), or independent,
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History and Source

823. The development of SAMMIE is reported by Bonney (1989). SAMMIE was
developed at the Univetsity of Nottingham, UK, in 19€8/69. The original version was a stick
figure upper torso. It was developed to be a general purpose manikin operable in a general
purpose work space, and marketed in the UK by Compeda Inc. In 1982 the program rights
were purchased by Prime Cemputer Limited, and the program was improved for commercial
distribution. It became available for industrial use in North America in 1984, running on a
Prime® computer. In 1989 Prime discontinued full support of the software. In 1987 the
original developers of the model launched a separate version of the model, SAMMIE C.A.D,
which runs on Sun®, VAX® and Silicon Graphics Iris® computers, and is marketed
worldwide by SAMMIE C.A.D, Loughborcugh, U.K..

Product and Purpose

824. SAMMIE has available a variety of graphical representations, including mirror and
reflection views, three orthogonal views and perspective view, and mesh-grid field-of-view
representation. Such views can be selected either from the manikin's eye position or from an
external reference point. The program also permits the user io test reack and sight to 2
sequence of specific points in the work place.

When Used

825. As with other computer manikins, SAMMIE can be used throughout the design/
development cycle, to address questions of work space design.

Procedures for Use

826. SAMMIE is used interactively from a graphics terminal. The program is structured
in modules that address different characteristics of the model: creation of primitives to build
work place models, creation of the model structure, control of the 3-D view of the work place,
storage/retrieval of models, production of Aitoff or Mercator projections, removal of hidden
lines, field of vision, movement of the marn-model’s limbs, control of the man-model's
anthropometric characteristics, etc. The user accesses each of these modules using the
keyboard, tablet or screen menu. Several analytical functions can be completed in
‘background’ while the user makes up the viewing features on the CRT.

Advantages

827. SAMMIE is a general purpose representation of operatoss and their work space.
The program permits the represcntation of multiple operators, and elaborate visual fields. The
hierarchical construction of the work space representation permits it to be manipulated to
simulate the movement of equipment, for example the movement of objezts seen from within a
vehicle. The manikin includes limits for joint rotation, including ‘comfort’ limits.

828. A major limitation is that SAMMIE currently does not-incorporate mthr:fpomcuy
the link

data from representative populations. In addition, some of the fixed characteristics
modzel result in unrepresentative values of manikin dimensions when representing personnel
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near the tails of the population size distribution.

829. As with other computer manikins SAMMIE does not incorporate any logic to
modify posture as a result, for example, of changing the line of sight.

spplication Exampl

830. SAMMIE has been used in a variety of design projects. Bonney (1989) reposts that
the applications f21l into two broad categories. The first is the design of crew stations for
aircraft, vehicles, ships, etc. The second in the design of computer-based work stations such
as CAD terminals, bank telier stations etc. More than thirty orgznisations in the UK., and at
icast six compamcs in the USA have used the program. SANMMIE has been used by the
i,gag;dnan Fozces for the evaluation of existing aircrew size selection standards (Rothwell,

)

Tchnical Detail

831. The SAMMIE program marketed by Prime Computer Ltd. runs on all Prime 50
series 32-bit computers. The program is written in PORTRAN 77 and has the facility for 2-
way transfer of models created using other Prime CAD programs. The SAMMIE program
marketed by Prime Computers runs on all Prime 50 series 32-bit computers. The program is
written in FORTRAN 77 and has the facility for 2-way transfer of models created using other
Prime CAD programs. Details of the SAMMIE C.A.D. version are not available. It runs ona
VAX computer, Sun work station, or Silicon Graphics Iris.
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Acrospace Research and Development.

Euvture Needs

832. Several developments of SAMMIE are currently underway, including the
development of the US military standard anthropometry data files. The most desirable
development is seen as the provision of the equivalent of a reflex system, to control the posture
of the manikin as individual body segments are manipulated. A second logical extension
would be to include biomechanical mcdeling, so that the manikin can be used to evaluate
manual materials handling tasks.
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833. ADAPS is an interactive graphical computer-aided design tool for visualisation of a
human work space with an eriphasis on anthropometrical evaluation. With ADAPS, three-
dimensional anthropometrical models, based on 24-clement link systems, can be displayed on a
graphics screen in a three-dimensional drawing of a work space.

834. Enfleshment is provided by straight lines drawn between link-related surface
points. Link segments and surface points are derived from anthropometric surface dimensions
or body segment lengths. The anthropometric data on which the manikins are based are
derived from those reported by Molenbrosk and Dirken (1987). Other data can be input by the
user, 1o represent specific populations such as the elderly or handicapped.

Fig. 6.3 Representation of some of the ADAPS-manikins
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835. Features of ADAPS include:

(1) interactive manipulation of the manikin's posture with automatic
restriction of joint-range angles,

(2) interzctive definition of body size to represent the desired
population and size category (percentilc),

(3) integrated reach algorithms for the hands and feex and a direction
algorithm for the manikin’s field of view.

836. Work space representation is defined as three-dimensional wire frames, using basic
geometric shapes (cuboids and cylinders), translation and rotation sweeps, or plain lines. The
work space description has to be entered off-line, before storage in a ‘work space library'.
After this storage the user can switch between design alternatives in a matter of seconds.
Hicerarchical relatonships of the work space components can be specified in such a way that
functionality can be simulated.

History and Source
837. ADAPS was started in 1979 as a graduate project in the Product Ergonomics Group
of the Faculty of Industrial Design Eng.neering, Delft Universicy of Technology (DUT), The

Netherlands. Further development, in cooperation with the Comyuter Center of DUT, resulted
in a practical and efficient CAD tool for work space design and anihropometrical assessment.

Product and Purpose

838. ADAPS can produce orthogonal, isometric, and perspective views of the work
space and the manikin. It can also produce views from the manikin's eye point. The program
therefore permits examination of fit, reach, access, and view to specific points in the work
space. The main purpose envisaged for ADAPS at present is in research and education of
industrial designers. ADAPS can be used throughout the design process, but is seen as
particularly relevant to the early stages, when different work space decign options can be
evaluated. In teaching, it is currently used in the curriculum of the Fuculty of Industrial
Design Enginecring by mcans of:

(1) short (three afternoons) introductory practice sesvicns in
anthropometrical assessiment, twice a yszr, during the : tedent's
second year,

(2) 40 hour courses in computer-aided design and anthropometrical
assessment,

(3) an assessment tool in des1gn or graduate projects which lead to
development of a working prototype.
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Procedures for usc

839. ADAPS is used interactively from a standard computer terminal and a number of
graphic display screens. The modular structure of the program permits different characteristics
to be controlied through thc keyboard, screen menus, or control dials. The user must define
the work space using the geometric primitives, define the user as a percentile of the ‘standard’
population, or enter data for a snecific user population.

840. Recal-time control of the manikin's posture is possible, or posiures can be stored
and retricved. The manikin's limbs are controlled either by the input of joint angles or by using
reach or displacement algorithms. The field of view from the manikin's eye point can also be
controlled.

Advantages

841. ADAPS is a fast, simple, and easy to learn computer work space design tool, with
an emphasis on anthropometrical assessment of work space designs. The program permits the
representation of multiple manikins. Man.pulation of posture is claimed to be ‘user friendly’
because of the reach and displacement algorithms.

Limitations

842. A major limitation of ADAPS is that it is not, sirictly, available commercially. It
runs only on the PDP 11-44 series of computers, and uses a graphic language that is becoming
outdated. Surface-modelling and sohds-modelling are not possible. Creation of the workspace
cannot be specified or manipulated interactively, and dcfinitions of mirrors or reflecting
surfaces are not possible.

Application E I
843, Although not a commercial product, ADAPS has been sold to a number of
instituticas in The Netherlands, and a version has been implemented in a car manufacturing
company. Some of the industrial uses include the design and evaluation of a check-out counter
and car design.
844. Graduate student projects 1n which it has been used include:

(1) the design of a work table for a wheelchair occupant,

(2) accessibility for inspection of an automated dairy,

(3) assessment and redesign of a car for the handicapped,

(4) design and eva:uation of a mognetic pay-card reader placed in city
and regional buses and trams.

845. ADAPS runs only on the PDP 11-44 series of computers, under the RSX operating
system, using PGS graphics software. The program is written in FORTRAN. Graphics
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output is on a Vector General series 3 vector refresh display, a Tektronix 4010-compatible
storage display, or a colour raster scan display.
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Ejsure Needs
§46. Several developments of ADAPS are currently underway:

(1) the implementation of ADAPS on VAX computers using GKS
(Graphical Kemel System),

\2) the implementation of an ADAPS version on PC level computer;,

(3) the evaluation and extension of an experimental biostatic force
model of ADAPS,

(4) the evaluation and extension of the anthropometrical data base for
automatic manikin generation.
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6.6.5 CREW CHIEF - A 3-D Computer Model of a Maintenance Technician
S Descriog

847. The 3-D CREW CHIEF model provides the designer with the ability to simulate, on
the computer-aided drawing board, maintenance and other related human operztor interactions
with a system. It creates hurnan models in the size range 1st to 99th percentile for both male
and female maintenance technicians, the encumbrance of four types of clothing and personnel
protective equipment (PPR), joint mobility limitations which are a function of clothing, 12
working postures, automated physical accessibility for reaching into confined areas (with
hands, 105 hand tools, and objects), visual access (evaluating what the CREW CHIEF can
see), strength capability (for using wrenches and manual material handling tasks). It is claimed
that CREW CHIEF is an expert system which ¢nables the designer to perform the functions of
an expert ergonomist.

History and Source

848. CREW CHIEF is a joint development of the U.S. Air Force’s Armstrong
Acrospace Medical Pesearch Laboratory and the Human Resources Laboratory at Wright-
Patterson AFB, QFio. Version 2 of the sofiware was completed in 1989 with ability to add
new tools to the data base, add new body size surveys to the date base, and display shaded
surface models. The software or analytical services using CREW CHIEF are available form the

Crew System Ergonomics Information Analysis Centcr at CSERIAC Program Office,
AL/CFH/HE/CSERIAC, Wright-Patterson AFB, Ohio, OH 45433-6573, USA.

.
Lo
, 1
o’ —— SO v
Fig. 6.5 Typical applicatica of CREW CHIEF: left figure shows envelope of ratchet tool
interferes with handles on a box; right hand figure shows how exicension of raichet
socket permits unobstructed use of tool.
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Product and Purpose

849. Early identification of potential design-induced maintainability problems is essential
to correct problems before mock-up, fabrication, or production. CREW CHIEF simulates a
maintenance activity on a computer-generated image of the proposed system design, to
determine if the activity is feasible. Since it incorporates sophisticated models of extensive
ergonomics data, the designer can use the model without having to be an expert ergonomist.

850. Approximately 35 percent of the lifetime equipment cost, and one-third of all
manpower, is spent on maintenance. Excessive repair time is caused by failure to consider
mantenance demands adequately. Maintenance technicians can spend hours making repairs
which could be completed in minutes with better accessibility. CREW CHIEF is intended to
reduce the incidence of such problems by aliowing the designer 10 perform maintainability
analyses and correct design-related defects. Ultimately, not only will development costs and
acquisition ume be reduced, but also life cycle costs and maintenance time will be reduced and
systems availability increased.

Wh:n ! ‘S:d

851. This model, interfaced to existing commgreial CAD systems used by aerospace
manufacturers, may assist in evaluating the maintainability of aircraft, and of equipment in
general. The CREW CHIEF model allows the designer to simulate a maintenance activity
using the computer-generated design. The need for details of the physical design, replaceable
units, etc. makes the model most suitable for use in the preliminary design and detailed design
stages.

Procedures for Use

852. The user answers a series of questions which define the maintenance task to be
simulated. Most answers are selected from menus. On-line ‘help’ explains the choices. Once
the task is defined, the analysis is automatic.

853. The designer may simulate a maintenance activity on the computer-generated
system, to determine if it is feasible. Expert system software automatically creates the correct
body size and proportions for males and females, the encumbrance of clothing, personnel
protective equipment, and mobility  Physical access for reaching into confined areas (with
hands, tools, and objects). visual access, and strength analyses are conducted. At the
conciusion of the analysis, the 3-D human model 1s displayed, superimposed on the design,
performing the task under analysis

Advaniages

854. Since CREW CHIEF 1s interfaced to cxisting commercial CAD systems used by
acrospace manufacturers, the program does not require users to enter the design into the
CREW CHIEF program for analysis rather CREW CHIEF is called into the user’s design
‘drawing’ without any conversion. CREW CHIEF operates as a subprogram to the CAD
system, and is always readily accessible It 1s a task-driven expert system. The user need only
understand the task to be simulated, without needing expert knowledge of ergonomics.
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Limitati

855. CREW CHIEF is a simulation of empirical data, and is limited to those types of
analyses covered by the available data bases. Because it is hosted with only a few CAD
systems, it is not available to everyone, although the analysis services are available through
CSERIAC.

856. CREW CHIEF has been used in numerous applications for analysing accessibility
with hand tools in environments with limited accessibility (McDaniel & Hofmann, 1990). Tae
capability to analyse strength required for materials handling in unusual maintenance postures
has been us:d in many non-military projects, to verify performance.

Technical Detail
857. CREW CHIEF is currently interfaced to the following:

(1) CREW CHIEF Host-independent, (unhosted core of CREW
CHIEF). FORTRAN 66 and FORTRAN 77.

(2) CREW CHIEF - CADAM Version 20, with Geometry Interface
Module (GIM) for MVS/SP operating system, FORTRAN 66H.

(3) CREW CHIEF - CADAM Version 21, with Interface User Exit
(IUVE) for MVS/SP operating system, FORTRAN 66 and 77, and
for VM/IS operating system, FORTRAN 77H Extended.

(4) CREW CHIEF - Computervision Version CADS 4001, with
Analytical Processing Unit (APU) and CADDS 4X software,
revision SB or later.

(5) CREW CHIEF - Computervision CADDStation Version for
UNIX operating system.
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CHAPTER 7
TRAINING AND SKILL RETENTION MODELS
7.1 INTRODUCTION

858. Over the past few years, researchers and practitioners from many disciplines (e.g.,
engineering, education, psychology) have increasingly depended on more complex
methodologies, techniques and procedures for the assessment of complex human behaviour.
Indeed, research and development (R&D) has intensified since therc is an imperative need to
make more effective use of human performance data. In response to this need, much of the
human performance research and applications have focused on developing uniform concepts,
definitions, categories and measures to allow better utilisation and generalisation of research
findings to operational environments such as military training (.g., Gagne, 1965; Fleishman,
1982; Levine. Romashko and Fleishman, 1973; Vreuls and Obermayer, 1985).

859. Tne military, which devotes considerable effort and resources to the enhancement of
training systems, has benefited from the aforementioned R&D efforts. Contributions to the
military training include specifying ability requirements for certain tasks, deriving performance-
task taxonomies and feedback systems, aiding in design decisions for man-machine systems,
and developing models of human performance for training management (i.c., what and how to
train, which skills are easy or difficult to leamn or retain, etc.) (see Fleishman, 1975; Peterson
and Bownans, 1982; McCormick, 1976; Wickens, 1984). However, the increased
sophistication and complexity of current and emerging weapon systems and training systems
makes critical further development of human performance models (especially those that deal
with training and skill retention) for analysing, designing and evaluating training systems.

860. The purpose of this section is twofold: (1) to outline and briefly describe cognitive,
mathematical, task- based, and system-oriented models of training and skill retention available
in the literature and (2) to highlight the important applications of these models to military
training system design.

7.2 OVERVIEW AND RECOMMENDED REFERENCES

861. In order to define the domair under review and to establish guidelines for the
review procedure, a definition of the term "model” in the context to training was needed. The
definition used was adapted from Meister (1985):

A mode! of training and skill retention describes in quantitative
terms (i.e., mathematics), words (i.e., set of theoretical
assumption/rules), or graphical symbols (i.e., organisational
framework), the cognitive and behavioural events and processes
involved in leamning (acquinng, retaining, and maintaining) specific
task-related performance.

862. The rationale for adopting this definition was that the information derived from a
preliminary literature review provided a narrow view of the training and skill retention field.
That is, only models that provide yuantitative predications of perfoninance; those that could be
implemented on a computer or dealt with procedural tasks were depicted. Clearly there are
other models--descriptive in nature--(e.g., automatic/control processing model, cognitive
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models) that do not have any quantitative characteristics but contribute significantly to the
understanding of task performance in training environments. These "descriptive models”
explain observed behaviour ("what humans do"), they are rule-based, and have almost no
predictive capabilities. In addition, descriptive models provide the following advantages: (1)
organise and synthesise research; (2) generate hypotheses for empirical testing and validation,
(3) simplify complex interrelationships with real-world applications and (4) provide a useful
framework for interpreting human performance data. Therefore, the inclusion of these types of
models is warranted.

863. Three conclusions can be offered conceming the state of the art in this area. First,
fiom the review of the literature it is clear that these models of training and skill acquisition
need further development, refinement, and validation on a variety of tasks (not only
procedural). Most of the models must expand their scope to be of use to training researchers
and practitioners. Second, Sticha, Knerr and colleagues (Knerr and Sticha, 1985; Sticha,
1982; Sticha, Blacksten, Mumaw, Morrison, Deyoe, Cross, Buede, and Zirk, 1986; Sticha,
Edwards, and Patterson, 1984) have generated the best research and demonstration of models
of skill retention. They have applied SAINT, incorporated psychological models and theories
of skill acquisition to explain the training of procedural tasks. Third, as stated before, their
maodels are of limited use to the training manager. What is needed are more general models of
training where issues such as task, skill, ability, device design, engincering and cost variables
are incorporated. Such models can help to simplify complex task interrelationships on the job,
making training design more straightforward, and training goals mors objectively defined.
Such models also may offer users a better understanding of task performance in training
environments, i.e., what the trainee does in a behavioural sense.
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7.3 COGNITIVE MODEL SUMMARIES
7.3.1 Anderson's ACT Production System of Skill Acquisition
S Descrint

864. In the ACT Production System model three processes of skill acquisition were
identified by Fius (1964) and Fitts and Posner (1967): (1) a cognitive process -- initial
encoding of this skill sufficient to produce crude performance of the task; (2) an a sociative
process -- involves “smoothing out” the skill performance; and (3) an autonomous process --
continued, but gradual, improvement of skill performance. The ACT system, a reformulation
of Fitts theory, consists of three corresponding stages: (1) a declarative stage -- where leamer
receives instruction and information about a skill, (2) a knowledge compilation stage -- where
practice of a skill converts declarative knowledge to procedural form; and (3) a procedural stage
-- the turning of knowledge into specific applications.

History and Source

865. The model is based on the Fitts (1964) processes of skill acquisition theory The
original theory was developed to help explain cognitive prerequisites for training transfer.

Product and Purpose

866. The purpose of this system is to improve skill acquisition by presenting the learner
with a training system structure and organisation which best fits the processing strategies
employed by the leamner.

When Used

867. This model is best applied to develop intelligent tutoring systems or computer
;ssi;tcd instruction. It can be used to guide instructional developers and training device
esigners. :

Procedures for Use

868. This model cannot be applied "as is.” That is, it needs to be integrated with task
requirements, instructional purpose, and system limitations.

Advantages

869. The advantages claimed for the mode! are: (1) it can be applied as a computer-based
tutor in standard classroom nstruction; and (2) the ACT Production System provides a
mechanism to design and develop compatible curriculums, hence making leaming easier.

Limit

870. So far this model has been applied to simple tasks only (e.g., geometry, production
systems, proof-reading).

e
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Application Examrics
(1) Developmen: of the "Official Production System" (OPS) language
for representing basic, instructablz production systems.

(2) Planning activities and representing strategic knowl <~ in
production systems.

Technical Detail

871. Much of the ACT performance theory is concerned with specifying how
productions are selected for appiication, while ACT learning theory is concerned with how
these production rules are acquired. There are three unique features of ACT. In ACT: (1)
strength increases linearly rather than exponentially; (2) increase of strength is only one of
several mechanisme by which leaming occurs, rather than a principal mechanism; (3) strength
is only one of several criteria used to determine which production is actuated.

References

Anderson, J. R. (1982). Acquisition of cognitive skill. Psychological Review, 89 (4),
369-406.

Fitts, P. M. (1964). Perceptual-motor skill leaming. In A. W. Melton (Ed.), Categories
of human leaming. New York: Academic Press.

Fitts, P. M., & Posner, M. 1. (1967). Human performance. Belmont, CA: Brooks/Cole.
Euture Needs

872. Animmcdiate need is the application of the ACT Production System Mode! to more
complex tasks, such as decision-making (i.c., less procedural).
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7.3.2 Controlled and Automatic Human Information Processing Model
Summary Description

873. This model argues that there are two processes in human cognition: (1) automatic
processing, which is a fast, parallel process that is unavailabie to conscious awareness, not
limited by Short Term Memory (STM), requires little subject effort, and requires extensive and
consistent training to develop, and (2) controlled processing, which is slow, serial, conscious,
limited by STM, and requires iitte or n¢ training to develop.

874. The model can be explained by either a resource view, which considers
performance te be automatic when processing is parallel and virivally no resources are
required, or a memory view, which considers performance to be automatic when there s single
step, direct access retrieval from meniory. The former view is better able to explain why
novice performance is so poor, while the latter better explains how 2utomatic performance is
leamed {and why consistency is so imporiant in the development of training).

History and Source

875. The model is based on Atkinson and Shiffrin's (1968) information processing
theory of verbal memory. Hasher and Zacks (1979) also noted that some automatic processing
is basec on heredity (i.c., recording of frequency, spatial, and temporal information), out the
majority of tasks become automatic only thsough leaming. Furthermore, LaBerge and Samuels

(1974) noted that acquiring automatic processes through practice (i.c., on component skills)
may be necessary to learn complex skilis.

Product and Purpose

876. The model has been used to explain reduction in information demand effects in
visual and memory search tasks and reductions in dual task interference with practice. The
mode] has also been used to explain automatic perceptual and motor skills such as driving and
riding a bicycle and cognitive skills such as reading and visualising a triangle.

When Used

877. The model is best used to develop guidelines for training automatic skills (sce
Schneider and Shiffrin, 1977). Instructional developers can use the guidelines to design,
develop, and implement training techniques. In addition, part-task training strategies can be
derived.

Procedures for Use

878. The model cannot be apphied "as is.” It is more of a theory or conceptual
trarmiework than a model. However, guidehines for instructional strategies can be derived to
both aid in the development of automaticity and to differentially present information based upon
the tyoe of processing taking place. That is, in controlled processing, increases in presented
information requires increases 1n time for processing, while automatic processing does not
requise the added time element. Furthermore, the type of processing taking place can be
determined in that automatic processes are not influenced by inteniional leamning, instructions
or practice, the performance of concurrent tasks, or affective states. Finally, context effects
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may play a role. "Practiticners may have little control over context at application, which is
often determined by other factors such as the mission to be accomplished and the equipmer:t to
be used. However, he or she can control the context at training and should design it to take
into account the breadth and nature of the context 2t application” (Logan, 1988, p. 591).

Advantayes

879. The model can explain retention of skills over large periods of disuse and also
workload reductions with training. A microcomputer or some form of automated training
makes this kind of drill and practice feasibie.

Limitari

880. The developiment of autornatic processing requires extensive drill and practice
(hundreds of trairing trials). Also, the mode! has been used to explain percepiual and motor
skills, but has focused less on explaining how cognitive tasks become automatic. In addition,
it is difficult to derive and 1o define consistent components of a whole task. Finally, the model
is not quantitative in rature and reflects more of a conceptual framework than a model of
human performance.

Application E |
881. The model has been applied to: (1) perceptual skills training for air intercept control

!_Sct;;ncidcr, Vidulich, and Yeh, 1982), and (2) electronic troubleshooting training (Logan,
1988).

JTechrical Details

882. Again, only gencral guidelines for instructional strategy development can be derived
with this approach.

Refereoces
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motivation (Vol. 2). New York: Academic Press.
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processing in reading. Cognitive Psychology, §. 293-323.

Logan, G. D. (1988). Automaticity, resources, and memory: Theoretical controversies
and practical implications. Human Factors, 30 (5). 583-598.
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Schneider, W., Vidulich, M., & Yeh, Y. (1982). Training spatial skills for air-traffic
control. Proceedings of the 26th Annual Meeting of the Human Factors Society, Santa

Monica, CA: Human Factors Society.
Euture Needs
883. This model requires: (1) a series of transfer-of-training studies, part-task to whole

task, to demonstrate iis practical utility and generalizability; and (2) assessment of its potential
use for prescriptive purposes (i.e., to derive training guidelines).
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7.4 MATHEMATICAL MODEL SUMMARIES
7.4.1 Leaming Curve Models
5 Descripii

884. Leaming curve models are mathematical models that describe the temporal aspect of
improved performance over time. Learning curve models involve the fitting of curves to data
in order to reveal important aspects of skill acquisition.

History and Source

885. T.P. Wright initiated the use of learning curve modelling to predict production rates
in the airframe industry. Since that time, modslling of learning curves has been directed toward
establishing wage incentive plans, comparing jobs on difficulty, personnel selection,
determining when to terminate training, and understanding and improving the process of
learning. Most of the research sought 10 validaie specific postulates of various learning
theories (Spears, 1985). A few researchers have used learning curve models to explain the

influences of experimental variables, or to simply identify behavioural examples of learned
concepts (e.g., Baird and Noma,1978; Restle and Greeno, 1970).

Product and Purpose

886. Learning curve models offer insight into: how pre-training estimates may impact
the rate of learning, when learning occurs, the predictive power of early learning on
proficiency, and the points at which rapid learning (snowballing) ceases and refinement
(honing) of learned skill begins.

When Used

887. Use with processes that involve a high level of operational control. If data is
generated during training, these formulas can guide training pace and focus. When control
group coraparisons are not feasible, these models may indicate the impact of training variables.

Procedures for Use

888. Leaming curve models assume methods exist for recording: number of errors made
during training, or expert ratings of trainee proficiency on a number of tasks, or mean expert
ratings across conditions. Also assumed is the existence of terminal trainee performance
ratings. “Terminal” refers to data collected some time after training, as ratings collected
irnmediately after training may not allow sufficient time for any cognitive assimilation required
for performance. Data collected is entered into the leaming curve model and results are plotted
for visual inspection. Once a model is validated, individual performance assessments and
predictions can be made.

Advanuages

889. The use of “constants” from curve fitting (¢.g., asymptotic or beginning level, rate
of change) measure variables of interest more reliably than meast:~s directly obtained. This is
because the "constants” are based on entire data patterns rather «han particular individual
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observations within a data set. Curve fitting also smooths out random irregvlarities in data
patterns. The constants can provide measures of leaming and transfer that are not available by
means commonly in use, and can be used for data from individual subjects.

890. According to Johnson (1985) the modelling of learning data has been directed more
toward the goal of understanding and improving the process of learning, rather than

quantitatively describing the process for predictive purposes. This has often taken the form of
flow charts and block diagrams rather than mathematical equations.

Application Exampl

891. Leuming curves have been applied to many different situations: {1) to compare the
difficulty of performing different jobs (Dudley, 1968); (2) in personnel selection and prediction
of job success (Glover, 1966; Sriyananda and Towill, 1973); and (3) to establish the
pcrlt;orlngm(x)cc level at which training should be terminated (i.e., training criteria) (Knowles and
Bell, 1950).

Technical Detai

892. Spears (1985) demonstrated the use of various constants derived by fitting
cquations to training and performarnce data. Towill (1989) discussed the pros and cons of
diffcxt learning curve equations and made recommendations as to when and why cach should
be used.
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Future Needs

893. Models needn't be used only to demonstrate theoretical postulates. Applied
researchers need to describe actual behaviour and transfer of training by fitting leamning curve
models to collected data, Assess the utility of combining the four learning curve models
reviewed by Spears (1985): asymptotic, beginning level, rate constant, and inflection of
learning in one data base.
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2.5 TASK-BASED MODEL SUMMARIES
7.5.1 Modeling of Armor Procedures
s Descripti

894. Sticha, Knerr and associates (1985) have developed models of learning and
performance for eight military armor procedural tasks. The models developed combine a
network representation (using the SAINT simulation system, see Chapter 8) of performance
for the eight tasks, with psychological models of skill acquisition and retention. Maximum
li:lc.zjihqod estimates can be derived and model predictions can be compared to empirical data for
validation.

89S. The psychological models describing learning, retention, and recall of individual
task elements are used as subroutines within the SAINT models. Then, these subroutines
interact with SAINT user-defined task characteristics that represent conditions (e.g., strength)
of memory for the task. This representation allows the calculation of several parameter values
on various measures of performance. Skill acquisition parameters can be assigned
independently for each element of a procedure.

History and Source

896. This modelling approach evolved from the merging of two components. The first
one is the SAINT system, which is described in Chapter 8 of this report. The second
component is the psychological models. These models that describe leaming and retention are
based on the concept of the strength of an association (Wickelgren, 1974). Acquisition is
described by a function relating association strength to the amount of practice, or number of

training trials. The function incorporated in the models also follows the Hullian assumptions
(Hull, 1943).

Product and Purpose

897. With the aid of the simulation software, the user can calculate and display the
proportion of correct responses on each task element, across ali tasks, and the performance
time. The SAINT models also provide a graph of performance by trial.

When Used

898. As a validation too! for existing training programmes that can be broken down into -
linked task elements performed within one larger team exercise.

Procedures for Use

899. Write performance criteria for individual task performance (subroutines), test
individuals and track performance on individual task performance, develop estimates of
performance, map empirically observed performance against expected (estimated) performance.
Retest individuals at a laier time to assess any decay of performance.
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Advantages
900. There are four main advantages to this type of modelling:

(1) These models have been validated with empirical data. The
models were shown to predict accurately: (a) overall performance
improvements during training; and (b) the decay in performance
shortly after training.

(2) Since the psychological models can be separated from the
simulation, a more rigorous model validation can be conducted.

(3) Models can be used as a decision support system for training
anagers.

(4) Models can be used to organise the results of learning and
retention experiments, and guide the researcher for future
applications.

Limiasi

901. These models are not intended for initial training design and development or small
(individual) training evaluations. They assume each team member's task functions are defined
and errors are easily identified.

Application Examp]

902. Knerr and Sticha have used the model for assessment of eight military armor
procedural tasks.

Tochnical Detail

903. Maximum likelihood estimates must be calculated using commercially available
mainframe-based statistical packages, and their fit with the collected data produces an empirical
validation of training effectiveness. Parameters of skill leaming can then be calculated for each
individual task performed.

References

Hull, C. L. (1943). Principles of behaviour. New York: Appleton.

Knerr, C. M. & Sticha, P. J. (1985). Models of learning and performance of armor
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Training (491-512), Brussels, Belgium: NATO.

Wickelgren, W. A. (1974). How 10 solve problems. San Francisco: Freeman.

-275-




ACR43(Pancl ITR/L -276-

Euture Needs

904. According to Knerr and Sticha, the most pressing need is research and development
on csgimdt;ng the values of model parameters without collecting considerable learning and
retention data.
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905. This model is designed to allow the developers of training devices to ask "what if”
questions about training device requirements and alternative solutions for those requirements.
The basic goal is to specify methods to develop training concepts, training device design, and
allocations of time to different training alternatives that either minimise the cost required to meet
training objectives, or maximise the training effectiveness obtained at a specified cost.

History and Source

906. The mcdel is based on several lines of research: (1) work on the optimal allocation
of training time between simulators and operational equipment; (2) empirically based
prescriptions for training-system design; (3) mathematical representation of skill acquisition,

retention, and transfer; (4) analyses of factors affecting simulator cost and training
effectiveness; and (S) simulator fidelity.

Product and Purpose

907. The OSBATS models have been developed to date by taking a top-down analytica)
approach. The overall problem of training device design was decomposed and five probler
areas have been addressed based on the task, equipment, and training variables involved in
training device design and use. In this way a modelling framework was developed that allows
the addition and insertion of new models (referred to as modules) for different aspects of the
training device concept formulation &reocess Each of the five areas is addressed through the
development of a different module. modules currentiy implemented are:

(1) Simulator Configuration

(2) Instructional Feature Selection

(3) Fidelity Optimization

(4) Medium Selection

(5) Resource Allocation

908. The simulation configuration module involves the selection of one of several classes

of training devices, based on the task and its training requirements. The instructional feature
selection moduie uses task training requirements and the cost of training on actual equipment to
determine the feature mix by applying a set of rules for feature selection. The fidelity
optimisation module specifies the realism (fidelity) required in the training device by matching
different levels of various fidelity dimensions in order to get an estimate of the benefit based on

transfer to the actuai equipment. The media selection module aids in selecting the best training
media for each task, or group of tasks. It also produces criterion estimates for iraining the task
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on the media, estimates the overall life cycle costs of the training device, and produces an
estimate of the training effectiveness for the training device. Finally, the resource allocation
module produces a chronological sequence and set of training times for the training devices.

Procedurss for Use

909. Due to the complexity of OSBATS, it cannot be applied “as is.” There are needs for
the development of software, scaling procedures and model expansions if validation is
required. The model is intended to an "ideal” method of training system design.

Advantages

910. The OSBATS models are meant primarily for use by professionals (i.c., school
personnel, engineers, and contraciors) involved in training device concept formulation and
design #fforts. The OSBATS model was developed for implementation on a computer, so that
the user can rapidly exercise the models. In this way the different task sets, different cost
considerations, and varying instructional approaches can be tested for their effect on the
training device configurations and projected effectiveness of the training systems. In addition,
u}c uiymm provides an audit trail of the information used and the decisions made during the use
of the system.

Limitas

911. The research base for developing the models has numerous gaps. Research topics
which need 1o be more fully addressed include: the development of task-analytic methods for
estimating learning and retention parameters, the development of methods for predicting
transfer between tasks/courses, development of a psychological fidelity model, and
development of methods to predict media costs. In addition, the data sets which are required to
allow the model to fully function are limited in many cases.

A pplication Examol

912. The model has been applied to the Cobra helicopter simulator and an armor
maintenance job.

Tochnical Detail

913. OSBATS addresses five common training design areas in a top-down approach.
The model is based on research in the areas of: simulator fidelity, simulator cost and training *
effectiveness, mathematical models of skill acquisition, empirical training-system design, and
optimal use of training versus operational equipment. An interactive prototype of the OSBATS
software has been successfully tested which runs on IBM hardware. Sticha (1989) described
the software's approach to the five development areas.

References

Sticha, P. J. (1989). Normative and descriptive models for training system design. In
G. R. McMillan, D. Beevis, E. Salas, M. H. Strub, R. Sutton, & L. Van Breda (Eds.),
Applications of human performance models to system design. Mew York: Plenum Press.
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Eature Needs

914. Address research gaps to better support the model. Identify applications where the
full model can be realised and refined.
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7.6.2 Automated Simulator Test and Assessment Routine (ASTAR)
S | Descriog

91%. This model is an analytical technique for predicting and assessing the effectiveness
of traimng devices. Its greatest poteatial application is during the design phase, when
alternative training device configurations can be evaluated to determine their relative predicted
effectiveness.

History and Source

916. ASTAR builds upon prior research into analytical effectiveness prediction
techniques, notzbly the TRAINVICE and DEFT projects (Rose, Evans and Wheaton, 1987;
Rose and Maitin, 1984). '

Preduct and Purpose.

917. The ASTARK system is a set of computer programmes which enables the entry of
data on a training device and the trainees, and provide outputs which assess the training
effectiveness of the device. The programmes are written for the IBM PC series of computers.

When Used

918. The ASTAR system is intended for use daring the design of a training device,
although it may 2lso be used to assess existing training devices.

Procedures for Use

919. The user enters a list of tasks to be trained into the ASTAR system. ASTAR then
asks a series of questions concerning each task. These questions are answered, on line, by a
person who has the necessary knowledge of the training device design, the trainees, and the
training situation. ASTAR then operates on this data 10 generate a prediction of device
effectiveness. ASTAR also provides diagnostic information which helps to isolate problem
arcas in the device.

Advantages

920. ASTAR allows device effectiveness evaluation without empirical studies, which are
expensive and sometimes not feasible.

Limitasi
921. The validity of the ASTAR predictions has not been fully assessed. Furthermore,

the ASTAR analysis requires the availability of an appropriate task listing, and participation of
persons with the necessary knowledge of the device, trainees, and training situation.
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anplication Examol

922. During its development the ASTAR system was used to assess an anti-submarine
tactics trainer, an avionics maintenance trainer, and gunnery trainer.

Technical Detail

923. ASTAR is an interactive, menu driven computer programme written in COBOL
designed to be used on an IBM (or compatible) personal computer. ASTAR divides the
evaluation of a training device into four areas: training probiem analysis, training efficiency
analysis, transfer problem analysis, and trans{er efficiency analysis. The questions asked by
ASTAR and the algorithm by which it determines predicted eifectiveness are based on existing
training research (Knerr, Sticha, and Blacksten, 1989).
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Euture Needs
924. Further studies of the validity of the ASTAR predictions are required.
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CHAPTER 8
NETWORK MODELLING TOOLS
8.1 INTRODUCTION

925. In many discussions of human operaior models, there is often confusion between
what might be called a human operator modei such as HOS and an operator modelling
technology such as SAINT. It is important that a user, such as a system design engineer,
understand the difference so that he can make an informed choice and, hopefully, not be
disappointed.

926. A human performance medel describes, and/or addresses, some specific subset of
human performance issues or actions. In this sense then, a model deals with a portion of the
potential issues handied by modelling iools. Models come equipped with either data or the
templates to store the data. The data formats and requirements are often established within the
structure of the model. The input, the internal processir.g and calculations, and the output are
predefined. Often, a model contains specific mathematical algorithms to predict or estimate
some aspect of human performance. However, models are generally not specific to a particular
system and the system, tasks, number and type of operators are the variables which provide a
model with its fle:ioility and utility. Nonetheless, the algorithms, and the models .yemselves,
are generally theory based or denved from established human nerformance principles. Since
the model is intended to be an accurate representation of human behaviour it 1s essential that it
be valid. Validity is critical.

927. A modelling tool, on the other hand, is a set of capabilities for modelling the human
operator. It comes void of the type of structure incorporated into models, although it contzins
capabilities to represent these specifics. It is designed for use in a problem solving situation
and includes only those human performance parameters of interest to the problem solver. A
modelling technology is judged more on its utility than ats validity. If the modelling technology
provides the problem solver (e.g., design engineer) with even a gross estimate of how well an
operator will peiform in a given design configuration and does so in a manner that is relatively
easy to obtain, then the modelling technology may be declared successful in having done its job
for the user. One still feels uneasy about ignoring validity but the utility brings with it a kind of
“validity by acclamation”.

928. The advantage of the human operator model is that all that is required is to provide
the input conditions and it should provide a solution. The disadvantage comes in a limited
parameter set which may not be relevant to the problem at hand and the very detailed human
performance output whick may be much more elemental than desired. The advantage of the
modelling technology is that one need only model the problem at hand. The user is provided
with some very powerful techniques for describing the various tasks and their linkage. The
disadvantage is that the user must provide the specifics of the system structure.

929. The authors believe that in terms of aiding the design engineer, the benefits are
more likely to come from modelling technologies rather than actual models of operator
performance. The latter models tend to be very complex because they are dealing with a very
complex entity (i.c., Homo Sapiens). They generate output which may be overly specific to
the user need. However, these models have been of tremendous importance in highlighting the
major human performance variables which must be addressed by the user. Also, experience in
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developing human operator models has had an extremely valuable heuristic benefit in the
development of modelling technologies. The modelling technologies to be addressed in this
chapter include SAINT, Micro-SAINT, and SLAM.

8.2 QVERVIEW AND RECOMMENDED REFERENCES

930. As noted in the introduction, modelling technologies appear to be on the verge of
becoming an accepted design tool by the system design engineer. Among the models reviewed
in this chapter, the oldest and pioneer model in the field is SAINT. SAINT's capabiiity to
model both continuous and discrete operations made it a very attractive model for system
designers. However, the complexity of the mode! and accompanying software support
requirements made it a capability that only a few large system developers could afford. But
gcw people desired the large number of applications which could be realized by a model such as

AINT.

931. There have been two major outgrowths from the original SAINT modelling
technology which have been developing in a concurrent fashion. One of these is MicroSAINT.
The other is SLAM. MicroSAINT began as a straightforward attempt to put SAINT on a
micro-computer and ended up being a much more user-friendly modei than SAINT. It makes
extensive use of menu driven tables to assist the user. MicroSAINT now has graphics
capability for drawing task networks and describing data outputs. MicroSAINT was
developed for application on the IBM PC family of micro- computers.

932. The developer of SAINT, Alan Pritsker and his company, Pritsker and Associates
have developed a model called SLAM as a means of providiag easier access to SAINT-like
capabilities. SLAM is more suitable for a mini-computer than a micro-computer. Pritsker has
added a graphics package called TESS which may be employed once the basic SLAM
techniques have been acquired. Both Pritsker and Associates and Micro Analysis and Design
offer training programs to leam how to use SLAM/TESS and MicroSAINT.

8.2.1 References

Meister, D. (1585). Behavioral analysis and weasurement methods. New York: John
Wiley & Sons.

Pew, R. W., Baron, S., Fechrer, C. E., & Miller, D. C. (1977). Critical review and

nan-machine systems evaluation (Report
AFOSR-TR-77-0520). Cambridge, MA- Bolt, Beranek and Newmian, Inc., (ADA038597).
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8.3 MODEL SUMMARIES
8.3.1 SAINT (Systems Analysis of Integrated Networks of Tasks)
S Descrinti

033. SAINT is a FORTRAN-based, network modelling and simulation technique
developed to assist in the design and analysis of complex man-machine systems. It consists of
a symbol set and the capabilities to represent discrete task elements, continuous state variables,
and to dynamically modify performance via moderator functions. In addition to the standard
processing subroutines incorporated into the software package, SAINT also includes dummy
versions of user-written subprograms which enable the analyst to tailor input, output, and
simulated performance processing. The language provides extensive error checking and error
messages 1o the user. The SAINT program enables a modeler to represent multiple operator
systems and to execute multiple networks simultancously.

934. A SAINT network consists of resources, tasks performed by resources, precedence
relationships between tasks, task performance characteristics, the flow of information through
the system, and the effects of environmental stressors on task performance. In SAINT, tasks
are the central elements of a network. A SAINT task is characterized by parameters that
specify the nature of the predecessor tasks, task characteristics and branching to other tasks.
Precedence relationships specify the flow of operations through a network and the completion
of individual tasks in a network can modify later precedence relationships, thereby altering
network flow. Time to perform a task is specified in terms of a variety of sampling
distributions such as constant, normal, lognormal, Poisson, and ' - a. SAINT can simulate six
types of tasks: single operator, joint operator, one of several op:.:ors, hardware, cyclic tasks
and gap filled tasks. After a task has been completed, SAINT decides which of the remaining
tasks shail be initiated. The decision is based on five decision rules: Determination (all
branches selected); Probabilistic (selection on a random basic); Conditional, Take first (first
branch uatisfying specified condinons is selected); Conditional, Take-all (all branches satisfying
specified conditions are selected); and Modified probabilistic (same as probabilistic except
branch probabilities are modified by number of previous completions of the task from which
the branches stein).

History and Source

935. SAINT was developed in the 1970s by Pritsker & Associates, Inc. for the U.S. Air
Force (USAF) Acrospace Medical Research Laboratory (AMRL). SAINT evolved through a
series of major modifications and embellishments to the GASP and GERT modelling
techniques developed during the late 60s and early 70s. SAINT I basically upgraded P-GERT
to handle discrete time varying networks. SAINT 1l provided the capabilities to model

continuous state variables and to dynamically update attributes. SAINT III incorporated
moderator functions and additional attributes.

5 336. Documentation is available through the Defense Technical Information Center
(DTIC).
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Product and Purpose

937. SAINT provides the conceptual framework and the iaols to develop system models
in which men, machines, and the environment are represented. 1t enables the analyst to
investigate the impact of modifications to the man-machine-environrent interface on human
and overall system performance. Available outputs generated by SAINT include data input
reports, iteration reports, mission summary reports, and user generated reports. These reports
provide information concermning resource utilization, task performance, state variable status,
system performance measures, etc. Output information can be obtained in the form of summary
tables, statistical plots, and/or histograms.

When Used

938. SAINT was designed to assess and analyze human performance in manned
systems. However, it is applicable to any dynamic, time varying system in which discrete and
continuous elements are to be modelled and simulated. In addition, SAINT should be used
when the requirement calls more for a general purpose computer language than a model per se.
The software packzge can be used 1o model and evaluate systems at any stage of development.

Procedures for Use

939. In order to use SAINT, the user must first develop a network model of the system
using the SAINT symbol set. Then, the network model is converted into data cards/records
readable by the simulation program's processor. The input to the SAINT program is an
alpharumeric representation of the model. The oiganization and content of the input deck
describes the tasks, task data, resourses, network structure, etc. If nonstandard processing is
needed (i.e., tailored input, output, or dynamic modification of task performance), then the
user must include the lines of FORTRAN instruction into the appropriate SAINT user
subprogram. Once the input deck is prepared, it is submitted to the profnm for processing.
The execution of the program simulates the modcl, calculates estimates of operator and system
performance, and outputs the statistical descriptions of the performance. The user then
analyses and assesses the output. Detailed procedures for using SAINT are contained in the
SAINT Users Manual (Wortman, et. al, 1977, 1978).

Advaniages

940. SAINT is one of the earliest languages which permitted the user to represent
multiple operator systems and to execute multiple networks simuitaneously. Another major
advantage is its ability to model human tasks either as discrete or continuous processes. In
sum, it 1s a highly flexible tool which may be used in a variety of applications. Also, the
language is the property of the USAF and, therefore, available to U.S. Government agencies
and companies contracted to the government.

Limitasi

941. While SAINT does have an elementary level requiring no programming experience,
exploitation of much of the SAINT sophistication requires programming expertise. There is a
significant amount of software support associated with using SAINT.
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Application Examol

942. SAINT has been used to develop models of a choice reaction time task, a remotely
piloted vehicle control facility, a Digital Avionics Inforrnation System display, an airborne
warning and control system, the ormance of industrial inspectors, and the AN/TSQ-73 air
defense command and control system.

Technical Detail

943. The SAINT software is a FORTRAN-based language and therefore transportable
across a variety of systems. The random number generator contained in the program is system
specific and must be tailored to the host computer. The language consists of approximately
12,000 lines of instruction and requires about 325K bytes of memory. The program is
available for Digital Equipment Corporation VAX 11/700 series mini-computers and IBM
mainframe computers. The SAINT software is also commercially available for the Apple
Macintosh and the 'BM PC micro-computers.
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Future Needs

944. SAINT should be made more "user friendly” so that extensive programming
experience is not required by the user.
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8.3.2 Micro SAINT
s Descrios

945. Micro SAINT is a microcomputer version of the popular modelling language,
SAINT. This version offers an easy way of entering task nstworks and conducting simulations
of human operators in systems. It offers an interactive, menu-driven, user interface. While
more limited than the full version of SAINT, it is far more accessible and easier to use. Micro
SAINT consists of software to support the following five major components: (1) interactive
model development; (2) interactive model execution; (3) analysis of results; (4) utilities; and (5)
error messages te the user. Interactive model development entails such activities as entering and
modifying tasks and task information, and defining task networks. During interactive model
execution, the user can manipulate model variables, pause execution, obtain snapshots of
exccution, etc. The analysis of results portion of Micro SAINT enables the user to obtain
statistics on the time it took to traverse the network. Utilities to copy, delete, (guint, and merge
models are included in the software. The latest version of Micro SAINT (3.0) has a graphics
capability which draws task network diagrams and data output graphics such as line, bar, and
step charts, scatter plots, time lines, and frequency distributions.

History and Source

946. Micro SAINT was developed under a contract with the United States Army Medical
Research and Development Command. It was conceived as a tool to evaluate the effects of
pretreatment drugs on the operators of military systems. The Statement of Work for this
contract called for development of a tool that would enable research scientists to simulate the
effects of psychopharmacologica! agznts on the human operators in military systems, such as

tanks and helicopters. The motivation for using a simulation tool to conduct the necessary
research is to avoid having to experiment with human beings.

947. Micro SAINT began as an attempt to provide the power and flexibility of the
existing SAINT language on 2 micro computer. - A complementary goal was the development of
a simple and menu driven interface for the less than experienced user. It soon became obvious,
however, that the complexity of psychopharmacology, coupled with the lack of solid
performance data characterizing the pretreatment drugs of inierest to the U.S. Army, required a
far more elaborate modelling technology than Micro SAINT was able to deliver. Although not
appropriate for its originally intended purpose, Micro SAINT's usefulness for simpler
simulations was obvious. The company which had developed Micro SAINT, Micro Analysis
and Design, realized this potential and continued the independent development of the technique.

948. The Micro SAINT software is maintained and distributed by Micro Analysis and
Design, 9132 Thunderhead Drive, Boulder, Colorado 80302, (303) 442-6947.

Product and Purpose

949. The primary goal in the development of Micro SAINT was to produce a system that
is easy to learn and use. This goal was accomplished by providing a menu-driven user
interface, rather than a programming language. It was designed to be "simple, hot, and deep.”
Simple - the software must be easy cnough to leamn so that it will attract users right away. ot
- the system must be exciting enough to hold a user’s interest. Deep - the software must keep
unfolding in new levels of complexity, so that sophisticated users will continue to find more
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power as they leam more about it. The three concepts were addressed as follows: First, a
survey of the different tvpes of user interfaces revealed that a menu-driven interface would be
the most user-friendly. This choice satisfied the "simple” criterion. Second, since Micro
SAINT is not & compiled language, the execution of models is interactive. The model buiider
can pause 2 model, examine and change some of the variables, and resume execution. This
feature satisfied the “hot" criteria. Third, Micro SAINT has a parser which allows it to
interpret algebraic expressions in places where a numeric value is required. The parser satisfies
the "deep” criteria. Outputs from a mode! can be obtained on the minimurn, mean, maximum,
standard deviation, and the frequency distribution of the times it took to traverse the network.

When Uscd

950. Micro SAINT has powerful features which enable it to model a wide variety of
systems in addition to man-machine systems. If a process can be described by a flowchart, it
can be modelied. Micro SAINT can be used iteratively throughout a system's life.

Procedures for Use

951. Since Micro SAINT is casy to use, most of the effort in a modelling project goes
into researching the process itself, rather than into writing and debugging a computer program.
The first step is to draw a diagram of the task network model. Task network models are built
which show the normal sequence of activities throughout an operation. Each task is
mscntcd by a box, and arcows between the boxes show the sequence from one task to

er.

952. The second step is to enter the paper model into an IBM PC or compatible
microcomputer. The Micro SAINT User's Guide contains a tutorial which leads a beginning
user through this process. The software is entirely menu-driven and “help” screens are always
available to answer questions. Entering each task is simply a matter of filling in the blanks of a
task description menu. Each task in the model has several parameters, one of which is the
average time it takes to perform that task. Micro SAINT cnables the user to represent task
times with an algebraic formula which can depead on a number of factors, including drug
dosage level, fatigue, and battleficld stress. Additional task information required consists of
task number distribution type and associated mean and standard deviation, decision type (single
or probabilislt‘i;:). if probabilistic, the probability of each branch, and the task numbers of
successor tasks.

953. The third step is to execute the model with Micro SAINT's model execution
program and to collect duta. Execution is interactive - that is, the user can pause the simulation,
change the values of variables, and resume execution. This feature is useful for performing
"what-if” analyses. Data are stored in a disk file in standard ASCII format, to facilitate their
importation into statistical analysis packages.

954. The fina; step is to analyze the data that were collected when the model was run.
Micro SAINT provides some staustical functions, and the data can be graphed with a
commercial package such as Lotus 1-2-3 or Symphony.
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Advantages

955. Micro SAINT is a simulation tool that is as easy to use as a spreadsheet. It does not
tequirc a simulation expert to build the models, run them, and analyze the results. The
manpower required to complete a simulation project is a fraction of what would be required if a
traditiorial programming language were used.

956. Micro SAINT runs on a popular desk top microcomputer. This means that the
modelling process itself can be decentralized, with each individual having more control over
and confidence in the results of the simulation. Micro SAINT enables computer tools to be
used by the people who have 10 solve the problems, not by intermediaries.

Limitati

957. Micro SAINT was developed for a microcomputer, and consequently the scale of it
is micro. Models can have up to 250 tasks, and execution is probably slower than what would
be expecied from a main- frame computer. For example, Micro SAINT would be an
inappropriate choice for building a full-scale model of a nuclear power plant. Also, the type of
statisucal output and the types of model enhancements are currently limited to those contained
in the software package.

Applicarion Exampl

958. Micro SAINT has been used to develop models of the M60 tank firing sequence
and the sequence of inspection and maintenance actvities that an F-14 fighter undergoes in the
course of a single day. In addition. the U.S. Army's new LHX helicopter and its cockpit
design were modelled. The model simulated a combat mission that involved entrance into the
encmy zone, scveral combat engagements, egress from the zone, and battle damage
assessment . A model was alve developed to determine the amount of resources required
throughout a U.S. Anmy helicopier pilot training course as well as 1o model the skill acquisition
of a student pilot.

Technical Desail

959. Micro SAINT 3.0 runs on an IBM PC or compatible microcomputer equipped with
S12K memory, and a hard disk dnve or two floppy disk drives. The package includes a 200-
page User’s Guide, technical support. and a 30-day trial period.

References
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Future Needs

960. The speed and power of Micro SAINT will undoubtedly improve with advances in
micro-computers.

-292.-




-293- AC243(Pane] $ITR/L

8.3.3 Simaulation Language for Altemative Modeling (SLAM)

Summary Description

961. The Simulation Lanyuage for Alternative Modeling (SLAM) is an advanced,
FORTRAN-based tool and the first language that provides three different modelling viewpoints
in a single integrated framework. SLAM pemits discrete event, continuous, and network
modelling perspectives to be implemented in a single model. The SLAM language consists of
network symbols, n2twork input statements, control statements, COMMON variables, user-
callable subprograms, and the basic statements for user-written subprograms. Itincludes the
capabilities to represent multi-operator systems, to execute multiple networks simultaneously,
and to model a large class of sysiems as networks. The network symbol set enables the
modeler to build graphic models, consisting of a set of interconnected symbols, that depict the
operation of the system, and that directly correspond 1o SLAM network input statements.

962. A SLAM network structure consists of specialized nodes and branches that are used
to model resources, queues for resources, activities, and network flow decisions. A system
model is represented as a set of entities (any object, being, or unit of information) which flows
through a network of interconnected nodes (workstations, machinery, storage locations, etc.).
Entities compete for resources (tools, machines, operators, etc.) when flowing through the
system. An entity is defined, or characterized, by tempcral and physical feature information
stored in its “atnibute” array. The flow of entities normally follows the directed branches
indicated on the network and this flow results in changes in the state of the simulated system.
Branches, which can be either probabilistic or deterministic, are used to depict the passage of
tme and activities performed in relation to entities

963. The SLAM software also includes dummy versions of subprograms which can be
user-written by the analyst to perform non-standard network processing, specialized output
reporung, continuous vanable defimition. and discrete event scheduling. The software library
also contains 11 probability distnibution funciions (e.g., uniform, triangular, exponential,
normal, Poisson), and a user-definable function, which can be used for sampling amival times,
performance times, production rates, etc Finally, the language contains approximately 50
execution error messages to alerz the madeler to problems.

History and Source

964. SLAM was developed by Pritsker & Associates (P&A) by combining and evolving
the GASP 1V and Q-GERT simuiation languages into a single integrated framework. It was
introduced by P&A in 1979 and. in 1981, significant improvements were made to the internal
operations of SLAM, resulting in SLAM 11. SLAM II has been updated several times, with the
latest enhuncements being in Version 2.3 (1984) or a higher version. Improvements include
simplified model design, decreased exccution ime, and expanded statistical outputs. In two
other Gevelopmental efforts by P&A. SL.AM I has been adapted to run on a microcomputer
and the need for a graphics capability was addressed 1n a program called TESS (The Extended
Simulation System). TESS enabled users to build SLAM networks graphically at a terminal
and 10 describe system operation through animation. Once the graphic network has been

completed, the TESS program coriverts the graphic symbols to input statements for the SLAM
processor.
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965. The SLAM program is maintained and distributed by Pritsker & Associates, Inc.,
P.O. Box 2413, West Lafayette, Indiana 47906, from whom copies of the scarce tape may be
purchased. Basic documentation of the SLAM II modelling methodology is provided in
Pritsker (1986).

Product and Purpose

966. SLAM provides a set of concepts, procedures, and techniques to represent the
dynamic behaviour of any system. The language combines network, discrete event, and
continuous modelling capabilities into a unified modelling framework. It can be used for
system design analyses, procedural analyses, and performance assessments at any stage of
system development. Qutput reports generaies by SLAM include the input listing and exror
messages, echo report, trace report, and summary report. The summary seport inciudes the
statistical results from the execution of a simulation model and consists of statistics for queues,
files, activities, gates, discrete and continuous variables, and resource utilization. Statistical
information includes values for the mean, minimum, maximum, standard deviation, gate status
(open/closed), resource capacity, etc. The analyst can also specify and tailor the type of
statistics to be coliected and output by means of 29 statistical calculation functions and the
various report writing subroutines.

When Used

967. SLAM can be used during any phase of a developmental or existing system’s life.
Vinually any system of interest can be mcdelled using SLAM 11, including production lines,
transportation networks, communication networks, and complex military man-machine
wcapoils systems. The ool can be cmployed for analyzing a problem situation, for specific
decision making. for designing a new system, for redesigning an existing system, or for
piojecting future developments concerning a system.

Procedures for Use

968. The essential task for the 2nalyst is 1o utilize the SLAM network concepts to
formulate a neiwork model which retlccts the impontant characteristics of the system. First, the
analyst must state the problem that the simulation model is to address. Then one must define
the elements of the system which are to be represented as entities. Next, one must construct
the network of nodes and activities through wiich the entities flow. This involves the
preparation of network input statements, and the sequencing of these statements. Then, the
aetwork description statements arc combined with the necessary control statemants into a
computer file, modeler must also write any required FORTRAN statements for the user-
defined subprograms to be used in the simulation. All model relevant FORTRAN and SLAM
files are then compiled, linked, and the model exccuted. Finally, the analyst evaluates the
simulation output.

Advantages

969. SLAM provides a flexible and pontable language which runs on a wide variety of
computing systems, including mainframes as well as personal computers. The program has
been installed in more than 400) industrial, 2cademic and govemnment installations, and has
contributed to the increased use of modelling and simulation throughout the world.
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Limias

970. SLAM capabilities are oriented primarily towards network--process control--models
and, therefore, the modelling of man/machine systems becomes somewhat more cumbersome
in SLAM than in SAINT. The networking capabilities featurs the flow of items to service
stations whereas man/ machine systeins are often represented as the flow (movement) of
operators through the performance of a task sequence. This difference in perspective renders
some of the output from the built-in statistical routines meaningless. Also, the use of the
discrete event routines, in essence, requires the user/analyst to write the necessary FORTRAN
statements. In addition, SLAM is a complex language consisting of numerous types of nodes,
input statements, control statements, subroutines, functions, and variables. This complexity
makes it necessary for the potential SLAM modeler to obtain formal training at P&A facilitics
and to invest a sizable amount of time and experience in its use. The SLAM software is
proprictary to P&A and must be purchased from them.

Application Examo!

971. SLAM II has been used 1o model the inspection and adjustment stations on a
production line, an inventory system with lost sales and back orders, the cervicing of
customers at drive-in bank windows, and the operator engagement sequence for U.S. Army
short range air defense systems. Many of these applications are described in Pritsker (1986).

Technical Detail

972. SLAM is a generalization of the GASP and GERT languages which resulted from
the combination of the networking features of Q-GERT and the discrete and continuous
modelling capabilities of GASP IV. It is a FORTRAN-based language consisting of

approximately 13,000 lines of code. The software program is available for mainframe
computers, minicomputers and the !BM Personal Computer.

References

Pritsker, A. A. B. (1986). Introduction to simulation and SLAM I (3rd ed.). New York:
John Wiley & Sons, Inc.

OReilly. J. J. (1984). SLAM I quick reference manual. Pritsker & Associates, inc.
Euture Needs
973. No future modifications 1o the program are discemible at the present time.
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