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Integrated Phctorics for Sigral Mrocessing and Optical Computing
Paul Ashley, Mark Bloemer, and Charles Bowden

Research Directorate, AMSM]-RD-RE-OP
Research, Develcpment, and Engineering Center
U.S. Army Missiie Command
Redstone Arseral, AL 35838-5245

ABSTRACT: We present theoretical predictions and experimental results and
comparisons for spheroidal microparticles of gold, silver, and platinum n linear
host materiels, such as Schott glass. Specifically, experimental results are
analyzed with respect tc our theoretical model for a four-wave-mixing configuration
and the frequency dependence cf the conjugate signal 1s examined. We show, among
other characteristics, that frequency and optical depth dependence of the conjugate
Intensity can be used to determine average shape parameters for the particle.

Conditions for intrinsic optical bistabiitty and subpicosecond optical switching
times are predicted for surface plasmon response of the particles embedded in the
host and using effective medium theory to calculate the composite effective
dielectric function, which ts determinad to be nonlinear.

wWe show that materials of this type can be useful for ultrafast optical
switches and himiters for intense laser radiation, as well as being relatively cost
effective. Limiting action can apply tc device protection as well as biological, and
composites can be easily fabricated using scl gels.




1. INTRODUCTION

Light scattering 1r inhcmogeneous media hes been an active research area with
a broad range of problems!. Recent work on nonlinear effects has established
conditions of resoranrt enhancement of these nonhinearities and scught 1o use ther
to increase the magnitude of physical effects, such as cptical phase conjugation,< -3
or to introduce new phenomena, such as intrinsic cptical t>\'stabm:b'."-5 Cf ccurse,
this research has its roots in the studies of surface-enhanced Raman scattermge,
where, for example, the Raman cross section cbserved from molecular monolayers
upon a silver substrate was enhanced by several orders of magnitude.

The enhancement c¢f the Raman scattering cross section 1s due tc the large
Increase of the local Tield, both inside and outside the metal particles near 1Its
surface, at the surface-plasmon resonance. Silver has 2 sharp resonance feature,
but the resonance in gold and other metals can also lead tc strong Raman scattering.

We predict that intrinsic optical bistability should be cbserved in silver
particie composites. This optically bistabie phencmenon 15 a local condition in the
material and occurs without optical feedback, as from a cavity. The bistable
behavior i1s due to the local field effect associated with the particles embedded In
the dielectric host material. For spherical particies, the switching intensities are
expected to be ~ 200 Mw/cmZ; this magnitude 1s determined by the magnitude of
the imaginary part of the metal's dielectric constant>.7. The desigr of experiments
with ellipsoidal particies ard a nonlinear host medium for the particies can lead to
a significant recuction of the switching intensities. This 1s possible because the
resonance frequency can now be chosen ¢ as to minimize the imaginary part of the
dielectric constant.

Degenerate four-wave mixing (DFWM) measurements in metal colloids reveal
that a small silver or gold sphere has X(3) = 1078 - 1079 esu in the vicinity of the
surface plasmon resonant with response times of the order of piceseconds.Z.® [t has
been proposed that the X(3) for small metal particlies results from am Intrinsic

3 , _
an) of the plasmon excitation. The conjugate signal 1s proportional to the local

field factor to the eighth power. The iocal field factor’s dependence on shape has
been illustrated many times in surface-enhanced Raman scattering experiments. In
addition, it is possible to shift the resonant energy of the surface plasmon by
varying the shape of the particie.® Wwe found that 1t was important tc make a more
detailed examination of these ephancement effects. We present results from
studies of the linear absorption as well as cof the conjugate signal in DFWM
experiments. Analysis of these experiments gives detailed information about the
particle shapes.




Using results from the effective-medium thecry’, we evaluate the effects of
abscrptior, both linear and nenlinear, and the particle shape or the DFwWM corjugate
signal.

Z. RESULTS FRCM TkRE EFFECTIVE-MEDIUM THECRY

Ir a ccmpesite dielectric material that has metal particies dispersed 1r 1t, the
mediur behaves cr the average as a homogerecus mediur with ar effective
dielectric tersor € . Tc calculate the elemenrts of this terscr, statistical theories
have beer developed that examine the effects of multipie scattering of the applied
electromagnetic fields or Linear media.”.®~12 More recently, these theories have
beer extended tc cover nonlinear systems.” We follow the results of Ref. 7, from
which the effective dielectric tensor can be determined through the self-
corsistency cendition

o=+ [eo-5] - 1} [e-T) (1)

where 1 15 the unit tensor, € (x) 1s the inhomogeneous dielectric tensor of the
mediun, and T 1s the depclarizatior tensor. The average v £Eq. (1) contains uniform
weighting of the particle pcsitiors, as Is consistent with their random positions,
and alsc ar average over the weighted orientatiors of the particles.

The dielectric constant 1in the inhomogeneous medium 15 that of either the host

dielectric matrix, €,(E ). or the metaliic particles, ¢,(E ). Both may be nonlinear

functions of the electric field, but the field 1s not 1dentical for each envirornment.
Qutside the conducting particles, the field 1s the applied Tield plus the induced
dipole field. Irside the particies, the local field drives the optical nonlinearities of
that medium. For each material we assume a Kerr medium, which for degenerate
field 1s written as

_ . (3) . - -
€ = €, X, E(w) E, (w) (2a)

for the host medium and

e = et XD E (WE () (20)

m mL

3)
for the embedded material. In general, the coefficients x(o(' are fourth-rank

tensors.




The linear dielectric tenscrs are dencted by a subscript L . We will mabe the
further assumpticr belcw that these terscrs have degenerate prircipal values, e,
they are isctrepic media. This does rct imply that the effective-mmediurm dielectric
furcticrs are 1sctrepic: for ellipscidal particles the argular distributicor of the
scattered light deperds cr the particles’ shape and criertaticr. wher the particie
criertaticrs are ccorrelated, this s nmanifest by pclarizaticr deperderce ir the
scattered hight. Fcer gcld particles cf dimersicns < 30 rme the hirear cptical
prcperties are demirated by abscrptior, with < 1C& of the total ¢rcss secticr beirg
due tc scattering. Sphercidal gold particles support twe dipcle modes wilh a
mcrrent alhigred aleng the minor axis of the particle. Therefore the frequency
deperderce of the abscrplicr crcss section for pclarized light 1s sensitive tc the
sphercids’ oriertaticr. The effective-medium theory car Inccrporate this
pclarizaticr difference by ar arisctrcpic dielectric tersor feor the effective mediurm .,

The field 1rside the ellipscidal-shaped particies 1s uniforn but not necessarily

Ir the same directicr rcr ¢f the same magritude as the applied field EC . For the
ellipscids cf metal particles embedded v ar effective mediur, we have the 1Ccal
field

E(w) = ¥ (w) - E(w) (3a)

r C
ard fcr ellipscids of the hcst material we have 1ts local field

-d

£ (w) = ¥(w) - E(w). (30)

The local fields may be quite different from the applied field. Their value 1s

Jdetermined by the lensors ¥7 . where o =m cr o = h: these are related tc the
depclarization tensor and the dielectric tenscrs:

_ -1
" (w) = {I + Tw) [frr(w) - E(w)]} (4a)

and

¥ (w) = (l + Mw) [Eh(w) - E(w)]}-] (4b)

Since they provide the magnitude of the erhancement effects cf the local field, we
will denote these coefficients as enhancement ractors. These facteors determine the




rescrance pcsitior in the denominator, which 1s contrailed by the prircipal values cf
the depclarizaticon tenscr.

For random crientaticr of the sphercids, the enhancement facteors in E£gs. (4),
which refer tc a cocrdirate system fixed tc the sphercid, row have different
certributicrs because the applied fietd 1s changing 1ts directicrn relative teo this
coerdirate system. The lack cf a single local field for particies with different
criertaticrs mears that the self-ccrsistency conditior, Eq. (11, \ncorpecrates &
cerrplicated argular dependence 1r the norlinear coefficients. A simple expression
fcr the effective-mediun dielectric function 1s no longer possible: instead the
effective medium 1s expanded as a power series In the applied field.

A useful expressior for the nonlinear coefficient X(3) 15 obtained when the

(3
ncst nhediunt 1s linear, xh ) = (C, and for small concentrations the result 1s
2 ? 2
X(B} 8 lzm . 2 'b/m ._2 b’m + 3 Zm
- (2, X g | X 15 z
Y e == 12 S (5)

. 5
Erl - 2 _ z
- - A ) . (1 -A ) R
[( xJ €L AxEmL] [ 2] & AzEmL]

here, A, ard A, are depclarization factors, 1.e., A, = € Fxx CAS T ES rZZ .

This expressicr has denominators with two surface-plasmon resonances. The
strongest rescrances occur when the enhancement factors In the numerator have
their resonance at the same frequency as the denominator, as they are in the first
and last terms of Eq. (5). However, because of the mixing of these resonant terms,
enhancements of the susceptibility occur between the frequencies. At the surface-
plasmon resonances the effective nonlinearity can be enhanced by several orders of

3
magnitude over the value X(m) . The actual enhancement factor depends on the

metal. In silver the resonance is sharp in the visible, and 8 to 10 orders of
magritude erhancement are possible. This 1s reduced by the volume fraction, f,
which multiplies these factors.

The conjugate reflectivity 1s defined as




2
o lEC(0)|2 B | B|2 e 2ol sinh (‘O‘;L) IE (O)IZ IE (L)|2 6)
)] o’ F S @

where §= 3¢ X (3>/(2c?)<) and o = w? lm—(q_)/(czx) are the nonlinear coupling and
absorptior coefficients, respectively. Here EF and EB are the forward and backward
pump fieid amplitudes, respectively. and E.(C) and E4(0) are the conjugate and probe
fields of the input.

A more accurate expression valid for large nonlinear coupling can be found in
Ref. 13, but these expressions are not needed for the discussion that foliows.

Equation (6) contairs | X (3’[2 . which contains the enhancement factors to the
eighth power. The absorptior coefficient, &« , contains the first power of the
enhancement factor: therefore the overall reflectivity has a sixth power of the
enhancement for the multiplicative coefficient of the hyperbolic sine. '

3. THEORETICAL RESULTS

The descriptior of heterogeneous nonlinear-optical materials given in the previ-
cus sections 1s useful for a wide range of materials: these include semiconductor
colloids and glasses and, under certair restrictions on the size, heterogeneous
polymer sclutions. In nonconducting media, the transparency 1s usually large enough
that high~volume fractions can be considered. .

3

The pump fields are taken as equal and small, such that X(m) |EB(O)|2 = 0.01.
in F1g. 1 the conjugate reflectivity for spheroidal particies is shown from Eq. (6).
The length of the medium 15 taken as L = 2 nm: the maximum conjugate reflectivity
cccurs at a value oL ~ 1.5. At small concentrations only a single maximum is

observed, but the high concentrations show the appearance of a second peak, which
eventually dominates the reflectivity. Over a range of concentrations the
reflectivity changes from a single peak to a broad double-peaked structure. A
second peak at the second surface plasmon resonance eventually dominates the
refiectivity.

The second peak occurs because 5(13) 1s enhanced at this frequency owing to
the second surface-plasmon resonance, and the absorption has not yet become the
limiting factor 1In the maximum of the conjugate reflectivity. The peak in R¢ can
switch from one rescnance tc another: this provides a sensitive test of the average
particle shape.




4, EXPERIMENTAL RESULTS

We examined the linear- and nonlinear-optical properties of glass containing
gold particles. The glasses are RGGH filters obtained from Schott. The volume
fraction of goid 1n the RG6E is fixed: therefore we varied the sample thickness tc
investigate the effects of absorption on the DFWM signal. Three sampies of 1-, 2-,
and 3-mm thicknesses provided «L = 1.6, 3.1, 4.7, respectively, at A = 0.545 um.
Recall that the maximum conjugate reflectivity occurs at <L ~ 1.5. Nearly all the

lcss in the RG6E glass is due to the gold particles, and little 1s due to the glass
matrix.

DFWM was performed at different frequencies using an excimer-pumped dye
laser at a 10-Hz repetition rate. The pulse duration was 12 nsec for all
frequencies. We do not have electron micrographs of the gold particles in the RG6
glass, but i1t is not unreasonable to assume that the particles’ shape may deviate
from a perfect sphere. The particles would also be expected to have a range of
shapes in the actual glass.

Figure 2 shows the conjugate signal versus wavelength at a constant pump
intensity of 8 Mw/cm?Z. For the thinnest sample, L = 1 mm, one broad peak Is
observed. The thickness L = 2 mm shows an overall reduction of the reflectivity and
two peaks 1n the spectrum, which 1s characteristic of the two surface-plasmon
resonance frequencies supported by a nonspherical particle. For L = 3 mm, the
dominant peak In the reflectivity has shifted to the longer wavelength, and the
overall reflectivity has been reduced by a factor of ~ 3 compared witn the 1-mm
sample. A dip in the conjugate signal versus wavelength is predicted for spherical
particles but only at values of «L larger than those of the RG6 samples examined
here.

S. OPTICAL BISTABILITY

Optical bistability without an optical cavity [called instrinsic optical
bistability (10B)) has been observed in a number of materials!4 and theoretical
descripticns have been given for this phenomenon'S. Recently, this I0B phenomenon
has been predicted for a single-semiconductor microparticle!'®. we extend these
predictions by considering the effects of a composite consisting of a collection of
conducting microparticles randomly distributed throughout a transparent host
material. The particles are considered to possess a sharp size distribution.

To be specific, we consider a material made up of small spherical metallic
particles of radwus 3, with volume fraction f , and they are embedded in a
dielectric host medium with coeffictent ¢4 . The metal grains are small enough

that surface effects are important and are driven by a strong applied field so that




they will have a ncnlinear response which turns out to be of the Kerr type for gcld
ard silver particles,

A matertal compcsed of microscopic particles that zre randomly ard
irdependently distributed throughout the medium has a dielectric constant that
varies from peint tc point - the medium €(r). The medium 1s described by ar
effective dielectric functior ¢" , which accounts for the multiple-scattering
effects cf the hetercgeneous medium in an averaged manner. The expressior
relating ¢~ tc the microscopic properties cf the medium is determined by the self-
ccrsistency condition. Ir our case, this general expressicn involves the volume
fractior f ard the dielectric constants. However, the concentrations of metal
spheres we will explore are low enough that the effective dielectric function for
the medium car be approximated by linear terms in the concentration (Maxwell-
Garrett approximaticn)

¢ €, + 1 [SEG/ (25G + em)] (em - ec) (7)

The steady-state Maxwell equation for the applied, propagating electric field is
[E(r,t) = E(r) ™'Y

R

~N

vE, (w2 € E = 0. (8)

Tc develop the thecry further, first we introduce the slowly varying envelope
approximation and use one-way propagation of the electromagnetic field. To be
specific we assume the electromagnetic field is propagating along the positive 2
ax1s:

E = E e (9)

The wave number k 1s chosen tc eliminate the real, linear contribution to the
dielectric function € in Eq. (7),

2= (02¢2) Re {e& (10)

»*

where €y = €” (E_ = 0). The transverse effects are neglected: their contribution can

be important for small Frespel numbers as we have found for the nonlinear
oscillator model, but the results for the on-axis intensity were not affected in that
study down to Fresnel numbers of unity. As the two problems are quite analogous,




we expect the same results for this model. The backward-propagating wave 1s
neghigible in the present case because we restrict our numerical results to small
concentrations of metal spheres, f << 1. In this Iimit the nonlinear changes of the
real part of dielectric function are small. The Maxwell field equation (8), In a
slowly varying envelope approximation (SVEA), is reduced to

dE
—£ - §xE = 0. (11)
dz €

The coefficient appearing in Eq. (11) 1s

X =[e“ - Re(E;)] w/2¢ Re(e;) (12)

These equations provide the basis for studying propagation effects in composite
media.

In the following we take the spherical particles to be composed of silver and
use the dielectric constant which was developed for small particles to include the
quantum-mechanical confinement of the electrons. The linear dielectric constant n
Eq. (S) 1s given by

€ = €+ [wz/(Qz-wz- iwr)]. (13)

Q 00

The coefficient €_ = 4.66. The resonance frequency Q2 and the damping

(o]

coefficient, I", are functions of the particie size:

Q=v& v/a | I“=I“b+("p/a), (14)

where the Fermi velocity ve = 1.29 X 108 em/s and I, = 2.5 x 10" 7' in

silver.The plasma frequency is related to the density of the electrons in our case,

2 Y
wy = 4mtne?\m_ = 4.0 X 103 =2, The electric fields are scaled to the parameter

)(3, which we assume to be real and positive.

The bistable behavior arises from the nonlinear relation between the local field
Inside the metal particle E and the propagating field E,. The condition on tuning

of the laser frequency to observe bistability is that




Re (26d + EMI) <0

and

Ige (26d + Em;) >3 I‘m(2€o + eml)l (15)

The first inequality is based on the assumption that )(3 > 0. The second inequality

Is violated near the resonance frequency Q and we do not find optical bistability
for this regime. Furthermore, the bistable characteristics for a laser tuned near
this frequency would be very sensitive to tiny fluctuations in size and shape of the
particles. The curve of the tocal field intensity versus the propagating field
intensity is shown in Fig. 3 for particles of size a =5 nm at a wavelength of 500
nm. At this wavelength the penetration depth of the electric field is about eight
times larger than the particle radius 27ma +/Re (¢ mi) /A = 0.13 and our use of the
quasistatic approximation is justified.

Equation (11) is integrated using a forward-difference scheme. At each new
point at which the propagating-electric field 1s found, we require that the local-

field intensity |EL|2 be determined from Eq. (2) together with Eq. (3): the result

15 a cubic equation. In the regions of propagating-field intensity where three real
roots are found, the solution chosen depends on the intensity of the input
electromagnetic field and its previous history. If the input intensity is ramped up
sufficiently slowly from zero, then the steady-state solution on the lower branch of
the local-field intensity is chosen and it remains on this branch until the turning
point marked A is reached in Fig. 3. Along the lower branch, the medium is highly
dispersive and |Re (26d - em)i >> |m (260 + em). The absorption of the propagating-

electric fieid in the medium is small for solutions along this branch. Six solutions
that exemplify this behavior are shown in Fig. 4. They are labeled 1-6 and curve 6
i1s close to the turning point A in Fig. 3.

For input fields ramped to higher values of the intensity than turning point A in
Fig. 3, the local-field intensity in the metal becomes large. Now the medium is
driven into resonance by the local field and the medium is highly absorbing. The
local field in the particles remains on the high branch until it reaches the turning
point marked B in Fig. 3. The local field jumps discontinuously, but the propagating
field remains continuous in the medium.

It should be noted that this switch in local fields occurs inside the medium, say

at length L and that at L , the effective-medium dielectric function undergoes a
discontinuity. This boundary separating the high and fow local field branches would

10




scatter radiation 1in the backward direction, as does a similar boundary analyzed
earlier for a different system'’, as well as for the nonlinear oscillator model '8,

However, for the concentrations In this paper, f = 1073+ the discontinuity in € s
quite small.

The occurrence of the dielectric boundary is exhibited in F1g. 4 by curves 7-1C.
The knee In the curve separates a high-absorption regime from a low-absorptior
regime. As the input field is increased, the knee in the propagating intensity curve
moves tc the right; and as it Is decreased, the knee moves to the left untyl it
centinyously meves back to the nput and the local field 1s then on the lower branch
throughout the entire medium.

We can study different effects of the internal boundary by observing the
transmission characteristics for the silver composite cut to two different lengths.
we show two examples in Figs. S and 6. In Fig. 5, the medium is short enough that
the boundary does not appear In the medium. The transmitted intensity decreases
when the input Intensity reaches point A, but the output intensity is greater than
that at point B (Fig. 3). Increasing the output intensity does not significantly
change the absorption in the medium, so the transmission is again linear with the
input field. As the input field is decreased, a change in slope occurs in the
transmitted intensity and the output Intensity remains nearly constant. The
absorption in the medium 1s no longer constant; the knee in the intensity curve
discussed In Fig. 4 is inside the medwm. A further lowering of the Input intensity
will result Iin the motion of the boundary out of the medium at the input face and
eventually the transmitted intensity will smoothly join the low-intensity solutions.

In F1g. 6, the medium has a length that 1s longer than can sustain the large local
field, corresponding to the upper-branch solution, across the sample. The boundary
now appears Inside the medium. The contrast between high- and low-output
Intensities is greater and the nearly constant output intensity is sustained over a
much larger range of input intensities.

6. CONCLUSIONS AND OBSERVATIONS

wWe find that the metal composite glasses can exhibit optical bistability when
driven by a strong laser. The bistability is intrinsic since it does not require the
use of an external cavity or other forms of optical feedback, and its features are
analogous to the nonlinear oscillator model'8. Our results are not restricted to
photochromic glasses or metal colloids, but they could also be applicable to
inhomogeneous polymer sclutions that have a larger X3 with metal particles

dispersed in them to increase the effective nonlinearity.

We find that further tuning of the laser frequency toward the blue can give a
significant decrease of the input intensities and the results presented here are not

11




significantly altered for 20% variations of the particle sizes. In cur studies the
backward propagating wave s entirely negligible, and 1n higher particle
concentrations the abscrption may be too large tc allow a significant reflected
Intensity from occurring at a boundary inside the medium.

The response time of these materials 1s determined by the relaxation time of
the electrons excited by the applied field. According to Hache, Ricard, and
Flgtzanis3. Xz can be enhanced In small particles by quantum size effects on the
free electrons. This 1s due to a breakup of the continuum intc a quasicontinuum.
Therefore, the response time is of order I'"!: this is less than 1 ps for silver. For
silver, they also calculate Xz (AQ) = 2.4 X 1079 esy. With this value we estimate
the intensity levels for the bistable switching to be around 10C Mw/cm? at a
wavelength of 450 nm.
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Figure 1. Conjugate reflectivity for spheroids plotted as the
concentration and wavelength is varied: use Eq. (28).8
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UV-IR Detector and Focal Plane Array Material Evaluation Using Faraday Rotation
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Introduction

Our objective is to develop innovative noncontact methods that can be applied in ultraviolet
(UV) and long wavelength infrared (LWiR) detector manufacturing to increase yield, reduce
production costs, and to improve traceability throughout the manufacturing process.

Conventional methods used to characterize semiconductor material do not quickly or
efficiently identify areas of a wafer that will produce useful detectors or focal plane arrays.
This results in lower production yields and higher unit cost. In the technique described
here 1.2 the material of interest is positioned in an amplitude modulated magnetic field and
scanned with a linearly polarized laser beam. As the laser beam passes through the material it
undergoes Faraday Rotation (FR) proportional to the free carrier concentration in that particular
part of the wafer. Since detector device characteristics, such as effective resistance and
capacitance, are functions of the free carrier concentration parts of a wafer that will not yield
good detectors can be identified in the early stages of manufacturing using this technique. The
yield would be significantly increased and the unit cost decreased by identifying and culling
wafers or parts of wafers that do not meet specifications at the beginning of the fabrication
process. Itis expected that this FR technique can be utilized as a universal evaluation tool that
will make manufacturing traceability possible by correlating device performance for any part of
a wafter with fundamental parameters. This technique is applicable to all major detector
materials of Army interest, e.g. mercury cadmium telluride (HgCdTe), cadmium sulfide
(CdS), indium antimonide (InSb), platinum silicide (PtSi), and gallium arsenide (GaAs).

Majcr advantages of this technique are: a) no contacts need be alloyed with the wafer,
hence no wafer material contamination. b) surface preparation is not required, c¢) it is a rapid
CAM technique and does not require a skilled operator, and d) automated wafer mapping is

+ Permanent Address: Electrical and Computer Engineering
University of Alabama in Huntsville
Huntsville, AL

17




possible. An objective of the effort reported here was to demonstrate the applicability of FR
for the measurement of electronic homogeneity of wafers in the UV to IR Spectral region. The
first steps in accomplishing this goal appear to be successful. The method, apparatus, and
measurement results to date are reported here. Although these results are limited at present to
only a few samples measured at ambient temperature, extensive measurements on the bulk
material demonstrate the inethod for MCT and CdS. Future improvements now in the design

phase include the addition of a cryogenic capability and a longer wavelength source to map
wafers at 77 K.

EXPERIMENTAL SETUP

The bench setup is shown schematically in Fig. 1.

1. LASER,2 WATTS CW @ 10.6 MICRONS 2 ATTENTUATOR

3. MIRROR 4. CHOPPER

S. FOCUSING LENS 6. POLARIZER, ZnSe WIRE GRID
7. SPLIT ELECTRO-MAGNET, 2.4 kG 8. X/Y TRANSLATION STAGES

9. IBMPC 10. ANALYZER, ZnSe

11. DETECTOR, HgCdTe @ 77K 12. RECORDER, STRIP CHART
13. LOCK-IN, AMPLIFIER 14. SINE WAVE GENERATOR

15. MAGNET DRIVER POWER AMPLIFIER 16. SAMPLE

Fig. 1. Faraday Rotation, Mapper.
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The wafer was probed with a CO; laser beam at a wavelength of 10.6 micrometers. The
sample was positioned in a magnetic field by X/Y translation stages with a positioning
precision of 0.005 mm. The free carrier concentration in a particular part of the wafer was
determined by the Faraday rotation as the laser beam passed through the material. The
reference plane of polarizaton was established by two wire grid ZnSe polarizers shown in

Fig. 2 and an analyzer, rotated at a bias angle © was placed after the wafer.

WAFER ANALYZER

Fig. 2 Faraday Rotation Optical Train

A 25 mm focal length ZnSe lens in front of polarizer I focused the beam to0 0.3 mm diameter at

the wafer, resulting in a flux density of 10 - 50 W/cm2. The split magnet shown in Fig. 3
produced a 10 Hz amplitude modulated magnetdc field of + 2. 4 KG. The magnetic field was
directed parallel to the propagation axis of the probe beam.
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Fig. 3. Split Magnet for FR Measurements

The change in intensity of the probe beam caused by rotation of the plane of polarization
(Faraday rotation) and propagation through the zinc selenide Brewster window analyzer was
measured by a mercury cadmium telluride detector cooled to 77 K. All system components
were located away form any stray magnetic fields that might have affected their performance.
A high sensitivity lock-in amplifier, tuned to the modulating frequency of the magnetic field,
amplified the detector output and fed it into an IBM PC. The computer was programmed to
execute the sequences to control the scanning hardware and collect and reduce the data. Details

of the software and theory of operation can be found in another report3.
BACKGROUND THEORY

According to classical theory at wavelengths long compared to thc bandgap v-avelength.
FR due to free carriers is given by.4

§ = A2 Be3NL/271tc4nm*2 (1)
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a result that is well established for binary semiconductors. In Eq. (1) & is the Faraday rotation
angle in radians, e =4. 8 x 10 ~10esu, the free carrier effective mass m* was assumed to be
0.015m for MCT and 0.2m for CdS at 300 K, m = 9.1x 10-28gm. n = index of refraction of
the material, N [cm-3 ] is the free carrier concentration. B = 2400 Gauss, L and )\ are the
thickness of the sample and wavelength in units of cm, respectively, and = has its usual
meaning. The band gap energy, Esg, of CdS is 2.4 eV. It was calculated for MCT from an

expression given by Hansen et al.
E; =-0.302+193x- 0.81x2+ 0. 832x3+ 0.535 T (1-2x)/1000 (2)

where x = percent concentration of Cd. The band gap at T = 300 K for long wavelength IR
MCT with x = 0.200-0. 220 yields a cut-off wavelength = E, [eV]/ 1. 239 < 8 micrometers.
Therefore the output from a C0, laser operating at 10.6 micrometers could be used for the
probe beam for FR measurements of both MCT and CdS at ambient temperature.

MCT RESULTS

Sample MCT4 was reported to be n-type bulk grown by the travelling heater method and it
was investigated in the most detail. The remaining three were supplied as LPE samples.
Faraday rotation was proportional to the magnetic field strength B as expected from Eq. 1,

Fig. 4 shows the FR signal level plotted against B at an arbitrary position on MCT4. B was
determined from the ac voltage across a 1 Ohm precision resistor in series with the magnet
coils and from a direct measurement with a Gauss meter.
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Fig. 4. Faraday Rotation Signal vs Magnetic Field Strength
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Fig. 5 shows a comparison of normalized FR as a function of wafer position measured on
different days and demonstrates that system repeatability was quite good. Laser flucuations,
although a potental source of scatter in the data, do not appear to be a problem.

MC14 « NRS %E-01
2.88 o NR52 *E-01
268~
T 240 3}\?\
¢ 2.20 R
200 f--eenr o fo

188 \7(&«‘\ --------------
168 omene
148 3 \»'-eA
120

Xs% POSITION OF IJRFER

Fig. 5 Faraday Rotaton in MCT4 @ 300K. Repeatability Test.

The magnitude of the Faraday rotation angle was measured directly by plotting the detector
output as a function of ©, the angle through which the analyzer was rotated from parallel

orientation to polarizer II (6 = 90° would be the fully crossed position), Fig. 2. A constant
polarization reference plane was maintained for the radiation incident on a sample by rotating
the analyzer and keeping the polarizers fixed. Fig. 6shows the optical train when no sample
was in the beam. The beam was chopped at 10 Hz to provide a reference signal for the lock-in
amplifier. Fig. 7 shows the resulting detector output as a function of analyzer angle.

The chopper was turned off when a sample was in the modulated field and the amplitude
modulated signal generated by Faraday rotation in the sample provided the ac signal necessary
for the lock-in amplifier. With sample MCT4 in the modulated field, the detector output had a
maximum near 879, Fig. 8. The difference between the maximum in Fig. 7 corresponds to a
FR of approximately 3 degrees.
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Fig. 8. Faraday Rotaton Signal vs Analyzer Angle for MCT4 at 300 K

A more anaytical determination of the FR is obtained from the following analysis. From
Beer's law and Malus' law the intensity I at the detector is given as

I=Iyexp (-al)cos?(® + §) (3)

where 1, = intensity of the laser beam at polarizer II, a = absorption coefficient; L, § and € are
the warer thickness, FR angle, and fixed angle between analyzer and polarizer, respectvely.

The percent change in I found from Eq. 3 leads to:

di/T =28 (d8) tan (© *+ &) (4)

A representative value for the magnitude of the FR in MCT4 was calculated from Eq. 1
using the rotation angle determined as follows: A plot of the normalized Faraday rotation vs

tan (), at an arbitrary position on the sample very closely approximately a straight line for ©
less than about 809, as expected from the small & limit of Eq. 4. The departure from a straight
line seen in Fig. 9 for © > 809 is due to the contribution of §.
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Fig. 9. Faraday Rotation Signal vs Tangent of Analyzer Angle.

The small § becomes a significant contributing factor as © approaches 90 degrees because
then the system sensitivity to FR theoretically approaches infinity, Eq. 4. In our measurements
the gain in sensitivity from setting © = 800 instead of 450 was determined experimentally to be
equal to 4.5 for both CdS and MCT, compared to the theoretical value calculated from Egq. 4,
i.e. tan (80)/tan (45) = 5.7. The difference between the experimentally determined curve and
the extrapolated tan (6) function yields a value of -3 degrees for & as Fig. 10 shows in good
agreement with the value estimated directly from the relatively course scale marked in two
degree increments on the analyzer holder.
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Fig. 10 FR signal vs. Tan (& - 3)

Solving Eq. 1 for N, here determined at only one arbitrary spot on the wafer, yields N =
6.7 (1015 ) cm*3 using 6 n = 3.55. This value is somewhat lower than the calculated intrinsic
free carrier concentration , n(i) =2 *1016 for x = 0.22 and T = 300 K, but is consistant with
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Hall and FR measurements on CdS at 300 K described later. No attempt was made to measure
& ata position in the wafer corresponding to the calculated mean value of N, only to show that .
8 obtained as described above is a reasonable value.

The relative free carrier densities were measured in the bulk grown sample MCT4 at room
temperature using the automated equipment developed in this laboratory.

% DEVIATION FROM MEAN ROTATION
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0.00 025 0.50 0.75 1.00 1.25 1.50
Fig. 11. High Resoluation Map of MCT4 (63 Data Points)

Fig. 11 is a high resolution map of MCT4 generated from 63 data points. The acquisition
time in both cases was approximately 20 sec/point. The analyzer angle © was 80°. The free
carrier concentration was found to vary 50% or more in sample MCT4. Although it may be

desirable to perform measurements on cooled samples Nemiorovsky and Finkman? have
pointed out that measurement of the intrinsic carrier concentration at room temperature can be
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used to determine the composition and band gap of n-type wafers if the wafer is known to be
intrinsic at room temperature.

COMPARISONS WITH LPE RESULTS:

The relative amplitudes of the FR signal in n and p type LPE samples at 300 K are
compared in Table I with n-type bulk grown material. Table I also shows the free carrier
concentrations at 77 K determined by Hall measurements. Although a direct comparison of FR
with Hall results must be made at the same wafer temperature because of possible extrinsic
effects.

TABLE 1. RELATIVE FARADAY ROTATION (FR) PER CM IN MCT @ 300K

MCT# TYPE THICKNESS N@77K FR(mV/cm)* X
*10E14/cm3

1 p-LPE 18 microns 100 55.5 0. 200-0. 220

2 n-LPE 18 microns 2 ‘30 0. 200-0. 220

3 p-LPE 23 microns 80 40 0. 295

4 n-BULK 864 microns* 2 31.8. 0. 200-0.220

Except where marked with +, samples and data in Table I were provided by Michael Grenn,

The significant features in this Table are:
1. The Faraday rotation per unit length (FR/cm) increased with increased N as expected.

2. For a given N the magnitude of FR/cm was very close to the same value for n-type LPE
and n-type bulk MCT. The FR results were virtrally the same for both LPE and bulk grown
material even though sample thicknesses differed by a factor of 48. This indicates that the
method of growth made no significant difference in the Faraday rotation. Possible extrinsic
effects and other factors limit the extent to which one can compare Hall measurements made at
77 K to these FR results made at 300 K. However they appear to be in reasonable agreement.

CdS RESULTS
Faraday Rotation measurements combined with theory and Hall measurements at 300 K

give a consistent description of the free carrier concentration over a very wide range of detector
and focal plane array material parameters, and demonstrated the applicability of the FR
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technique to materials used in the spectral range from UV to IR. In previous work? with CdS,

Faraday rotation and Hall measurements were made on the same wafers to determine the .
relation between free carrier concentration and Faraday rotation for this material. Fig. 12

shows a map of free carrier concentration deterrnined by Faraday rotation measurements on a

CdS wafer designated as GD4N3A. This map was generated from 25 measurements2 over the

wafer surface made with a 2mm diameter beam.
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Fig 12. Map of a CdS wafer (25 data points)




Although a similar data base of Hall and Faraday rotation measurements has not yet been
generated for MCT, Eq. 1 can be used to calculate N for MCT4 from Hall and FR
measurements on CdS and known values for M* and n.

Eq. 1 yields the following relationship

Nver) = dmer) *[Ncas) / 8(cds)l *0-009 (5)
since 0.009 = (m*2n) (mcT) / (m*2n) (Cqs)

Room Temperature Hall measurements on two CdS wafers, designated as #7 and
#12B, gave free carrier concentrations Ncgsy= 11.4 * 10'5 cm-3 and 2.7 * 1015 cm?3,
respectively. Using Eq. 5 with the maximum and minimum values of FR measured for CdS#7
yields a calculated range of Noyc) between 2*1015 cm3 and 6.5*1015 cm3 . The maximum
and minimum values of FR in CdS#12B yield a calculated range of 0.9*1015 cm-3 to 6.7*1015
cm-3 for Noycr). These values are consistent with the value of 6.7*1015 cm3 calculated for

MCT4 using & (cT) = 3° measured at a single point as previously described.
CONCLUSIONS
Major conclusions from this effort are summarized as follows:

a. The first high resolution mapping using the FR technique to determine free
carrier concentraction uniformity of MCT as a function of position on a wafer was
demonstrated.

b. Qualitative results of FR are consistent with those reported for LPE and bulk
grown n-type material.

¢. Quantitative consistency between results of Hall measurements, FR, and
theory was demonstrated over a wide range of material parameters covering the spectral range
from UV 10 IR.

d. In the limited circumstances of this first MCT FR mapping demonstration,
the FR method appears to be a viable technique applicable to semiconductors that operate
anywhere between the UV and LWIR. FR measurements at cryogenic temperatures on
additional samples are needed to demonstrate the full capability of this technique.
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Abstract

The Hydrogen Fluoride Overtone Chemical Laser Technology Program has
exploited the technology base developed over the last two decades for hydro-
gen fluoride lasers and successfully demonstrated a short wavelength chemical
laser. This technology development centers on overtone lasing of the hydro-
gen fluoride molecule to produce laser radiation at 1.33 micrometers rather
than the conventional fundamental lasing at 2.8 micrometers. The overtone
wavelength can lead to significant improvements in brightness potential as
well as atmospheric propagation properties. The concept has matured from
initial demonstrations at the ten watt scale to the currently demonstrated
multi-kilowatt level. 1In the course of these test programs it was necessary
to develop new highly reflective coatings that permitted short wavelength
lasing while completely suppressing lasing on the fundamental. This paper
briefly reviews the performance of both discharge driven and combustion
driven chemical laser devices, and the optical configurations employed in
the scalability steps. Appropriate diagnostics are discussed, including
power, efficiency, spectra, and small signal gain.

I. Introduction

High power hydrogen fluoride (HF) chemical lasers have been the subject
of research in the United States of America for approximately two decades.
The basic principle of operation for continuous wave chemical lasers has been
presented in several places.1’2’3 During this period the technology advanced
from the laboratory scale to major demonstration systems including Baseline
Demonstration Laser (BDL), Navy-ARPA Chemical Laser (NACL), Mid-IR Advanced
Chemical Laser (MIRACL) and ALPHA. Cylindrical as well as linear concepts
have been investigated. Reference 4 presents a review of the High Power
Laser programs. Emphasis during this period was placed on improvements in
efficiency, scalability of concepts, and improvements in beam quality. For
space-based applications size and weight considerations are critical. Plan-
ned growth to include addressing responsive strategic threats requires sub-
stantial increase in power as well as efficiency. An alternate approach to
increasing the power requirements on the laser is to shorten the wavelength,
thereby increasing brightness. Several efforts are ongoing to address this
issue; however, success in the area is limited.? Among the potential candi-
dates for a shorter wavelength laser is the overtone chemical laser that
builds directly on the hydrogen fluoride technology base. The overtone
chemical laser uses the same chemical reaction and produces the same excited
populations as does the conventional hydrogen fluoride laser. It differs in
that the optics employed suppress lasing at 2.8 micrometers and allow lasing
at 1.33 micrometers (see Fig. 1).
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I1. Subsonic Experiments

Prior to this development under the Overtone Chemical Laser Program,
overtone lasing had been observed at very low levels using techniques not
scalable to the power levels necessary for the envisioned applications.
Overtone lasing has been observed at low levels in other laboratories but
no attempts were made to improve the modest performance.lo’11 In 1984, a
Helios CL-I chemical laser (Fig. 2) demonstrated approximately 10 watts of
laser energy at approximately 1.33 micrometers. Significantly, this level
represented approximately 20% of the corresponding lasing power on the funda-
mental transition. Only the optics were changed to allow the overtone lasing.
Transmissive optics designed for Nd-YAG applications were used in the demon-
stration test. The device illustrated in Fig. 2 measures 15 centimeters in
gain length. Improvements were made in the optics, eventually allowing the
demonstration of 21% of the fundamental power at the shorter wavelength.9
Limited scalability of the concept was achieved by increasing the gain length
to 30, 45, and finally 75 centimeters by combining individual 15 centimeter
modules (Fig. 3). The performance of these devices is summarized in Fig. 4.
The data illustrated in Fig. 4 suggests an upper performance limit of approx-
imately 30% of the fundamental. Suppression of the fundamental lasing in
the longer gain length devices tended to be a problem. Techniques of mul-
tiple mirror resonator designs prevented the fundamental wavelength from
achieving lasing threshold by multiple reflections. Figure 5 illustrates
the four mirror design used in the 75 centimeter device experiments. Rep-
resentative spectra for these lasing tests are illustrated in Fig. 6.
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Fig. 5. Four Mirror Configuration
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Fig. 6. CL-1I Spectrum

The multiple optical surfaces required to suppress the fundamental intro-
duced an additional source of loss in the cavity design, which to the low
gain overtone laser was significant. Subsonic performance was improved by
the introduction of a new nozzle design of greater flow height, optics/opti-
cal coatings specifically designed to suppress the fundamental and support
overtone lasing, and hemispherical calorimeters designed to measure any
radiation scattered from the highly reflective mirror surfaces. This im-
proved design called the ZEB laser has demonstrated 55% of the fundamental
performance at overtone power levels of approximately 200 watts or approxi-
mately an order of magnitude power scalability with a doubling of the effic-
iency.
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II1. Supersonic Experiments

The subsonic designs do not lend themselves to being scalable to truly
high power levels analogous to BDL, NACL, MIRACL, etc. The Overtone Chemical
Laser Development Program transitioned into scalable supersonic chemical laser
hardware in 1986. Tests performed at TRW demonstrated overtone performance
at 24-35% of the fundamental using two chemical laser hardware configuratioms,
the Hypersonic Wedge Nozzle (HYWN) and the Hypersonic Low Temperature (HYLTE)
Nozzle conceptually illustrated in Figs. 7 and 8. A referenced paper describes
these laser concepts in more detail.’ The reactants used were nominally deu-
terium, flourine, hydrogen, and helium as a diluent. Mode lengths were found
to be somewhat shorter than for the fundamental and the lasing spectra were as
expected from the Helios experiments (Fig. 9). The resonator configuration con-
sisted of transmissive Nd-YAG mirrors as in the initial Helios subsonic tests.

Combustor Primary Nozzle

T~

Fig. 7. HYWN Nozzle

Secondary/Diluent Injection

Fig. 8. HYLTE Nozzle
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The success of these first supersonic experiments was somewhat misleading
as to the true understanding of the overtone chemical laser concept. This
fact was dramatically illustrated in the failure to demonstrate the scalabi-
lity to higher power levels using larger nozzle hardware, ALPHA Verification
Module (VM). To scale to higher power levels the more conventional closed
cavity reflective optics were used. The gain length of the VM was such that
the reflectivity suppression of the first generation optical coatings was
inadequate to prevent fundamental lasing. The initial tests failed due to
inadequate optical discrimination at the low fundamental rotational transi-
tions. Improvements were made in coating design that achieved complete
suppression of the fundamental transitions and allowed the demonstration of
overtone performance at 25% of the fundamental at a total power level of
approximately 4 kilowatts. However, these results were limited by repeated
optical coating failure at flux levels greater than 30 kw/cm2. The follow-
ing section will discuss the optical coating development in more detail,
These VM tests did provide a much better understanding of the difficulties
in the design of optical coatings highly reflective at one wavelength,
totally absorbing in another, and having a characteristic damage threshold
sufficiently high to support high power lasing.

Differences in mode lengths between the overtone and fundamental lasing
indicated that the optimum overtone nozzle design would not necessarily be
identical to that for the fundamental laser. All supersonic lasing tests to
this point had been run using existing hardware residual from previous chem-
ical laser technology development programs that addressed fundamental lasing.
The ZEBRA nozzle, Fig. 10, was designed, fabricated and tested to better
understand the geometric influences of the HYWN nozzle on overtone lasing.
This hardware, along with redesigned optics and resonator configuration demon-
strated overtone lasing at 56% of the fundamental at a total power level in
excess of 4 kilowatts. The overtone lasing spectrum is again simple as
compared to the transition rich fundamental. Figure 11 provides a chronolo-
gical summary of the overtone performance data.
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Fig. 11. Overtone Lasing Performance Summary

Previous calculations and experiments indicated a large difference be-
tween the magnitude of the small signal gains (SSG) of the HF overtone transi-
tions as compared to the HF fundamental, thereby creating a difficult gain
competition to overcome. Experimental SSG data is vital to guide optical
coating and resonator design requirements to achieve discrimination and
efficient overtone operation. The ZEBRA device was used to make experimental
S5G measurements. Figure 12 shows typical SSG traces in scanning from the
centerline of a primary nozzle throat to the centerline of an intervening base
region between nozzles. Figure 13 is a summary of the vibrational and rota-
tional transitions included in the measurements.
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IV. Optics/Optical Coating Development

The development of unique optical coatings has proven to be critical to
the current success of the overtone chemical laser development and will likely
continue to be a critical component. Initially the role of the optical coat-
ing was not totally appreciated or understood. Several iterations in the
development of successful coatings have been necessary to support overtone
lasing at the current levels. Tt was understood that coatings must be
developed that were highly reflective to the overtone transition and nearly
totally absorbing to the fundamental. These coatings had to be such that the
absorbed energy was transmitted efficiently to the cooled mirror substrate and
also withstand relatively high power fluxes. What was not initially apprecia-
ted was the wavelength band over which the fundamental lasing had to be sup-
pressed. An error was made in the specification of the coating characteristics
for the early Verification Module tests. Fundamental lasing typically occur-
red at wavelengths from 2.7 to 2.9 micrometers in this hardware. The coatings
developed adequately suppressed lasing in this band. However, this suppres-
sion caused the lasing process to occur at shorter wavelengths, approximately
2.6 micrometers on lasing transitions not normally observed. The optical
coating developed and used in these early tests had sufficient reflectively
in this region to allow inefficient fundamental lasing to occur. Subsequent
developments in the optical coatings for the overtone chemical laser progres-
sed to the point of approximately 0.3% reflectivity over the entire fundamen-
tal lasing band and highly reflective in the overtone lasing band. Figure 14
summarizes the development in optical coatings and illustrates performance
of current designs. Typical designs are multi-layer stacks of approximately
25 layers. Typical stack materials are ZnS, ThF4, and SiO.
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Fig. l4. Overtone Lasing Optics Summary
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The coating designations on Fig. 14 are identified as follows:

1986, 1987 - Multilayer Dielectric Coatings (MLDC) from Optical Coating
Laboratory (OCLI) for tests on the Alpha Verification Module.

1987 0ODC - Optical Diagnostic Coating from Deposition Sciences, Inc. (DSI).

1988 PAC - Partially Absorbing Coating from DSI for metal substrate, heat
exchanger mirrors.

1988 NIC - Normal Incidence Coating from DSI.

Details of the DSI coatings are available upon request from the authors
at MICOM.
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MANTEST - MICROCIRCUIT CHIP THERMAL SCREENING SYSTEM

Daron C. Holderfield
U.S. Army Missile Command
AMSMI-RD-SE-MT

I. INTRODUCTION

Hybrid Microelectronic Assembly (HMA) manufacturers are
faced with many producibility concerns as the complexity of
military hardware continues to increase. These problems are
componded by Government requirements for low volumes of complex
HMA types. Custom HMAs are used extensively in missile systems
as method of intergrating, or packaging, custom electronic
functions such as missile guidance and control subsystems.

Semiconductor chips are mounted into the HMA along with
other discreet electronic devices, during a labor intensive,
costly manufacturing process. The HMA package is then tested,
at hot and cold temperature extremes, and hermetically sealed as
an assembly.

This paper provides the results of a research and
development effort conducted by the Army Missile Command's
Research, Development and Engineering Center, which addresses
HMA producibility concerns. This effort focused on developing
techniques for electrically probing the individual semiconductor
chips under concurrent thermal stress prior to assembly into
HMAs.

The MANTEST - Microcircuit Chip Thermal Screening Systenm,
shown in figure 1, was designed and developed by the
Manufacturing Technology Division. The system is semi-automatic,
and provides a non-destructive method for probing individual
chips at ambient and hot/cold temperature extremes. When coupled
with a an electrical test system, MANTEST provides a unique
capability for environmentally stress screening individual
semiconductor chips.

Of major importance is the system's ability to perform full
dynamic screening with a single probe of each chip.

This low-cost system provides a viable approach to improving
HMA producibility while lowering production costs. MANTEST can
be used to screen selected, critical chip types to validate
electrical performance prior to HMA manufacturing.

43




A. COMPUTER CONTROLLER
B. THERMAL CONTROLLER
C. VIDEO DISPLAY OF CHIP

D. ELECTRICAL/THERMAL TEST
CHAMBER

E. ROTARY TABLE WITH TWO
CHIP HOLDING TABLES

Figure 1. MANTEST - Microcircuit Chip Thermal Screening System
II. ELECTRICAL/THERMAL PRESCREENING

Military specifications require HMAs to be operated at
ambient temperature, and at =55 and +125 degrees Celsius prior to
acceptance. The conventional method for determining individual
chip acceptability is wafer probing, where chips are static
tested (DC capacitance test) at room temperature. This is
followed by statistical sampling where only one to five percent
of the wafer lot is electrically tested at the temperature
extremes. During statistical sampling chips are mounted in
custom test fixtures and are retained for future testing and
validation purposes. The fixturing allows dynamic electrical
testing at hot and cold temperature extremes. Using test results
predictions are made concerning the remainder of the lot.
Therefore, individual chip reliability is not verified until
testing is performed on the HMA. Chip failures discovered at the
HMA level result in costly troubleshooting, HMA rework and
repair, and lower the reliability of the HMA.

The Manufacturing Technology Division identified the need
for an Electrical/Thermal Prescreening (E/TP) process to pre-test
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chips prior to HMA manufacturing. This led to the development of
‘an E/TP process, and the design and development of a prototype
systenm.

The E/TP process consists of electrically probing a single
chip at varying temperatures inside a temperature chamber. Hot
and cold air is blown around the chip during test cycles. An
electrical probe card, similar to a wafer probe card, is lowered
to the chips surface. The probe card connects to a user provided
electrical test system, and multiple dynamic tests may then be
conducted at any temperature over the range from -55°C to +125°cC.
A thermocouple is positioned inside the thermal chamber to
provide real-time temperature feedback.

Chip handling, which is a major concern to HMA manufacturers
is accomplished by an operator loading and unloading chips with a
vacuum pencil. A rubber tip on the pencil prevents damage; all
other E/TP processes have the chip in a fixed location held in
place by a vacuum applied to the backside of the chip. The
vacuum handling should minimize chip damage concerns.

The MANTEST E/TP process, including electrical probing, is
non-destructive and gives the HMA manufacturer a capability to
screen chips at varying electrical parameters. MANTEST offers a
viable process to increase yields of HMAs by screening select
chip types suspected of hot/cold failures. MANTEST can also be
used as a part of the chip design verification process to assess
operability of new semiconductor designs over a broad range of
temperatures.

III. THE MANTEST PROTOTYPE

Considerable engineering time was spent on the design of
the prototype microcircuit chip thermal screening system. The
thermal chamber is the center of all activities, yet chip input
and output, alignment of electrical probes to the chip, and
computerized process control were of equal concern and technical
complexity.

Manufacturing Technology Division personnel developed the
MANTEST machine concept and prototype design with engineering
support provided by contractors. The MANTEST design had to
address the following needs:

a) handle multiple types and sizes of chips;

b) input and output to standard chip carriers:

c) non-destructive electrical probing;

d) thermal stress cycle over the range from -55 to +125°C;

45




e) interface to user-provided electrical test systems;

f) computer controlled processes with minimum operator
training and intervention; and

g) man-machine interfacing.

The following paragraphs describe the various modules of the
MANTEST prototype.

A. Chip Table

The chip table, shown in figure 2, is the holding mechanism
for the individual semiconductor chips. The operator must load
and unload chips into the cut-out on the table using a vacuum
pencil. Gross alignment of the chip to the electrical probes is
accomplished by placing the chip firmly into the cut-out. A hole
is provided in the table through which a vacuum is applied to
hold the chip in place during the E/TP process.

The design of the table also provides good thermal transfer
characteristics. Air flows under the copper table cap to provide
thermal transfer to the backside of the chip. The housing is
constructed from machinable Macor ceramic.

A theta rotation mechanism is provicded to allow the operator
to adjust the chip's position with respesct to the electrical
probes as the entire table is rotated. However, the cut-out and
loading process described above is used to align the chip so that
electrical probing is possible with little or no manual theta
adjustment.

| DIE TABLE

COPPER

/-— DIE TABLE SUPPORT

MACOR
CERAMIC

Figure 2. Chip Table
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B. Rotary Transfer Arm

The rotary transfer arm provides two chip tables which can
be loaded and unloaded while the second is in the E/TP test
position (inside the thermal chamber). This eliminates idle test
time by allowing the operator to locad/unload chips during
concurrent E/TP on the second chip table.

The transfer arm rotates exactly 180 degrees between the two
positions and is restrained by magnetic stops. The operator
manually rotates the table and a magnet locks the transfer arm
into the test position while the electrical probes are down and
in contact with the chips surface. Once testing is complete, the
probes are raised to a safe location and the arm is unlocked.

C. Thermal Chamber

A thermal test chamber, shown in figure 3, was designed and
developed to interface with a closed-loop thermal forcing unit.
The chamber allows a positive air flow onto the chip under test
and provides the integration point for the chip and electrical
probes.

HOT / COLD QUARTZ VIEWING

INLET AIR / WINDOW

\stlnl..|§§§&§§
N

EXHAUST PORT

—
ELECTRICAL
PROBES \
CONTROLLED
\ ENVIRONMENT
DIE TABLE CHIP UNDER
TEST

Figure 3. MANTEST Thermal Chamber
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The chamber has a total volume of approximately 1.5 cubic
inches and was optimized for distributed air flow. Thermal
forcing is accomplished by a commercial unit which uses
compressed air or nitrogen to achieve a decired temperature at a
controlled level of air flow. The unit is computer controlled
and uses a thermocouple, mounted inside the thermal chamber, to
maintain the desired temperature. With the present MANTEST
prototype system configuration, a temperature cycle of ambient,
-55 and +125°C can be accomplished in less than one minute.

Two exhaust ports are used for exit air flow from the
thermal chamber. A quartz viewing window, located in the top of
the chamber, is provided for the final chip alignment process. A
closed circuit video camera, with an appropriate lens set, is
used to view the chip and electrical probes. Display is
accomplished via a 12 inch video monitor.

An electrical mother board assembly is mounted inside the
thermal chamber. An electrical probe card, which is chip
specific, is then mounted to the mother board assembly. This
capability allows rapid change-over from one card/chip type to
another. An output electrical interface is provided by the
mother board assembly for connecting to user provided electrical
test systems.

The thermal chamber, with electrical probe card is lowered
to the chip table (Z axis alignment) during the E/TP process.
The chamber is mounted on a vernier mechanism which is motor
diven, and is raised and lowered to pretaught positions under
computer control. A seal is provided on the chip table such that
once the probes are lowered to the chips surface, the thermal
chamber is closed to assure control of air flow.

X and Y axis alignment is also accomplished through the
thermal c¢hamber assembly. Micrometer driven sliding mechanisms
allow the electrical probes, mounted to the chamber, to be
acurately positioned by the operator. This is accomplished while
viewing the chip and electrical probes on the video monitor.

D. Video System

The MANTEST video system consists of a video camera,
appropriate lens, and a 12 inch display monitor that provides a
magnified view of the chip urder test. The camera looks straight
down through the temperature chamber window at the probes and
chip.
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The video camera is equipped with a zoom 6000 6.5 power
lens. Illumination of the test area is achieved with a high-
intensity fiber optic annular light source. Alignment of
electrical probes to the chip vnder test is simplified by the
video display and the manual, micrometer driven, X and Y axis
mechanism described earlier.

E. Computer Controller

MANTEST E/TP processes are controlled by an IBM PC-XT
compatible computer system. The standard XT has an IEEE-488 bus
which links the MANTEST control software to the Z axis motor,
rotary table locking mechanism, thermal forcing unit, and the
user provided electrical test system.

Process parameters are stored integral to the computer
control software. This includes, Z axis location of the chip
(electrical probes contact the chip surface), and hot and cold
temperature settings.

The software is user friendly, and provides detailed prompts
and menus displayed on the computer screen, to lead the operator
through the MANTEST E/TP process. All MANTEST options are listed
and the operator can select the appropriate function. The
software 1is structured to prevent operator keyboard entry errors,
and escape sequences allow orderly system shutdown in the event
of a software error.

The software was written in compiled C code, and uses
windowing techniques to provide the user with machine information
and process parameters.

IV. MANTEST E/TP PROCESS STEPS

The following process steps are typical of a dynamic chip
test. This assumes that the operator has setup temperature
parameters using the MANTEST software schema, and has taught the
Z axis location of the chip.

a) operator loads a single chip onto the chip table:;

b) operator rotates the transfer arm 180 degrees;

c) Z axis automatically lowers to a safe position with the
probes just above the chips surface, transfer arm is
locked into place;

d) operator manually adjusts X, Y and theta alignment

e) operator accepts alignment by keyboard response to the
computer;

f) Z axis automatically lowers to the chip surface;
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g) computer initiates thermal cycle providing the desired
temperatures;

h) electrical tests are performed while operator loads the
second chip table;

i) operator accepts test results by keyboard response and
the 2 axis is raised to a safe position and the transfer
arm is unlocked; and

j) the process is repeated beginning at step b.

While the process is semi-automatic and subject to operator
error, it has been proven to be highly reliable and repeatable.
The key process steps are operator handling of the chips, and
alignment of the electrical probes to the chip. Therefore,
operator performance is critical.

SUMMARY AND CONCLUSIONS

The MANTEST system is currently available to the industrial
base for implementation, and a demonstration model is set up at
at Redstone Arsenal for user evaluations. Technical support is
available to the industrial base to assist in the technology
transfer of the MANTEST system and the thermal forcing concept.

Test results, to date, have demonstrated the validity of
thermal prescreening as a means to reduce HMA manufacturing cost.
This technology can be applied to the manufacture of HMAs to
improve yield at burn-in and reduce labor intensive rework.
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AUTOMATED HERMETIC SEALING OF MICROCIRCUIT PACKAGES
USING Nd:YAG LASER WELDING

Daron C. Holderfield
U.S. Army Missile Command
AMSMI-RD-SE-MT

I. INTRODUCTION

An Automatic Hybrid Package Sealing System (AHPSS) was
developed by the U.S. Army Missile Command under the DoD
Manufacturing Technology (MANTECH) Program.

The MANTECH Program provides a mechanism to improve the
producibility of military hardware through research and
development (R&D) appropriations. Focusing on manufacturing
processes, equipment, materials, and other associated
manufacturing elements, the MANTECH Program objective is to reduce
military production costs through the development and
implementation of generic manufacturing technologies.

The AHPSS, shown in figure 1, is a fully-automated system for
hermetically sealing microcircuit packages. A laser subsystem is
used to weld lids on packages; robotic subsystems transport
packages through the laser welding processes, and computer control
provides complete system integration.

‘ :
Yoo emr Bl

R

Figure 1. AHPSS with front cover removed
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This paper will present a technical description of the AHPSS
and discuss the parameters associated with quality Nd:YAG laser
welding. The system is currently located in building 8972,
Redstone Arsenal, AL. On site demonstrations and additional
technical data are available to individuals and enterprises
eligible under DODD 5230.5, through the RD&E Center's MANTECH
Technology Transfer program.

II. THE NEED FOR HERMETIC SEALING

Hermetic sealing is required for hybrid microelectronic
assemblies used in military weapon systems which must withstand
extreme thermal stress, moisture, and long-term storage. Hybrid
microcircuit packages, shown in figure 2, are used in missile
systems due their relatively small size and weight, custom
performance offerings, and overall electronic integration
characteristics.

Figure 2. Typical Hybrid Microcircuit Packages without Lids

While conventional microcircuit package hermetic sealing
methods have been adequate for most military applications, the
processes are labor intensive, operator sensitive, and cannot
accommodate some custom military package types due to
non-conventional shapes and package/lid material combinations.

The Manufacturing Technology Division, System Engineering and
Production Directorate which is part of the Research, Development
and Engineering Center, identified the need for improved and
automated hermetic sealing processes in 1984. Detailed
engineering concepts and baseline designs were developed which
included robotic package handling to reduce manual, labor
intensive, handling processes; laser welding to provide welding
process flexibility; and computer control to reduce process
parameter errors (operator mistakes) which are inherent in
conventional sealing equipment.
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MANTECH Task 1095, entitled "Automatic Sealing of Hybrid
Microelectronic Packages" was initiated in 1985 with the following
technical objectives:

1) Develop a fully automated manufacturing system for
hermetically sealing hybrid microcircuit packages
2) Develop laser welding based sealing techniques

3) Develop robotic material handling and computer
control
4) Transfer new hermetiz sealing techniques to the

industrial base

The key thrust of the MANTECH Task was laser welding due to the
need for greater flexibility to process non-conventional package
shapes and material combinations. This was a major concern in
1984 and continues to be a producibilty/manufacturing concern
today.

IV. THE AUTOMATIC HYBRID PACKAGE SEALING SYSTEM

The AHPSS integrates Nd:YAG laser welding with moving optics,
robotic package handling, and computer control to provide a unique
capability for hermetic sealing of microcircuit packages.
Automated processes include:

1) moisture bake-out in a vacuum bake oven,

2) package and 1lid alignment at the weld site,

3) laser welding in a controlled inert atmosphere,
4) robotic package loading and unloading, and

5) fine leak detection.

The following paragraphs describe each system module and
peripheral tooling which are used in the automated hermetic
sealing process.

A. AHPSS TRAY

An 18 inch by 18 inch tray was designed as a carrying fixture
for AHPSS batch processing. The tray design accommodates twenty-
five microcircuit packages, which are located on a carrying
fixture called a pallet. Trays are moved through the AHPSS on a
rail mechanism with motor driven push-pull arms. Tooling pins on
the tray provide a known location and a hold-down mechanism for
each of the twenty-five pallets. The tray is made of aluminum and
is fabricated in a manner to minimize overall weight.

B. AHPSS PALLET

The pallet was designed as a carrying fixture for individual
microcircuit packages during AHPSS processing. Four corner stops
are provided to restrain the package and l1id in the desired
orientation. The pallet design also provides a constant distance,
125 mm, from the lens. Both of these features are essential to
AHPSS operations, and require a custom pallet design for each
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configuration of package processed on the AHPSS. Currently,
pallets are machined from aluminum stock and require approximately
one hour to fabricate. Two holes are provided in the pallet for
handling by the overhead gantry robot's grippers.

C. MOBILE VACUUM BAKE OVEN

The vacuum bake oven was designed as a mobile unit,
independent of the AHPSS, to allow multiple units to support off-
line vacuum bake-out. Any vacuum bake oven unit may be connected
to and integrated with the AHPSS as required. The oven consists
of a vacuum vessel, exterior frame with metal housing mounted on
wheels for mobility, a vacuum pumping system, automatic
temperature control, manual operated door for loading trays of
packages, and an automatic door coupled to the environmental
chamber for unloading trays. A vertical conveyor inside the oven
allows stacking of 8 trays with each containing a maximum of
twenty-five microcircuit packages/lids. The conveyor presents
each tray to the automatic door for insertion into the AHPSS
environmental chamber. :

D. GANTRY ROBOTS

The pallets are handled through AHPSS processes by three
overhead mounted gantry robots with integral grippers. These are
called the load gantry, the shuttle gantry, and the unload gantry.
Each gantry consists of a combination of single-axis, permanent
magnet, synchronous linear reluctance stepper motors. The linear
motors use a moving element called a forcer, which travels along a
ferromagnetic track called a platen. The load gantry and unload
gantry each have X and Y axis motion and use dual forcers and
platens. The shuttle gantry only travels in the X axis and uses a
single forcer and platen. The gantry robots run in an open-loop
mode using micro-stepping techniques for high resolution and
repeatability at 0.040 inch resolution and 0.002 inch
repeatability.

E. GANTRY ROBOT GRIPPER ASSEMBLIES

A gripper end effector assembly, shown in figure 3, is
attached to each of the three gantry robots. The gripper picks up
and deposits a single pallet at various process points of the
AHPSS. The grippers are air-solenoid driven, with spring return
pivotal mechanisms (male tooling pins) which mate with bushed
tooling holes on AHPSS pallets. When activated, the mechanism
grips the pallet, raises vertically to a preset clearance, and
then is positioned to the next desired location by the gantry
robot. The gripper's tooling pins are retractable, meaning if an
error in positioning occurs, the tooling pin prevents Z axis
crashing and resultant damage. The load gantry gripper has a
detection switch to identify if a 1id accompanies the desired
package, and serves as a lid hold-down mechanism while the pallet,
package, and lid are transferred from the input tray to the rotary
table where welding is accomplished.
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Figure 3. Gantry Gripper with Pallet and Package
F. ROTARY TABLE AND PACKAGE/LID ALIGNMENT MODULE

A pallet with a package and 1id, is transferred by the input
gantry robot to a rotary table at the initiation of a welding
sequence. The rotary table, with four pallet locations, steps in
90 degree increments for pallet/package loading, welding, and
unloading. The fourth location is not used unless the AHPSS is in
the "fully-automatic" mode.

An electro-mechanical centering mechanism, shown in figure 4,
is used for package-to-lid alignment which also aligns the
combinations both with respect to the position of laser beam. The
centering mechanism consists of four spring-loaded fingers mounted
on linear rack and pinion slides. The fingers are driven in pairs
to push the package in the X and Y axis utilizing a slip-clutch
concept. The continuous slip-clutches allow one pair of alignment
fingers to continue moving after the other has made contact with
the package. A second set of fingers, which work the same way,
are used for lid alignment.
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Figure 4. Package and Lid Alignment Module
G. Nd:YAG LASER SUBSYSTEM

Laser welding is accomplished with a pulsed Nd:YAG laser
which can produce up to 400 watts average power. Laser components
include a laser optical assembly, power supply, programmable
controller with multiple input/output ports, operator interface
(console), and gas control system. A low-power helium-neon (HeNe)
laser is integrated with the YAG for optics alignment and
programming of weld paths/programs. The laser optics assembly is
rigid-mounted to the AHPSS frame, and is self-contained in a
lockable laser casket.

The Nd:YAG (neodymium-doped yttrium-aluminium-garnet) laser
rod measures 0.375 inches in diameter and 6.25 inches in length.
The rod is mounted at the center focal point of a double ellipse
cavity. A krypton flashlamp is at each of the two minor foci of
the ellipse. The lamps and rod are mounted in a block called the
laser head, which is cooled with three parallel water flows.
Lasing is created by interaction between the laser head and
mirrors when energy is pumped in through the flashlamps. The
laser head and mirrors form an oscillator cavity approximately 16
inches in total length (the cavity contains one fold to reduce
size). A curved mirror with 100% reflectivity and a partially
reflective flat output mirror produce intracavity feedback,
inducing laser action. This produces a laser beam with 15 mrads
divergence.

Laser pulse characteristics are controlled by parameter
settings in the programmable controller. Through front panel
(operator console) settings or pre~taught software, laser pulses
can be varied from 0 to 5 joules per millisecond, from 0 to 20
milliseconds in length, at up to 200 pulses per second. The
maximum average power is 400 watts, with 50 joules maximum energy
per pulse. The beam is invisible infrared, with a wavelength of
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1.06 um. Upon exiting the oscillator cavity, the laser beam
passes through a collimator which doubles the beam diameter and
reduces divergence to about 8 mrads.

After exiting the laser casket, the beam is directed through
a measurement cabinet which contains a pyrometer that can be moved
into the beam-path when measurements to evaluate laser power are
required. This is used to monitor the power performance of the
laser systenm.

H. MOVING OPTICS MODULE

Beam positioning within the AHPSS work area is accomplished
by a moving optics module. X and Y axis servo motors provide
positioning of two orthogonal mirrors to precisely direct the beam
to the AHPSS work area. The module is mounted to the AHPSS
overhead frame and uses slide mechanisms with lead screws for high
accuracy beam positioning. The optics module is controlled by the
laser controller. This provides full electro-mechanical
integration for process control. Final beam shaping in the Z axis
is accomplished by a 125 mm focal length lens which places a beam
of approximately 0.035 inches diameter on the target. The focus
can be manually controlled by a motorized micrometer.

A key feature of the moving optics module is the integration
of a video camera, mounted behind the final mirror, which is used
to view the laser beam path in the work area. Display is
accomplished via a 9 inch video monitor with approximately 30
power magnification. This capability provides the method for an
operator to develop new weld beam paths using the HeNe beam. The
display is also used to monitor YAG beam positioning during actual
welding sequences.

I. ENVIRONMENTAL CHAMBER

The AHPSS environmental chamber encloses the system's frame
along with robotic package handling and moving optics modules.
Ante-chambers are precvided for interfacing the vacuum bake oven
with the environmental chamber, shuttling welded packages on a
pallet to the leak detection module, and output of empty trays.
Therefore the chamber is quite large as compared to conventional
sealing dry-boxes due to the automation elements.

A front cover panel viewing port is provided with eye safe
shielding to permit observation of YAG laser operations. This
allows the AHPSS to operate as a Class I laser system.

The AHPSS purification system is self-contained and provides
a 40 cfm recirculation blower, moisture and oxygen removal to less
than one part per million, pressure control system, and automatic
regeneration. A parallel regeneration loop is provided with an
additional 100 cfm filtration. This exhausts all by-products
produced during laser welding. The environment is maintained at
90% argon with 10% helium as a tracer (leak detection) gas.
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J. LEAK DETECTION MODULE

This module was developed as an AHPSS in-process hermetic
evaluation and not to meet MIL-STD-883 specifications. This
provides immediate feedback as to the quality of laser welding
processes to the host computer. A standard commercial leak
detection system was integrated with the AHPSS for remote
programming and control. This helium mass spectrometer leak
detection system detects leaking tracer gas from packages sealed
in the AHPSS chamber. Packages are locaded into a leak detection
chamber by the unload gantry robot.

K. AHPSS HOST COMPUTER AND SOFTWARE

The system is controlled by an IBM PC-AT compatible computer
host system with RS-232 serial interfacing to individual system
modules and subsystems. While the laser controller provides
control of the laser, rotary table, and moving optics module, all
other AHPSS functions are controlled by the host computer. The
laser controller is fully integrated with the host computer which
monitors each task.

The AHPSS host computer is menu-driven with operator
interface via a mouse-device and keyboard. The software is
extremely efficient and modular. From the main menu the operator
can select the desired option. Most options from the main menu
call other menus. If run-one-part is selected at the main menu,
a run-one-part menu is displayed.

Any function of the AHPSS can be operated independent of
other subsystem functions under host computer control using the
"single-step" mode. This was very useful during the development
and debugging of each subsystem module. The "run-one-part" mode
automatically sequences one package through all AHPSS processes.
In the "fully-automatic" mode, the system will continuously run
packages, without operator intervention, and allows the AHPSS to
perform some tasks 1in parallel to increase system throughput.

The host computer is hardware and software interfaced to
numerous limit switches and sensors to monitor AHPSS operations
and process errors. The host computer controller also interfaces
with the leak detection module to allow desired leak detection
parameters to be stored integral to the AHPSS.

V. Nd:YAG LASER WELDING PROCESSES

The following paragraphs describe the AHPSS hermetic sealing
and leak detection processes, and the methodology for programming
the system to operate under computer control.

Parts flow through the AHPSS, shown in figure 5, in a batch

mode. Process steps, after a tray of parts has been transferred
from the mobile vacuum bake oven, are as follows:
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1) Package and l1id are transported to the rotary table;

2) Rotary table moves 90 degrees to present the package
to the weld station;

3) Alignment module centers package and lid with respect
to the laser beam;

4) Laser fires to perform tack welds;

5) Laser fires to perform hermetic seal:

6) Sealed package is transported to leak detection
chamber;

7) Leak detection is performed; and

8) Package is transported to output tray.

The AHPSS is structured such that the operator must set up
the hardware, software, and operating parameters, and monitor the
Nd:YAG laser welding activities for safety purposes. All
processes are fully-automatic and under computer control.

Figure 5. AHPSS Plan View

VI. LASER WELDING PARAMETERS

Prior to running the AHPSS, the operator must develop a
welding program on the laser controller (required for each
different package type). The program defines the X and Y
positioning of the laser beam on the hybrid package for tack and
continuous welds, and laser firing parameters such as energy,

pulse length, pulse width, speed of the moving optics, and the
number of warm-up shots required.

X and Y locations are taught by the AHPSS operator using the
laser controller console, the video camera/monitor which displays
a magnified view of the work area, and the low-power HeNe laser.
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The HeNe beam, which is visible to the operator, and package are
viewed simultaneously on the 9 inch video monitor. The operator
will usually select a package corner as a starting point and
simply select a beam path (X and Y coordinates) through visual
alignment of the HeNe beam to the package. Coordinates are
displayed on the laser controller console, and are incorporated
into the laser welding program. X and Y coordinates are
established for tack weld locations and for continuous welding
start and stop locations.

Laser parameters are defined as part of the laser welding
program. This includes energy, pulse width and length, and the
number of shots (pulses).

A typical set of parameters for a nickel plated Kovar package
is as follows:

o WARMUP SHOTS
- Energy = 0.6 joules
- Pulse Rate = 30 shots per second
- Length = 10 milliseconds
= Number of Shots = 30

o TACK WELD
- Energy = 0.8 joules
- Pulse Rate = 30 shots per second
- Length = 10 milliseconds

o CONTINUOUS WELD
- Energy = 0.8 joules
- Pulse Rate = 30 shots per second
- Length = 10 milliseconds
- Speed = 15 inches per minute

Warm-up shots are used to excite and energize the laser flash
lamps. This capability allows the laser to be "warmed" to 100%
average power prior to actual welding, and insures that actual
welding parameters are at the desired level.

Parameters for tack and continuous welding must be evaluated
and optimized for each packages type. The parameters vary as
packages are made up of multiple types of materials such as nickel
plated Kovar, gold plated Kovar, and other combinations.

After completing a laser welding program, the operator must
save the program to floppy disk. The program can then be executed
stand-alone, or in an automated manner with the AHPSS. Programs
can also be retrieved from floppy disk as required.

VII. FUTURE AHPSS GOALS AND OBJECTIVES

Manufacturing Technology Division personnel are currently
concentrating on developing and optimizing laser welding process
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parameters to support a wide range of package types and materials
combinations.

Additional AHPSS and hermetic sealing efforts are planned
under the MANTECH Program. This work will focus on developing
laser welding parameters and specific processes which are
applicable to military microcircuit requirements. Our intent is
to transition this technology from the laboratory to the
production environment, thus enhancing the industrial base for
microelectronics. Resultant data will be offered free to U.S.
companies through our Technology Transfer Program.

The AHPSS prototype is installed at the Manufacturing
Technology Division's manufacturing research lab at Redstone
Arsenal, Alabama. Additional information and on-site
demonstrations are available upon request.
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COMBINED ARMS MULTIPURPOSE MISSILE

Jimmy R. Duke
Advanced Sensors Directorate
Research, Development, and Engineering Center

ABSTRACT

Combined Arms Multipurpose Missile (CAMM) is a Missile Command research
and development program being conducted inhouse with industry support to
demonstrate an innovative missile guidance concept offering major perform-
ance improvements for anti-air weapon system applications.

A multiguidance concept is being developed to extend the use of terminal
homing seekers against long range, low signature targets in clutter by com-
bining the features of terminal homing and command guidance into a single,
lightweight missile for multipurpose roles. Three modes of operation would
be available to cover a wide variety of target and conditions; a lock-on-
before-launch fire-and-forget mode always used when the target signature-
to-clutter ratio permits, a line-of-sight command guidance mode used when
this ratio is low and target lock-on is not possible or in severe counter-
measure environments, and finally, a lock-on-after-launch mode that uses
command guidance early to guide the missile and point the seeker towards
the target to enable the earliest possible target lock-on-after-launch for
moderate signature/clutter conditions. The flight demonstration of this
third mode is the primary objective of this program. The other two modes
separately are well within current technology capability.

Begun in 1988 with the selection of the HELLFIRE missile as a test bed,
the program is nearing the completion of hardware development. Static,
captive, and missile environment testing is in progress. Flight tests are
planned in 1991-92. Design details will be given.

INTRODUCTION

Combined Arms Multipurpose Missile (CAMM) is a MICOM 6.2 funded technology
demonstration program that combines fire-and-forget terminal homing seeker
guidance with command guidance on the same missile to achieve a major per-
formance improvement in missile guidance capability. 1In this case sophisti-
cated target acquisition and guidance hardware is ca:ried on board the missile
to achieve higher terminal accuracy at longer range than can be obtained with
command or terminal homing guidance alone.

The CAMM program is aimed at demonstrating the availability and maturity

of technology to implement this dual guidance concept to allow missiles to
operate more effectively at longer ranges.
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OBJECTIVE

Previously, the Army Missile Command has developed lock-on-before- .
launch (LOBL) seeker technology for its fire-and-forget capability, but
with the missile operating range limited to the lock-on range capability
of the seeker. Now, with technology advances, the missile range can be
extended by flying part of the way with command guidance until the seeker
and its processor can lock onto the target and complete the engagement in
the terminal homing mode. Demonstration of this lock-on-after-launch (LOAL)
capability required to implement a dual guidance concept is the key objec-
tive of the CAMM program.

APPLICATIONS

The CAMM concept, as depicted in Figure 1, has application to a wide
variety of lightweight launch platforms and targets, hence the term "multi-
purpose." 1Included in the launch platforms are the future light helicopter
(LHX) for the aviation role and a Pedestal Mounted Stinger type of light
vehicle platform for the air defense role. The target set includes both
air and ground targets. The most difficult target from a seeker lock-on
standpoint is the long range helicopter hovering in clutter. The armored
target is the most difficult from a warhead viewpoint. Both of these tend
to increase missile diameter. The maneuvering fixed wing target drives the
missile kinematics which leads to a larger length-of-diameter ratio or longer
missile.

The CAMM program is focusing on the first problem of engaging long range, .
low signature targets in clutter. To this end the innovative dual guidance

concept based on the most advanced seeker and image processor technology is

being developed. Its objective is to demonstrate a means to rapidly engage

any line-of-sight target detected by the platform fire control sensor suite,

even when the target signature to clutter ratio is too low to permit LOBL.

Flight demonstrations of this technology and concept are planned using the

HELLFIRE missile as a test bed. The issues of warhead sizing, airframe kine-

matics and platform sensor suite development will be left for a future weapon

system development program such as The Army Counter Air Weapon System (TACAWS).

DUAL GUIDANCE

Dual guidance extends the operating range and application of the host
missile by adding the capabilities of the two guidance modes. The mid-course
command guidance will be accomplished by CO2 laser beamrider due to avail-
ability of hardware. Millimeter wave command guidance is another candidate
approach for this function. Terminal homing guidance will be implemented
initially using TV seekers as surrogates for the more tactically suitable
Imaging Infrared (IIR) seekers. Actual flights with IIR seekers are planned
for later after proving out the test bed missile with the lower cost TV
seeker.
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As illustrated in Figure 2, three distinct operating modes are available
with the dual guidance concept. The classical lock-on-before-launch, true
fire-and-forget mode is available and would always be used when the target
signature, clutter and countermeasures environment allow. The lock-on range
and use of this mode can be severely restricted by these conditions.

The command guidance mode all the way to intercept is available for
adverse conditions when signature, clutter or countermeasures does not allow
target lock-on by the seeker. In this mode tbhe missile is tethered to the
platform for guidance and its long range accuracy is limited.

By combining the two guidance modes on a single missile, as shown at
the bottom of the figure, a third mode which extends the missile operating
range and performance is possible. A target '"filter" is obtained from the
platform's computer library of target optical images and is loaded into the
missile seeker before launch. This tells the missile seeker what target to
look for within its narrow field-of-view. It is based on all of the informa-
tion known about the target from the platform's sophisticated sensor suite or
from external inputs. The seeker is pointed toward the target while the
missile is flown by command guidance toward the target. When the Automatic
Target Recognition (ATR) processor is able to establish a correlation be-
tween the stored target filter and the seeeker provided video, which includes
target and clutter, handover occurs to the seeker target tracker and the
engagement is completed in the terminal homing mode. The target filter may
also be used for terminal aimpoint selection to provide information to the
tracker to obtain the most effective aimpoint for each target.

It is this third mode of operation that is the technology challenge of
the CAMMS program and for which hardware is being developed for proof-of-
principal flight demonstrations. The first two modes are considered to be
well within current capability.

An additional capability is being investigated in which the seeker video
also would be transmitted back to the platform to permit operator input and
trajectory adjustment. Implementation of this could be by means of a modu-
lated laser retro-reflector in the aft of the missile.

The command guidance approach chosen for CAMMS is a CO2 laser beamrider
raster scan implementation, shown in Figure 3. The center of the scan is
placed on the line-of-sight (LOS) to the target by virtue of its being bore-
sighted to the TV or FLIR target tracking sensor. The time of arrival of
the laser beam on the missile receiver is unique for each position within the
raster. The missile is thus able to determine it position and maintain itself
on the LOS to the target.

A simplified version of the ATR processor is shown in Figure 4. The
target filter consists of a 256 X 256 X 8 bit array of numbers representing
the target image in the frequency domain for every 10 degrees of target
aspect. Several target filters are required for target growth to cover band
of range-to-go. A corresponding array is developed in real time during

65




flight from the seeker image using a two-dimensional FFT processor. The
256 X 256 array and a 2.2 degree field-of-view produce an instantaneous
field-of-view of 150 microradians. This results in 10 pixels within a
3.0 meter dimension of a target at a range-to-go of 2.0 kilometers. This
is the CAMM ATR baseline.

A two-dimensional correlation surface, such as is shown in Figure 5, is
produced by multiplying these two arrays element by element and taking the
IFFT of the result row-by-row and then column-by-column. An analysis of
this surface by a general purpose processor identifies the target coordinates
corresponding to the best correlation. The target tracker is locked onto
the target at these coordinates and hand-over is completed. The target is
then tracked to intercept in the terminal homing mode.

CAMMS HARDWARE

The CAMMS test bed missile, shown in Figure 6, is divided into two parts:
the CAMMS unique forward section with its seeker, processing electronics and
telemetry package and the back section which is HELLFIRE except for the
rearward looking CAMMS command guidance C02 laser receiver and associated
hardware.

The completion of the design and fabrication of the first prototype
missile is expected this year. This missile will be used to validate the
design and all electrical and mechanical interfaces. Subsequently, up to
six flight missiles will be assembled with TV seekers for flight tests in
FY91.

Examples of CAMMS hardware in-hand are in Figures 7 through 10. The TV
seekers were obtained from Boeing and are a variant of the FOG-M seeker. A
gimbal mounted Sony XC-37/47 CCD camera/optics provides a 2.0 degree field-
of-view with an RS170 format output. A low drift rate in the rate mode of
less than 60 degrees per hour in the pitch plane (0.33 degrees, 1 sigma,
during a 20 second flight) is obtained through the use of an improved
Northrop 2-axis rate gyro. This helps insure that the target will remain
in the seeker's field-of-view during the command guidance phase.

The tripod mounted CO2 laser beamrider beam projector was obtained
through Ford Aerospace and is related to their AAWS-M effort. This pro-
jector can provide command guidance to the maximum range of the HELLFIRE
test bed missile if needed. The wing-mounted command guidance receiver
includes a cryogenically cooled HgCdTe detector, filter, optics, and preamp.
It provides a 4.0 mm diameter aperture with a 30 degree field-of-view.

The biggest technical challenge of the program has been the packaging
of the ATR and guidance electronics into the HELLFIRE test bed missile even
though it is 7.0 inches in diameter and the warhead has been removed. Shown
is one of eight PC boards that go into the front of the missile behind the
seeker to do the CAMMS function. Four of them are associated with the ATR
processor. Each of these boards is multilayer with one having eight layers.
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Further downsizing of the electronics can be expected in the future with
advancements in processing density and speed as would be required for a 4 to
5-inch diameter tactical implementation.

SUMMARY

As a summary, the schedule of Figure 11 shows that hardware design and
development has been essentially completed. Component testing and algorithm
development are on schedule this year and should lead to TV seeker flights
in FY91 at the Eglin AFB, FL HELLFIRE test range. If affordable IIR seekers
can be obtained, they could be integrated into the test bed missile and
flown in FY92 to be ready for TACAWS, an Advanced Technology Transition
Demonstration (ATTD) planned to start in FY93.
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Synthetic Discriminant Functions
for use in Pattern Recognition

S. Richard F. Sims

and
Jonathan A. Mills

U.S. Army Missile Command
Research Development and Engineering Center
AMSMI-RD-AS-SS
Redstone Arsenal, Alabama 35898-5253

ABSTRACT

Synthetic Discriminant Functions have had several different names over the last ten
years of their development from the earliest type called linear combinatorial filters to one of the
latest versions called the minimum average correlation energy filter. The ten years of
development produced many different variations and efforts toward significant advancement over
two dimensional matched fllters. Most of this fllter development was oriented toward optical
implementations, however, the test results presented here are selected from many filters tested
digitally and are considered exemplary of the major types for use in both optical and digital
implementations.

2. SDF Development Stages

We categorize three major stages in SDF development each of which is considered an
improvement over the previous one. The
original or first SDF method is a linearly

combined reference set' using the technique

2 Standard SDF using N training i s d elementa long
outlined in Figure 1°. e g image,

_ N

The limitation of this original h+Y a.X, = SDF filter
approach is that the correlation surface is j=1 ! i
not guaranteed to be anything specific or .
defined except at the registered position. In h
other words there is no control over the N N
output correlation surface except at one T2 e v o . o
point. This result is of course in general Eaixixl Yi Z a iRi' 11123, N
much different than a matched filter would — i=1
produce and was not very useful until phase Ra-e
encoding schemes were introduced.®> The a=R v
phase only encoding, shown in Figure 2, and
the bmary phasc encodmg prOdUCC The values of I 1 The x, are the training images.
dramatically improved results.

Xov,
i

Figure 1
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PHASE ENCODING
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Figure 2
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The second category of SDF techniques is
called the Correlation SDF' and has an
intuitive aspect which is easily visualized.®. The
information used in building the SDF are the
references themselves and noting the fact that
the system of equations in Figure 1 is under
determined the Insertion of constants at
desired places using a duplication of offset
references creates. control points on the
correlation surface. This technique is used to
create a distinctive correlation surface at and
around the registered position. In addition this
second method retains the limitation of the
original SDF method in that it does not cont-ol
the correlation anywhere except at the defined
control points and the surface can take on
uncontrolled values at all other positions. This
uncontrollability ts not necessarily a problem if
a subsequent correlation stage uses an ideal
result cross correlation to extract the unique
surface shape sculpted by the control points
selected. This approach does however add that
additional computation. For other than single

pass cross correlation for near term digital implementation this methodology, as shown in
the Results Tables under the E2Z5TFAB100, SSE2TFABL, and E2Z5TFAB] perforins better
than the phase encoded methods and shows more potential detectability.

The third category looks at a more comprehenstvc way of developing the SDF filters
in that they strive to minimize the variance® and then in another more easily computed
method to minimize the average correlation energy (MACE)’. These methods vary
significantly from the earlier techniques in that these approaches try to control the overall
correlation surface by implicitly minimizing a global feature. An outline of the development
of the MACE filter is shown in Figure 3 and Figure 4,

g.(n) . x.(n)@h(n)

E. Zlg (n)| (Vd)ZlG W'
« (1/d) Zlu(k)l’ IX; (k)'

hvechrlomclnmobe\mmnu
E; HDH
whereD(kk)- |x (k)I
and the correlation peak amplitude constraint is
0,(0) « XH e u.

N N
g~ (WNIY E = (N)) HDH
1 L]

N
letting D =) «D;  if all =1
-
then
Ey- (WNHOH
By minimizing E 4, subject to X Heu using
the method of Lagrange muitipliers the
solution for the MACE filter is

HeD 'X(XD'X) 'y

Figure 3

Figure 4
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Figure 5 - Large Object Reference Set

3. Filter Testing

Filters were developed using two data sets shown in Figure 5 and Figure 6.
Performance results of the major filter types are presented in Results Tables 1 and 2.
Results Table 1 (RT1) was generated using the cross correlation of the specified filter
with the input images that consisted of the reference object with its actual background
as shown in Figure 5 and Figure 6. Results Table 2 (RT2) was generated using the cross
correlation of the specified filter with each reference used to build the filter, hence
RT2 shows the best possible performance achievable. The testing of the frequency domain
SDF development methods which are the phase only, binary phase only and the minimum
average correlation energy filters, involved several steps in the process common to all
frequency domain methods as depicted in Figure 7. To define the zero offset position
the images used to build the filter or the input image must be quadrant swapped to give
a point of reference in the correlation surface. This swapping essentially places the
center of the images in the upper left corner as shown in Figure 8.

As shown in RT1 the performance using the phase only encoding (PHASE ENCODED)
produced generally poor results, but the insertion of a D.C. notch significantly enhanced
the performance (see PHASE NOTCH). The optimum size of the frequency notch is clearly
object dependent.

The PHASE NOTCH technique results shown are a results of using the optimum notch
size. The binary phase only encoded (BINARY PHASE in RT2) SDF has the inherent feature
of on axis bleed through of the test reference® and consequently makes the probability
for use with a digital implementation quite low, however, this does not of course impede
its use optically. We did not chose to test the BINARY PHASE SDF with the background
data set because of its relatively poor performance against its own reference set.
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In addition to the full reference set (every 10 degree object aspect) testing. several
fliters of each type were implemented with half of the reference set {every other object
aspect) incorporated. This half filter was a test to evaluate the distortion tolerance or
sensitivity of each filter method. The result tables depict this performance under the Half
References section. :

The background grayscale value used in all filter development was the target mean
value and it should be'noted that performance was not as tractable using other values such
as the image mean or any other experimental value.

4. Summary of Results

The statistics of the overall results are shown in Results Tables 1 and 2. The best and
worst case MACE correlation surfaces are also shown with detailed statistics in Appendix A.
The SDF file naming convention for use in interpreting the results table is described in
Appendix A. It is clear the MACE SDF produces the best single pass correlation results.

The MACE SDF performs well when the background value used in the filter is the
target mean. The resultant output can generally contains low frequency components which
translate to slowly rolling hills in the correlation surface, however, these were removed using
a nonlinear D.C. notch fllter post process on the correlation surface itself, This low
frequency component was also removed using frequency notching in the frequency plane
which generated less than optimum but useable results.

Several additional filter types which have been published such as the minimum variance

SDF were undergoing testing. however, comprehensive results were not available for this
paper but will be included at a later date.
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BACKGROUND
SET

All References

MACENOISE
MACE
E2Z5TFAB100
SSE2TFABI
E2Z5TFAB1
PHASE NOTCH
SSE2TFAB1
PHASE ENCODED
SS5TFAB1
SO9TFAB1

Half References

SSE2HTFABI1
SO9E2HTFABI
MACENOISEH
MACE HALF
SSHTFAB1
SO9HTFARBI1

Small References

MACE SMALL

MACE SMALL HALF
SS5E2TFAB1 SMALL
E2Z5TFAB100 SMALL

Results Table 1 (RT1)

Number of
Exact Hits

32
31
17
16
17
19
10
11

16
13
17
17
10

19
13

32
31
27
27
26
23
22
19
13
12

24
24
21
20
19
17

23
23
14
13
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Results Table 2 (RT2)

REFERENCE Number of e Peak Within ~-----
SET Exact Hits 2 S 10 20 30 >30
————— Pixels ——=--

All References

MACENOQISE 35 35 0 0 0 0 0
MACE 35 35 0 0 0 0 0
E2Z5TFAB100 32 35 0 0 0 0 0
E2ZS5TFAB1 32 35 0 0 0 0 0
SSE2TFAB1 30 35 0 0 0 0 0
PHASE NOTCH 33 33 0 1 0 1 0
SSTFAB1 19 30 1 0 3 1 0
SSE2TFAR] 24 28 7 0 0 0 0
S9TFAB1 18 28 3 1 3 0 0
PHASE ENCODED 25 26 0 1 S 3 0
BINARY PHASE 21 23 0 3 6 3 0
Half References

SO9EZ2HTFAB1 21 29 3 3 0 0 0
S5E2HTFAB1 21 27 1 5 2 0 0
MACE HALF 18 25 3 6 1l 0 0
SSHTFAB1 14 21 4 4 6 0 0
SOHTFAB1 11 17 S 3 10 0 0
MACENOISEH 18 26 3 5 1 0 0
Small References

MACE SMALL 29 29 0 0 0 0 0
SS5E2TFAB1 SMALL 12 26 1 2 0 0 0
E2Z25TFAB100 SMALL 10 24 2 3 0 0 0
MACE SMALL HALF 16 23 6 0 0 0 0
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Appendix A

The SDF naming convention for the file names has evolved where
all filter names have the general form 'ppppTFsss’. The /pppp’
represents a series of prefixes, indicating whether enhancement,
shifting, or other features were used in constructing the filter.
The ‘sss’ represents a series of suffixes, which 1is more
standardized, indicating whether or not the flat image was used,
etc. The 'TF’ stands for ’'TestFilter’, which is the name of the
program which computes correlation surfaces.

Prefix characters for SDF file names:

E - Enhancement, Type 1
E2 - Enhancement, Type 2 (Sobel)
Sn - Shifting, n pixels in cross pattern
H - Filter built from only half the
reference set
B - A typical background patch was used
in the reference set
X - The reference background mean was set
to the mean of a typical background patch
Zn - Shifting, n pixels in cross and diagonal pattern
Suffix:
AB1 -- The flat image was used to suppress DC shifts
ABn -- The flat image was used to suppress DC shifts
with the value n
NB1 -- The flat image was not used.

The ’‘Bl’ part of the suffix refers to features which were
not varied in this study. For example the filter S9TFABl uses the
flat image for DC suppression, and was built using shifting, the

shifting distance being 9 pixels, The filter SSE2TFABl is
identical, except that enhancement filter 2 was used in addition
to the shifting. In this naming scheme, filter TFNBl1 is the

classical SDF filter, without any additional property.
For the MACE SDF and phase encoded SDF the naming convention is
as follows:

HALF - The filter is built from only half the reference set
(same as H)

SMALL - The filter is built from objects one half the size
of the large reference set

NOISE - The filter is built using 5 samples of background
plus the reference set
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FILTER SET i M.A.C.E. REFERENCE SET

IMAGE NUMBER = 1 ( THE IDEAL CORRELATION SURFACE )
PEAK COL, PEAK ROW = 64 65
MAXPEAK COL, MAXPEAK ROW = 64 65

SIGNAL AT MIN POINT
SIGNAL WITHIN 3 PIXELS (USED FOR RATIOS)

2.6019336E-12
1.000005

"

MEAN = 0.1123E-02 VARIANCE = 0.6882E-04 SIGMA = 0.8296E-02

........................... KNOWN..........MAXIMUM.........
SIGNAL AT PEAK - 1.000 1.000

RMS NOISE - 0.2945e-02 0.2945E-02
CONTRAST - 0.9941 0.9941
SIGNAL/MEAN - 890.2 890.2

SIGNAL/RMS NOISE = 339.2 339.2

SIGNAL/MAX SIDE LOBE = 15.39 15.39

MISS DISTANCE = 0.00

ON TARGET = YES EXACT HIT = YES
WITHIN TWO PIXELS = YES WITHIN TWENTY PIXELS = NO
WITHIN FIVE PIXELS = NO WITHIN THIRTY PIXELS = NO
WITHIN TEN PIXELS = NO OVER THIRTY PIXELS = NO

% X,Y TO ONTARGET CENTER = 100.00 s 100.00 %

PEAK WIDTH TO 1/2{PEAK VAL-MEAN)+MEAN = 1.00
PEAK WIDTH IN X DIRECTION = 1
PEAK WIDTH IN Y DIRECTION = 1

MAXPEAK WIDTH TO 1/2(PEAK VAL-~MEAN) +MEAN
MAXPEAK WIDTH IN X DIRECTION =
MAXPEAK WIDTH IN Y DIRECTION

M.A.C.E. REFERENCE |

]
—
o
(=]

wo -
3
-
»
3 0s0—
>
g Qed—
.0
PUY TSSO | U W W
_ 1 j l T T rrii
o s n - “-«newwa
n—w
Peak Value = L9000
Peak (s at Column ©¢ Bow €3
Enown Column 064 Bow 65
J Lov t/3
k\ OVERLAY
oD 1/3
ovEXLAY

X
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FILTER SET - M.A.C.E. BACKGROUND SET
IMAGE NUMBER - 5 ( THE BEST CORRELATION SURFACE }

PEAK COL, PEAK ROW =
MAXPEAK COL, MAXPEAK ROW =
SIGNAL AT MIN POINT -
SIGNAL WITHIN 3 PIXELS (USEP FOR RATIOS) =~

65

65
1.8452162e~11
0.8744556

MEAN = 0.6434E-02 VARIANCE = 0.1439E-03 SIGMA = 0.1200E-01

teceasccescseccssstancanenn KNOWN. .........MAXIMUM.........
SIGNAL AT PEAK - 0.8745 0.8745

RMS NOISE - 0.9866E-02 0.9866E-02
CONTRAST - 0.977 0.97717
SIGNAL/MEAN - 135.9 135.9

SIGRAL/RMS NOISE - 87.98 87.98

SIGNAL/MAX SIDE LOBE = 4.022 4.022

MISS DISTANCE - 0.00

ON TARGET = YES EXACT HIT = YES
WITHIN TWO PIXELS = YES WITHIN TWENTY PIXELS = NO
WITHIN FIVE PIXELS = NO WITRIN THIRTY PIXELS = NO
WITHIN TEN PIXELS = NO OVER THIRTY PIXELS = NO
% X,Y TO ONTARGET CENTER = 100.00 % 100.00 ¢

PEAK WIDTH TO 1/2 (PEAK VAL-MEAN) +MEAN - 1.00
PEAK WIDTH IN X DIRECTION - 1
PEAK WIDTH IN Y DIRECTION - 1

MAXPEAK WIDTH TO 1/2(PEAK VAL-MEAN) +MEAN
MAXPEAK WIDTH IN X DIRECTION - 1

" M.A.C.E. BACKGRND 5

L}
[
.
[=]
o

M.A.C.E.

N
a0
3
a
S
»
]
>. o w0 —
;
ax-
am—
Tt DM eTTew OO
Mod Nuvoer
Peak Value = 8744 B-t
Peak 15 at Columa 59 Row 65
Known Column 359 Row 65
Lov 1/3
\\\\ OVERLAY
o 1/3
OVERLAY

NG
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FILTER SET = M.A_C.E. BACKGROUND SET

IMAGE NUMBER = 20 ( THE WORST CORRELATION SURFACE )
PEAK COL, PEAK ROW - 61 64

HMAXPEAK COL, MAXPEAK ROW = 29 94

SIGNAL AT MIN POINT = 1.1746849E-13

SIGNAL WITHIN 3 PIXELS (USED FOR RATIOS) = S.9494589E-02

MEAN = 0.4063E-02 VARIANCE = 0.3514E-04 SIGMA = 0.5928E-02

ceecesecnaceanasan covacanas KNOWN. .... veoe MAXIMUM.........
SIGNAL AT PEAK - 0.5949£-01 0.7058E-01

RMS NOISE - 0.5947E-02 0.5949e-02
CONTRAST - 0.8183 0.8445
SIGNAL/MEAN - 14.64 17.37

SIGNAL/RMS NOISE - 9.322 11.18

SIGNAL/MAX SIDE LOBE = 0.8429 1.013

MISS DISTANCE - 43.86

ON TARGET = NO EXACT HIT = NO

WITHIN TWO PIXELS = NO WITHIN TWENTY PIXELS
WITHIN FIVE PIXELS = NO WITHIN THIRTY PIXELS =- NO
WITHIN TEN PIXELS = NO OVER THIRTY PIXELS = YES

[ ]
4
(<]

PERCENT X,Y TO ONTARGET CENTER = N/A

PEAK WIDTH TO 1/2(PEAK VAL-MEAN)+MEAN - 3.24
PEAK WIDTH IN X DIRECTION - 1
PEAKX WIDTH IN Y DIRECTION - 1
MAXPEAK WIDTH TO 1/2(PEAK VAL-MEAN) +MEAN = 1.00

MAXPEAK WIDTH IN X DIRECTION
MAXPEAK WIDTH IN Y DIRECTION

M.A.C.E. BACKGRND 20
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ABSTRACT

MONOPULSE ANGULAR ERROR REDUCTION
FOR COMPLEX TARGETS
USING HIGH RANGE RESOLUTION

by

Michael R. Christian
J. Blake Winter

Multipath causes unacceptable monopulse elevation angular

errors when measuring a compiex target's position. High
range resolution can be used to measure angular position of
individual scatterers on the target. Averaging high range

resolution angle measurements of the scatterers provides a
reduction of the standard deviation of the angular error.
Scatterer heights can bLbe derived from the complex angular
measuremants under specific circumstances.
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I. ADKEM DESCRIPTION

The Advanced Kinetic Energy Missile (ADKEM) is currently
being developed by MICOM's RD&E Center to travel at
hypervelocity speeds and deliver a kinetic energy kill
against both ground and air targets. i missile will be
inertially guided through the boost phase (or to short range
targets) and command guided through the coast phase to the
target. To ease the design burden for an inertial guidance
unit, command guidance is also being considered for a portion
of the boost phase. Since millimeter wave energy has been
shown to propagate through various motor plumes with very
little attenuation, millimeter wave radar was chosen as the
primary approach in providing the command guidance for the
missile with 1laser beamrider as an alternate approach.
Subsequent error analysis has shown for either the ground
target or air target scenerio, the primary error source for
the millimeter guidance approach is multipath. This paper
will describe multipath and its potential effects on tracking
ground targets. This paper will also present various
techniques that are being examined to reduce the target
multipath effect.

The baseline ADKEM millimeter guidance approach has a
monopulse radar on the launch platform that transmits a
guidance command encoded in a variable PRF coded pulse to a
receiver on the missile. The monopulse radar then measures
the angle of the missile's CW transmitted signal in one set
of delta and sum channels and the angle of the pulse
returning from the target in another set of channels. Some
of the system's operating characteristics are anticipated to
be the following:

GHz
GHz

Center Frequency 94.5
Bandwidth 1

Frequency Steps 1024 steps
Antenna Diameter 24 inches
Antenna Height 3 meters AGL
Polarization vertical
Missile Transceiver

Frequency 93.5 GHz

Missile Receive
Antenna Aperture 1

Missile Transmit
Antenna Aperture

inch

inch

1
Missile Diameter 2
Missile Speed 2
Missile Range 5
Target Height .5-2.5

Table
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II. MULTIPATH

Multipath can be defined as being the propagation of
energy from more than one path. For 1low angle radar
applications, multipath is caused by the interference of the
direct target energy with indirect target energy reflections
from the terrain between the radar and the target. For
smooth surfaces, the reflection from the terrain is termed
specular and can be thought as emanating from a sincle spot
on the ground between the target and the radar. For rough or
irregular surfaces, the reflection from the terrain comes
from multiple points and is termed diffuse reflection. For
terrain surfaces which have a smooth mean contour but small
scale irregularities, both specular and diffuse reflection
will occur. Surface roughness not only induces diffuse
scattering but it also attenuates the amount of specular
scattering that will occur. A formula has been derived to
describe this specular reflection coefficient attenuation
factor and it is given in equation 1:

I's= exp(-8(m*o*sine/lambda)) (1)

where o= standard deviation of the surface height, e=grazing
angle, and lambda= wavelength. As can be seen in equation 1,
the specular reflection coefficient becomes smaller for
decreasing wavelength. Therefore the higher the frequency of
operation, the less the specular multipath effect.

As shown in Table 1, millimeter wave differential
guidance has been chosen as the primary command guidance
approach for the missile. The ADKEM operational scenerio
involves ground to ground target angagement which will
require accurat2 tracking of both the missile and the target
in extreme low angle conditions. The frequency of operation
for this approach was chosen to be 94 Ghz primarily because
this is about the highest frequency attainable with relative
component maturity. The high frequency of operation was
desired in order to minimize antenna beamwidth thereby
increasing the tracking accuracy resolution and to decrease
possible multipath effects. An amplitude monopulse approach
has been selected to achieve the angular displacement
measurement. Multipath is a major source of error to 1low
angle tracking systems and therefore one woull expect it to
be a major source of guidance error for the ADKEM guidance
radar system. The easiest method to reduce the multipath
effect would be to narrow antenna beamwidth such that none of
the propagated energy would be reflecting off the terrain.
For a ground target scenerio with the range of 5000 meters,
the antenna would have to have a beamwidth of 400
microradians in order to achieve acceptable multipath
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effects. The diameter of this antenna at 95 GHz operating
frequency, would be approximately 8 meters. Clearly this
would be impractical to implement on any ground weapon
platforms. A 60 centimeter diameter antenna was chosen for
the ADKEM radar since this size is probably the maximum size
antenna that could be practically implemented on a launch
platform. Since the antenna size is 1limited for our
approach, other multipath reduction techniques must be
investigated. Millimeter wave radar offers the opportunity
to operate over a wide bandwidth of carrier frequency.
Typical bandwidths of operation are 640 MHz (1 foot range
resolution) while a bandwidth of 2 Ghz (4 inch range
resolution) has recently been demonstrated in an
instrumentation radar developed by MICOM (HIPCOR-~95). This
wide bandwidth capability will allow high range resolution to
be used as a possible glint and multipath reduction
technique.

The antenna height, target height, and maximum range all
cause the grazing angle to be small for the ADKEM ground
target scenerio. Because of the small grazing angle,
multipath reflections of the target from the ground are going
to have a major impact on missile guidance, particularly on
the elevation channel. The radar antenna beamwidth is
approximately 6 milliradians, whereas the angular separation
between the highest target scatterer and its specular
reflection over flat smooth terrain is about 1 milliradian
-much less than the beamwidth. This lack of resolution
between the target scatterers and their images causes errors
in the monopulse angular measurement of the radar.

It is anticipated that the ground between the radar and
the target will never be perfectly flat. Usually, the radar
and the target will be slightly elevated above the reflecting
surface. If the intervening ground between radar and target
were concave, the target would be blocked and the radar would
not detect the target. The target and multipath are still
unresolved even if the target is as much as 15 meters above
the reflecting surface. In addition, the radar and target
heights are no longer known when the ground is not flat.

IITI. COMPLEX ANGLE DERIVATION

Multipath can be examined as a two — scatterer
interference problem with the two scatterers being the target
and its image displaced in angular position in the elevation
plane as shown in Figure 1. Following the derivation of
Sherman [l], an amplitude monopulse radar operating in the
linear portion of its error sensitivity <curve can be
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described by equation 2 where § is the elevation difference
channel response, S is the sum channel response, k is the
slope of the monopulse response curve versus angle, and 6 is
the angle with respect to boresight of the target.

§/S= k*@ (2)
or equivantly 6= 1%*§
k*S

Let the target subscript be denoted by d and the image
subscript by r, then 6d and 6r are the angular displacements
of the target and its image respectively to the elevation
boresight axis. Then

§d=k*8d*Sd , 6ér=k*8r*Sr
and the resultant indicated angle is

8= § = 46d4d+446r = 6d(Sd)+8r(Sr) (3)
k*S k*(Sd+Sr) Sd + Sr

Now define
Sd/Sr= p* exp(ja) (4)

where p is the amplitude ratio of sum signal returns from the
target and its image and a is the relative phase between the
the target and image return. The amplitude ratio is equal to
ratio of the sum pattern voltage gains (G) for the target and
image mutiplied by the ratio of the backscatter coefficients
(R) of the target multiplied by the reflection coefficient
('), that is p=I'*G*R. Dividing equation 3 through by Sd and
substituting in equation 4 we have:

8c= 6d+ (p*exp(j*a) *6r) (5)
1+ (p*exp(j*a)

Equation 5 reveals that the indicated angle is complex and
the indicated angle will be either somewhere in between the
target and its image (since p<l) or somewhere above the
target, depending on the value of p and the value of a. Most
monopulse radars measure only the real part of the complex
quantity given in equation 4 and this is given in equation 6
below:

Re (8) = 8d+(p*cosa* (6d+6r) )+ (p? *6r)
1 +(2p*cosa) + p?
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or Re(68)-8d = (84-9r)*((p*cosa)+p?) (6)

1+2pcosa+p? .

The derivation above assumes the boresight was pointing at
the target. A plot of =2=guation 6 normalized to 6d-6r is
shown in Figure 2.

IV. MULTIPATH EFFECTS
IV A. SINGLE SCATTERER AND MULTIPATH

Another way of expressing Sherman's equation for a
scatterer and its image is the following:

6c = (G(6d)*8d+I'*G(8r) *6r*exp(j*(a+m))) (7)
(G(8d)+I'*G(8r) *exp(j* (a+7)))

a = 4*r*Ha*Hs/ (R*lambda) (8)

ed = ATAN( (Ha-Hs)/R)-6a (9)

er = ATAN( (Ha+Hs)/R)-6a (10)
where 6a is the radar antenna angle with respect to the
reflecting surface. G 1is the radar antenna gain in the
direction of either the direct or reflected path. Ha is the
radar antenna height above the reflecting surface, Hs is the

height of a target scatterer, R is the range to a target
scatterer, and lambda is the wavelength. The radar cross
section has been assumed to be the same for the direct and
indirect paths and has been divided out of the numerator and
denominator. At low grazing angles, the specular reflection
coefficient has a phase shift of 180 degrees for vertical
polarization, which is the reason for the 7 factor in the
complex exponential term. At higher grazing angles the phase
can have other values between 0 and 180 degrees.

The real part of 6c 1in equation 7 1is the measured
indicated angle of the target after multiplying the voltage
by a slope factor. In the absence of multipath, it is the
actual angle of a single scatterer. When multipath is
present, Real(6c) is the actual angle of the scatterer plus
an error due to the multipath.

When a single scatterer's height was randomly chosen
uniformly from .5 to 2.5 meters at a range of 5000 meters in
1000 Monte Carlo runs, the indicated angle varied
non-uniformly. The probability density function of the
indicated angle is shown in figure 3. The mean indicated
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angle was 150 puradians and the standard deviation was 357
pradians.

The missile transmitter acts as a single scatterer, and
the radar's measurement of missile position suffers angular
error because of multipath.

IV B. MULTIPLE SCATTERERS

A complex target can be thought of as consisting of
multiple scatterers and their images, 5 for example, as shown
in Figure 4. When more than one scatterer and its multipath
is present, the linear superposition assumed in equation 7
can be expanded to include the effects of other scatterers on
the complex indicated angle.

6c = I (Sdi*edi+Sri*eri*I*exp(j*(ci+m)))
T (SAi+Sri*T*exp(j*(ai+m)))
(11)

where i is the scatterer summation index ranging from 1 to
the number of scatterers .

If no multipath were present, Real(6c) would still have
an error because of the presence of the other scatterers.
This error is due to glint caused by the interference of the
scatterers with one another.

When 5 scatterers' heights were randomly chosen
uniformly from .5 to 2.5 meters at a range from 4999 to 5001
meters in 1000 Monte Carlo runs (a representation of 1000
different aspect angles), the indicated angle varied
non-uniformly, but the probability density function was
different from the single scatterer case. The probability
density function of the indicated angle in this case is shown
in figure 5. The mean indicated angle was 148 uradians and
the standard deviation was 463 uradians. The simulation
assumes a flat table top reflection surface with a specular
reflection coefficient of .5 (from recent measurements over
medium roughness asphault at 95 GHz) and no diffuse
scattering.

When the radar antenna is aimed at the center of the
scatterers, the desired error for all aspects of the target
is 0 uradians mean error and 50 uradians standard deviation.
The total error budget for the ADKEM system is 100 uradians
for a target at 5 kilometers. 1If the root of the sum of the
squares of the standard deviations of all the error sources
(thermal noise, multipath, calibration error, servo error,
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etc.), the largest any single error can be is 50 uradians.
When a target has multiple scatterers, the angular error
exceeds the desired level.

IV C. HIGH RANGE RESOLUTION ANGLE AVERAGING

When high range resolution is used, the target is
divided into many distinct scatterers. A complex indicated
angle 6c can be derived for the scatterers in each range
cell. Although the scatterers in each range cell are
probably composed of several unresolved scatterers, for the
purposes of this report it is assumed the scatterers in each
range cell are composed of only a scatterer and its
multipath.

Averaging Real (6c) of the individual scatterers in each
of 1000 Monte Carlo runs reduces the standard deviation to
164 pradians, and the mean is only 9 puradians. The
probability density function is shown in figure 6.

When the radar antenna height was changed to 2 meters,
the mean increased to 159 uradians, but the standard
deviation was only 13 uradians.

Neither of these cases meets the criteria of 0 wradians
mean and 50 uradians standard deviation, but there is a
definite improvement over the non high range resolution case.

IV D. HIGH RANGE RESOLUTION COMBINATORIAL AVERAGING

Another approach to reducing the angular error caused by
multipath was to synthetically combine the complex high range
resolution scatterers in different combinations:

<Real (6c)> = Real(81/Z1+62/32+(61+62)/(F1+¥2)...)
2°Ns-1
(12)

For 5 range cells there are 31 combinations of scatterers.
This technique turned out to be slightly worse than the
technique described in IV C. The mean was 110 upradians and
the standard deviation was 140 uradians. The probability
density function for 1000 Monte Carlo runs is shown in figure
7.

This technique does not meet the 0 uradians mean and 50

puradians standard deviation criteria, either, but there is
still improvement over the non high range resolution case.
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V. DERIVATION OF SCATTERER HEIGHTS

In equation 7, the fact that the reflection coefficient
is only real can be exploited to solve for some of the other
parameters of equation 7. Solving for I' in equation 7:

' = exp(-j*(a+m))*G(6d)*(84-6C) (13)
G(8r) * (6c-6r)

but the imaginary part of TI=0. If Imag(r')=0 then the
following expression is true:

0 = 2*Hs/R*Ocg*cos(a)+sin(a)*(6ci?+6cq’+
2*9ci*Ba+6a’ -2*Ha/R* (6ci+6a)+
(Ha* -Hs? ) /(R?))
(14)

6ci is the in phase indicated angle obtained from
measurement, 6cq is the quadrature indicated angle obtained
from measurement, and the range gate provides the measurement
of R. When the earth is flat, 6a and Ha can be measured, and
Hs is the only unknown parameter in equation 14. Hs in
equation 14 can be solved iteratively; however, equation 14
is pseudo-periodic as a function of Hs, and there is more
than one solution for Hs. High range resolution is used to
solve the ambiguities.

Assuming the multipath reflection coefficient T is the
same for all the scatterers in the range cells, the ambiguous
values of Hs can be used in equations 8,9, and 10 to solve
for ' in equation 13 (G in equation 13 can be found from a
lookup table if 6d and 6r are estimated). Several values of
I' are found for each scatterer, but only one value of T is
the same for all the scatterers. The Hs of each scatterer
which provides the same I' common to all the other scatterers
is the correct Hs for that scatterer.

In a more realistic scenario, 6a and Ha with respect to
the reflecting surface are not the same as the angle and
height of the radar antenna with respect to ground below the
radar. It is hypothesized that when ©6a and Ha are also
stepped in small increments in equation 14, there is a
particular set of values for ®©8a, Ha, and Hs for each
scatterer which provides only one common value of I' for all
of the scatterers.

A more direct approach to solving for 6a, Ha, and Hs is
to perform a non linear least squares fit of some "measured"
data.
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VI. EXAMPLES

A FORTRAN program was written to test the hypothesis.
The following scenario was simulated.

Number of scatterers= 5

Ha = 3 meters

Hs = .5 to 2.5 step .5 meters

Rs = 4999,5001 step .5 meters

RCS = 7.7,7.9,8.0,7.8,7.6
square meters

Ht = 1.5 meters

Rt = 5000 meters

8a = ATAN ( (Ha-Ht) /Rt)

Hae = .1 to 5.0 step .05 meters

Hse = .1 to 5.0 step .05 meters

6ae = -500 to 500 uradians step
10 uradians

Frequency = 94 GHz

Reflectivity = .5

Antenna aperture = .6096 meters

Angle noise = 0

Table 2.

In tlhe program, 6c was found for each of the scatterers
using equation 7. These are the "measured" complex indicated
angles for each scatterer. Then the 6ae, the estimated
antenna angle with respect to the reflecting surface; Hae,
the estimated antenna with respect to the reflecting surface;
and Hse, the estimated scatterer height above the reflecting
surrface, were all varied over the expected limits in 3 nested
DO loops. For each new value of 6ae and Hae, the values of
Hse were found which made Imag(I')=0 for each scatterer.
These values of Hse were then used in equation 13 to find
estimated values of I'. The estimated values of I were then
compared. ©6ae and Hae were then incremented until <the
minimum difference between the values of I' for each scatterer
was found. Table 3 shows the results when the program was
executed using the conditions listed in Table 2.
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Estimated Actual

Scatterer Scatterer
Height Reflectivity Height Reflectivity
0.55 .5000736 .5 .5
1.05 .4770988 1l .5
1.50 .4991278 1.5 .5
2.00 .4984468 2 .5
2.50 .4975847 2.5 .5
Antenna Height

3.05 3

Antenna Angle

309 uradians 300 uradians

Target Angle
-4 .96 uradians 0 uradians
Table 3.

-4.96 uradians of error is within the acceptable limits.
The computation time to find the standard deviation of the
error is prohibitive.

If uniformly distributed angle noise of 50 microradians
is added to the complex indicated angle, a rough
approximation of thermal noise, the results change a little
as shown in Table 4.

Estimated Actual
Scatterer Scatterer
Height Reflectivity Height Reflectivity
0.50 .5408928 .5 .5
0.85 .5217696 1 <5
1.25 .5496593 1.5 .5
1.55 .5564616 2 .5
2.00 .5192856 2.5 <5
Antenna Height

3.70 3

Antenna Angle

460 uradians 300 uradians

Target Angle
30.0 uradians 0 uradians
Table 4.
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30 pradians error is also within the acceptable limits.

If the scatterers vary only from 1 to 2 meters in .25
meter steps, the results are not as promising, as shown in
Table 5.

Estimated Actual
Scatterer Scatterer
Height Reflectivity Height Reflectivity
0.95 .4996169 1l Y
1.20 .5064491 1.25 .5
1.40 . 5067047 1.5 .5
4.50 .5235484 1.75 .5
1.80 .5162083 2 .5
Antenna Height

3.30 3

Antenna Angle

380 uradians 300 uradians

Target Angle
-265 uradians 0 uradians

Table 5.

Table 5 shows that as the scatterers height difference
lessens, the error of the estimated target angle increases.
The error also increases as the increment size of Hae
increases. The -265 uradians error is unacceptable.

VII. ASSUMPTIONS AND CONSTRAINTS

Some significant assumptions and <constraints were
imposed on finding the solutions of the scatterer heights of
a complex target. The most limiting constraint is that the
reflections must be specular. Non-specular reflections
(i.e., diffuse) cause the distance of a scatterer's image
below the ground to be unknown deterministically. Also, the
phase of the reflectivity from diffuse reflections is not 0
or 180 degrees, so the assumption that the reflectivity is
real is no longer valid. This assumption is the key to the
whole technique described in section V. Conceivably, there
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are terrains on the earth that cause negligible diffuse
multipath returns.

Another assumption is that the scatterers derived from
high range resolution processing are composed only of a
scatterer and its specular multipath. The effect of this
assumption being false has not been tested.

The assumption was made that the reflection coefficient
is the same for all scatterers. This is a likely assumption,
but it needs to be measured.

It was assumed that Hs, Ha, and 6a varied over small
limits. Larger limits may not result in only one minimum
value of T.

The scatterers must span at least 2 meters in height
extent. It was shown that height differences less than 2
meters cause appreciable errors in the results.

The number of scatterers has to be more than one but the
minimum number required is unknown.

The complex indicated angles of the scatterers
presumably derived from high range resolution were assumed to
be exact. However, the limited bandwidth of the radar and
the imperfection inherent in the FFT will cause small errors
in the complex indicated angle derived for each range cell.

The increment of Hae, Hse, and ©ae must be small, but
how small the increment must be is unknown. The smaller the
increment, the more run time required. The examples shown in
Tables 3 through 5 each took approximately 30 minutes to run
on a DEC PDP 11/70. Obviously, the processing time is
prohibitive to real time operations. Using non linear least
squares fitting is not expected to improve the computation
time. Further math analysis of equations 6 and 7 may reveal
some mapping or transformation which would reveal a more
efficient way to find the scatterer heights.

VIII. SUMMARY

The millimeter guidance approach to the ADKEM scenerio
requires the development of multipath reduction techniques to
insure accurate guidance of missile to the target. This
paper has examined various techriques to reduce the multipath
error associated with the target in idealized cases (flat
earth, specular multipath only). The high range resolution
average and the scatterer height derivation technique show
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some promise with the latter technique's performance
degrading as the target cases become 1less than ideal. It
should be pointed out that a worst case specular reflection
coefficient (.5) was used in the analysis and that the
occurence of such a reflection coefficient in typical
battlefield terrains should be rare. It is probable that
both specular and diffuse multipath will exist to some extent
and it is hoped that target movement will help to decorrelate
the .ffuse error. Further multipath reduction technique
analysis will continue on this rather challenging problem and
it is hoped that in the FY 91 timeframe data can be collected
to both support and verify reduction technique performance.
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INFRARED SEEKER DEVELOPMENTS
FOR
INDIRECT FIRE APPLICATIONS

June 1990

Emily H. Vandiver and Ronald C. Passmore
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US Army Missile Command, Redstone Arsenal, Alabama

ABSTRACT

The U.S. Army has been developing an infrared seeker for
application to the indirect fire role since the 1970's. The early
attempts, which were successfully demonstrated in the ASSAULT
BREAKER Program, resulted in seekers which were quite simplistic and
did not address the challenges of target aimpoint selection or system
availability in European weather. Target aimpoint selection was one of
the areas addressed under the Two Color Infrared Seeker (TCIRS)
Program, which considered both missile and projectile applications.
The seekers were G hardened to withstand approximately 11,000 Gs
during this program. Current efforts, which are being conducted under
the Army Tactical Missile System (TACMS) Infrared Terminally Guided
Submunition (IRTGSM) Proof of Principle (POP) Program are
addressing some remaining technical challenges for this technology. In
particular, this POP program will demonstrate the following: feasibility of
the horizontal glide concept, sufficient lethality to kill the threat target,
ability to package into the required size, and adequate seeker
performance to achieve the required system effectiveness. The Army
is also initiating technical investigations of utilizing infrared imaging
seekers for the indirect fire engagement scenario.  This paper
compares the system requirements of the 1970’s and today and how
those requirements are reflected in the seeker technology. The
utilization of staring focal plane array technology for future indirect fire
systems will be discussed and the technical barriers which must be
overcome will be delineated. Efforts to adapt the current technology to
other applications will also be addressed.
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1.0 THE ROLE OF ANTIARMOR INDIRECT FIRE FOR THE ARMY

Traditionally, the indirect fire mission in the deep battle was to attack
nonmoving, area targets which could be located precisely and which could be
engaged with high explosive warheads or bomblets. The engagement of armor in
the deep battle presents a completely different set of problems; the targets are
moving and are heavily armored. The lethal mechanism for defeating armored
vehicles must be delivered on target, at an aimpoint which produces a kill. Fort
Sill's Field Artillery School and Center has developed a draft Organization and
Operation (O&0O) Plan which describes how the recently developed Army Tactical
Missile System (Army TACMS) will be utilized in the deep battle role. The plan
outlines the roles of both the Army TACMS Block | (antimaterial/antipersonnel
warhead) and the Block Il (antiarmor smart submunition warhead). The stated
purpose of the Block Il is to disrupt and delay the enemy’'s course of action or
prevent him from bringing up additional armor to the front. Obviously, killing the
armored target delays that action indefinitely. Furthermore, the submunition must
perform at the required effectiveness for a large percentage of the time in each
season. It is important to note that the operations plan specifies that the TACMS
missile will be fired into predefined firing zones which are selected based on many
factors. It will not be fired at random targets but will be fired at pre-planned target
arrays and therefore optimize the performance of the Infrared Terminally Guided
Submunition (IRTGSM)(i.e. the Army TACMS is not likely to be fired at the threat
target when it is in an urban area). The Block Il is not intended for the attack of
single targets but is designed and optimized for the attack of specific large target
formations which are moving to the front. The targets are located by a separate,
but integrated, target location system which specifies target location, direction of
movement, and target velocity. This information is fed into a fire control system
which sends firing orders to individual faunchers. Crossrange firing and the
maneuver capability of the Army TACMS missile allows a great degree of fiexibility
in the attitude at which the target can be engaged and should improve the IRTGSM
performance. It is obvious that the operations plan can influence the overall system
effectiveness. The Army has planned its operations to maximize the disruptive
effects of Block Il Army TACMS on the enemy’s plan of action.

2.0 INFRARED TECHNOLOGY OF THE 1970'S

The infrared seekers that were developed by the Army in the mid 1970’s for
autonomous target acquisition and track were based on a system concept which
optimized the probability of successful seeker operation. The original concept, which
later was demonstrated in the ASSAULT BREAKER Program, dispensed the
IRTGSMs from the "mother missile” at 2-3 kilometers above ground level. The
submissiles were decelerated and oriented vertically with a parachute. The search
scan pattern was an inwardly collapsing spiral. If a target was not detected on the
first scan, the process was repeated until a legitimate target was acquired. Upon
the acquisition of a target, the parachute was released and the submissile homed on
the target to impact. The concept is shown in figure 1.
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350 meter diameter
at 1000 meter altitude

FIGURE 1. VERTICAL DESCENT IRTGSM CONCEPT

There were concerns that autonomous acquisition, indirect fire infrared
seekers would suffer from high false alarm rates, would be easily countermeasured,
and would not reliably acquire targets. Nearly a thousand hours of captive flight
testing substantiated the performance capability of the seeker concept and all design
goals were met or exceeded. The two color seekers utilize a relatively simplistic
combination of spectral, spatial, and temporal processing to acquire valid targets
and reject hot countermeasures. Figure 2 illustrates, in simple fashion, the use of
thresholds in the seeker. The lower threshold is adaptive, and is determined as a
multiple of the RMS value of the background. In order to be processed, a
potential target pulse must exceed the target threshold. If it exceeds this threshold,
the signal is examined in both spectral bands (colors) for a fixed number of samples
to determine if it is a valid target. Also a countermeasure (CM) threshold is set to
correspond to an excessively intense target such as flares, fires, etc. If a pulse
exceeds this CM threshold, it is discarded as an obvious false target. Objects
which produce too wide a pulse are also rejected as invalid. Once a target is
declared valid, the seeker tracks it and develops guidance signals for terminal
homing. In the 1970's seekers, there was no concerted attempt to investigate the
possibility of “fine tuning" the aimpoint since any hit on the top interior profile of the
target would produce a Kkill.

115




INVALID TARGET (TOO HOT) n

CM THRESHOLD
(= X DEG C.)
VALID Wmc;er\~1
INVALID TARGET (TOO WIDE) ADAPTIVE
Y\ TARGET THRESHOLD
(= X BKGRND RMS)
T m—- BACKGROUND RMS

FIGURE 2.0 THRESHOLDS IN THE TWO COLOR SEEKERS

The two color seeker contractors were Raytheon Company and General
Dynamics/Valley Systems Division. The two seeker inboard profiles are shown in
figures 3 and 4. The General Dynamics two color seeker and the vertical approach
IRTGSM were selected for the long range, ASSAULT BREAKER missile
demonstration firings at White Sands Missile Range. The program culminated with
an approximately 85 km shot in which five live IRTGSMs were dispensed
successfully. They autonomously acquired five individual targets and guided to
highly accurate hits on the hot area of the targets.

OPTICS REFLECTIVE
# DETECTORS 8
SEARCH FOV (deg) +20
SPECTRALBAND QU) .-

MID
STABILIZATION SPIN

FIGURE 3.0 GENERAL DYNAMICS ASSAULT BREAKER TWO COLOR IR SEEKER
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FIGURE 4.0 RAYTHEON ASSAULT BREAKER TWO COLOR IR SEEKER
3.0 TWO COLOR IR SEEKER (TCIRS) EFFORTS IN THE 1980'S

After the successful completion of the ASSAULT BREAKER Program, two
color IR seeker technology efforts were put on hold by the Army. The technology
was proposed for the MULTIPLE LAUNCH ROCKET SYSTEM Terminally Guided
Warhead (MLRS TGW) but millimeter wave technology was selected for the
submissile guidance. In the mid 1980's the Army conducted a Smart Munitions
study in an attempt to prioritize the development of smart weapon systems. As a
result of that study the Armament Research, Development, and Engineering Center
at Picatinny Arsenal, New Jersey was directed to include common seeker
requirements for missiles and projectiles in the GUIDED ANTIARMOR MORTAR
PROJECTILE (GAMP) Program. Because of a lack of a firm requirement, the
GAMP Program was cancelled by the Army. However, the Army did fund TCIRS
efforts to develop a seeker with maximum commonality of design for missiles and
projectiles. The contracts to both General Dynamics and Raytheon were awarded
by Picatinny Arsenal and transterred to the Army Smart Weapons Management
Office (SWMO), located at MICOM.

The "common seeker" requirements had major impacts on the ASSAULT
BREAKER seekers in two areas, gimbal limits and hardening the seekers to
withstand launch shocks of approximately 11,000 Gs. In order to meet the
requirements, General Dynamics settled on a design which had been propcsed for
the Navy five inch projectile. It utilizes refractive optics for the objective telescope
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and has fiber optics to transfer the IR energy from the focal plane to the body-fixed
detectors. Raytheon developed a completely new design which utilizes reflective
optics and a linear array of detectors mounted on the inner gimbal. The scene is
scanned by precessing the inner gimbal back and forth in the yaw direction. Both
General Dynamics and Raytheon utilized a restraint mechanism ("gotcha®) to hold
the inner gimbal during the launch shock. Due to the difficulty in hardening the
seekers to the design requirement, most of the efforts in the TCIRS Program were
for G hardening as opposed to improvements in signal processing algorithms. Both
seekers were fired in a canister from a howizter at MICOM and survived 11,000 Gs.
The seeker concepts are shown in figure 5.
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FIGURE 5.0 TCIRS SEEKERS
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4.0 CURRENT INFRARED SEEKER TECHNOLOGY FOR INDIRECT FIRE

There were several changes that occurred in the 1980’s that altered the way
the two color seekers could be utilized in an indirect fire missile system. First, the
threat was changed from a relatively circular array of targets to a linear array of
targets that incorporated advanced armor on the top as well as on the sides and
front of the vehicles. Secondly, the in-flight inertial up-date capability for the "mother
missile" was eliminated, resulting in a larger projected miss distance for moving
targets. Thirdly, the requirement was imposed for maintaining required submunition
effectiveness for a large percentage of the time in each season of Central European
weather. These changes forced a complete relook at the IRTGSM ¢t ncept and how
the two color seeker would be utilized. Basically, the changes forced the IRTGSM
concept to a horizontal glide approach beneath the expected cloud ceilings of
Central Europe and the addition of terminal aimpoint logic which produces the
required lethality with a small diameter submunition. The threat target infrared
signature also changed to present a much lower intensity target to the seeker, thus
making it more difficult to acquire autonomously. The characteristics of the current
IRTGSM concept are given in figure 6. It should be noted that there is a trade-off
between system availability and search footprint. The means of trade-off is search
aftitude (i.e., the lower the search altitude, the greater the availability but narrower
the search footprint).

® INDIRECT FIRE WITH AUTONOMOUS TARGET ACQUISITION
® MANY-ON-MANY SCENARIO

® HORIZONTAL GLIDE SEARCH TRAJECTORY WITH GLIDE ALTITUDE
UNDER SOFTWARE CONTROL AND LLOADED BEFORE LAUNCH

® LARGE SEARCH AREA TO ACCOMMODATE SYSTEM ERRORS (TARGET
LOCATION, DELIVERY, TARGET MOTION, ETC.)

MODERATE PgREQUIRED

TARGET SELECTION LOGIC EMPLOYED TO AVOID TARGET OVERKILL
HIGH P/
LOW COST

FIGURE 6.0 CHARACTERISTICS OF THE CURRENT IRTGSM CONCEPT

Although the current effort is a POP program, both Raytheon and General
Dynamics, the competing prime submunition contractors, have studied the eventual
tactical design which would meet all the system requirements. Figure 7 shows the
inboard profiles of the tactical IRTGSM designs for both developers. The similarity
in designs only indicates that certain non-tradable requirements force system design
choices that are very limited.
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FIGURE 7.0 INBOARD PROFILES OF TACTICAL IRTGSMs

The seekers that each contractor is utilizing in the POP program is illustrated
in figure 8. The General Dynamics design is almost mechanically identical to their
ASSAULT BREAKER seeker. The Raytheon seeker is quite different from their
ASSAULT BREAKER design in that it now employs a two-axis, rate stabilized gimbal
with gimbal mounted detectors to maintain focus at the extremes of horizontal
search. The General Dynamics seeker utilizes fiber optics to couple the gimbalied
focal plane to the body-mounted detectors to maintain focus. Both seekers
incorporate aimpoint selection logic to bias the terminal aimpoint from the hot spot to
a more vulnerable interior location. The ability of the seeker/airframe to hit at the
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correct selected aimpoint is critical to the success of the IRTGSM POP program.
There is no requirement for these seekers to be G hardened so both contractors are
pursuing seeker designs which do not include hardening features. However, SWMO
is_conducting a commonality study for missile and projectile applications with the
POP submunitions, including the seekers, being considered in that study.
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FIGURE 8.0 PROOF OF PRINCIPLE SEEKERS
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The IRTGSM and the two color infrared seeker, in particular, are being
considered for other indirect fire weapons systems applications. The IRTGSM can
be packaged into the MLRS with a rocket load of five submunitions per MLRS with
minor modification to the MLRS warhead. The Army Materiel Command’'s Smart
Weapons Management Office is conducting a commonality study that addresses the
utilization of indirect fire technology (including the IRTGSM) for rockets, missiles, and
gun-launched projectiles. The study is scheduled to be completed by 30 October
1990.

The current state-of-the-art, two color infrared seeker technology has a place
in the Army’s indirect fire weapons family. It is mature, relatively low cost, reliable,
and capable of being packaged into a 4 inch diameter by 26 inch long submunition.

5.0 INFRARED IMAGING IR SE'EKERS FOR THE FUTURE

Although the two color seeker technology is a cost effective approach to
destroying armor in the deep battle, it has shortcomings that cannot be overcome
with the simplistic focal planes and algorithms that are characteristic of this class of
seekers. Improvements are desired in counter-countermeasures, acquisition of low
thermal contrast targets, aimpoint selection and hitpoint performance, and target
selectivity (i.e., target recognition). One possible solution to solving the
shortcomings of the present two color infrared seekers is to utilize imaging infrared
seeker technology. To date, this alternative has not met with great favor by Army
developers due to limitations in the technologies required to make imaging IR
seekers feasible. However, advances in staring focal plane array sizes,
development of high throughput processors, and refinement of autonomous
acquisition algorithms now make the imaging infrared seeker for indirect fire quite
attractive. Platinum Silicide Schottky Barrier focal planes are currently available in
512 X 512 element arrays and efforts are underway to expand the arrays to 1024 X
1024 elements. Indium Antimonide (InSb) and 3-5 um Mercury Cadmium Telluride
(HgCdTe) arrays are being made in larger sizes and should soon be available in
sizes which are applicable for the indirect fire seeker concept. DARPA’'s ALADDIN
processor, VHSIC, and application specific integrated circuits (ASIC) are just part of
the advances in small volume, high throughput devices that are becoming available
to process the vast amount of information outputted from large focal plane arrays.
Finally, the government and industry supported efforts in autonomous acquisition and
target recognition algorithm developments are maturing to the point that their
utilization in indirect fire seekers appears feasible.

Figure 9 illustrates some of the benefits that might be expected from an
imaging seeker as compared to the current two color seekers.
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TWO COLOR SEEKER IMAGING SEEKER

| |
CE:*
?) (@] () )l @ %
® >1.0 mrad RESOLUTION e <0.25 mrad RESOLUTION
® LARGE TARGET AT REQUIRED ® SMALL TARGET AT REQUIRED
e NO SMALL SIZE DISCRIMINATION ® CAN DISCRIMINATE ON SIZE
(HOT SPOT DETECTION) (AREA DETECTION)

e COARSE AIMPOINT CALCULATION ® FINE AIMPOINT CALCULATION

FIGURE 9.0 IMAGING AND TWO COLOR SEEKER COMPARISION

The transition to the imaging seeker concept for an IRTGSM is not a simple
matter. There are still technologies which must be investigated and matured before
the concept can be demonstrated. The focal plane arrays are one example of a
technology which requires additional effort. The PtSi arrays, which are the only
arrays that can presently be fabricated in large sizes, have small quantum
efficiencies over the wavelengths of interest. In order to gain sensitivity, the
integration time is allowed to be the frame time (1/30th sec.). With this long
integration time, the problem with image smear arises. This is shown in figure 10
for a horizontal glide TGSM. The magnitude of the problem will be addressed in
the ongoing exploratory development program. Obviously, one solution to the
problem is to scene stabilize the seeker during the integration time so a pixel stares
at a relatively constant area. This will add complexity (and therefore, cost) to the
seeker. Another solution is to utilize a focal plane array which requires an
extremeiy small integration time so the smear will be negligible during the integration
time. Other FPAs (such as InSb which requires a very short integration time) are
being investigated for use in the concept.
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.....
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5+ RESOLUTION ELEMENTS @ 1 km

1

THERE WILL ALSO BE SMEAR FROM THE APPARENT MAGNIFICATION
CHANGE DURING THE INTEGRATION TIME OF THE FPA

FIGURE 10.0 A POTENTIAL PROBLEM WITH IMAGE SMEAR.

The current exploratory development program being conducted in the MICOM
Research, Development, and Engineering Center is investigating the effects of the
relative motion between the seeker and the scene on contrast transfer function
(CTF). Measurements will be made utilizing both PtSi and InSb FPA sensors and
the CTFs will be measured in both the horizontal and vertical directions.. The CTF
of the InSb sensor will be determined as a function of the frame rate. Figure 11 is
a diagram of the experimental setup. It is a modified optical bench which is
normally used to measure the minimum resolvable temperature (MRT) and noise
equivalent temperature (NET) of imaging senors and seekers. The rotatable folding
mirror has the capability of producing image angular rates of 0.5 to 5.0 degrees per
second.
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FIGURE 11.0 LABORATORY SETUP FOR CTF INVESTIGATIONS

ROTATABLE MIRROR

If the short integration time requirement forces the Army from PtSi to a more
exotic FPA material, the size (number of pixels in azimuth and elevation) may well
become an issue. The FPA size relative to search field-of-view is pictured in a
simplistic manner in figure 12. Even the 256 X 512 array, which is supportable with
current PtSi technology, requires a three step-stare search scheme in order to cover
the same search width as the present two color seekers. The step-stare technique
has been demonstrated in the Army Non-Line-of-Sight (FOG-M) program but that
system has a man-in-the-loop for detecting targets in clutter. Another approach
might be to utilize smaller FPAs (i.e. 128 X 128 elements) as a one column (128 X
1 elements) in a gimbal scan search pattern. Once a valid target is detected, the
full 2-dimensional array can be used for the validation, recognition, and tracking of
the target. The trades between high and low density arrays must be addressed by
the MICOM exploratory development program.
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FIGURE 12.0 SEARCH FIELD OF VIEW COVERAGE

The technical challenges facing the autonomous imaging infrared seeker
development are considerable. Only a few have been discussed above. The
capability of the acquisition algorithms to detect and acquire low contrast targets
must be demonstrated. In addition, there is a desire to implement target recognition
capability as a growth option of the seeker. Aside from technical issues, the
eventual cost of the imaging seeker must be addressed since an imaging IRTGSM
must be cost effective for use in Army systems.

- The MICOM exploratory development program schedule is shown in figure 13.
The conduct of captive flight tests (CFT) has not been decided and will require
further study to determine if they are technically and financially feasible. Tower
tests are definitely planned if real time signal processing algorithms are available.
Industry is encouraged to establish a dialogue with the program manager to make
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the effort more meaningful. A Broad Agency Announcement (BAA) will be initiated
that includes specific efforts that are of interest to this program. These include real
time autonomous target acquisiton signal processing, FPAs and FPA
sensors/seekers, and real time automatic target recognizers.

FY 90 FY 91 FY 92
PtSI AMBER SENSOR
CAMERA (INSB)
MOTION INSB
STUDIES EVALUATION]
i, i ALGORITHM DEVELOPMENT
AND INTEGRATION

CFT SENSOR

CFT STUDY FAB 77

ALGORITHM & SYSTEM SENSOR | TOWER
STUDIES TEST SET TESTS

FIGURE 13.0 IMAGING IRTGSM EXPLORATORY DEVELOPMENT SCHEDULE

Given that no insurmountable technical barriers are uncovered and reasonable
results are achieved in the exploratory development program, a follow-on, proof-of-
principle effort is envisioned. The thrusts of the MICOM imaging IRTGSM are given
in figure 14. The concerns with cost and real time processing need to be reiterated.
The program is specifically oriented to getting the technology out of the laboratory
and into a real-time and real-world environment. The cost issue is critical: every
attempt will be made to select technological approaches which are affordable.
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® RELIABLE ACQUISITION FOR LOWAT TARGETS
- STRESS SPATIAL PROCESSING
- LESS RELIANCE ON TARGET INTENSITY
e IMPROVED TARGET AIMPOINT SELECTION CAPABILITY
e ENHANCED COUNTER-COUNTERMEASURES CAPABILITY
e REAL-TIME PROCESSING IN REAL-WORLD ENVIRONMENTS

e SMALL PACKAGING REQUIREMENTS

® COST CONSIOUS TECHNOLOGY SELECTION

FIGURE 14.0 IMAGING IRTGSM THRUSTS.
5.0 SUMMARY

Two infrared seeker approaches applicable to the Army's indirect fire,
antiarmor, mission have been discussed. The two color seeker technology is
mature, reliable, relatively inexpensive, and effective against the threat target. The
horizontal glide concept maintains high system availability and the attendant iower
probability of target acquisition does not seriously affect overall effectiveness
performance. The imaging infrared seeker concept for indirect fire is being
investigated under an exploratory development effort at MICOM. If the effort is
successful, the seeker will have improved performance in several areas which are of
interest to the Army. Emerging technologies are being exploited and a
conscientious effort to utilize low cost approaches is being made. The Army will
continue to monitor requirements, resources, and available technology to address
the needs of Deep Fire Support.
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Laser Line of Sight Guidance

Kevin S. Lindley and Walter E. Miller
U.S. Army Missile Command
Redstone Arsenal, Alabama

ABSTRACT

This paper is intended to be an interesting and informative
top level tutorial of advanced laser-based missile technologies
and systems. It will explain basic guidance techniques,
capabilities, limitations, and alternatives. It will describe
laser beamrider (LBR) methods, semi-active laser guidance, and the
newest of all, laser updated self-simulation guidance.

Several different areas will be briefly discussed to give a
concise understanding of laser guidance and its uses, including:
performance advantages, such as accuracy/range, inherent
countermeasure (CM) rejection, and simplicity and low cost; basic
problem areas, such as the need to track the target and adverse
effects of missile plumes and battlefield aerosols; laser
technology alternatives, such as choice of laser, cooled or
uncooled receivers, and various beam encoding methods; and
developmental programs, such as LOS-F-H, LOSAT, ADKEM, CAMMS and
several foreign systems.

INTRODUCTION

The concept of laser guided missile systems has been around
for many years, and several different approaches and methods have
been conceived, designed, and successfully demonstrated. These
guidance approaches can be divided into three major categories:
semi-active, laser beamrider, and laser updated guidance. Each
will be briefly described, and systems using the specific guidance
technology will be highlighted, with emphasis being placed on
laser beamrider guidance.

LASER GUIDANCE DESCRIPTIONS
EMI-ACTIVE ER IDANCE

This method uses a laser for target designation, which in
turn provides guidance information to the missile by way of a
seeker in the nose of the missile. A gunner selects a target
using a day or night sight and then fires a laser at the target,
illuminating a select area of the target with a laser spot. A
missile containing a gimbaled seeker in its nose cone is fired at
the target; most of the laser energy is reflected off the target
and detected by the seeker, which homes in on it (see Fig. 1).
The missile electronics determines the origin of the detected
laser energy and guides the missile to this point.

This form of guidance is very accurate provided the laser is
kept on the target until missile impact. Using more than one
designator, such as a Ground/Vehicular Laser rangefinder Laser
designator (G/VLLD) and helicopter based designators, multiple
targets can be engaged as is Fig. 1. However, the technology
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cannot yet be used on kinetic energy missiles (KEM) because of
scan rate limitations of the seeker gimbal and the need for a

transparent nose cone, which could not withstand the intense shock

and friction of a KEM flight. It also requires constant target
designation until missile impact, making the gunner more
vulnerable to enemy response (not fire and forget).

LASER BEAMRIDER GUIDANCE

The guidance technique on which laser beamrider guidance is
based is the Command to Line Of Sight or CLOS concept, the most
widely known of which is the TOW system. With TOW, the missile

and target are tracked by a common forward looking infrared (FLIR)

system, and position information relative to the target is
provided to the missile by means of a physical data link (thin
wire). The TOW missile has been fielded successfully for over
twenty years in various versions and was chosen as a testbed for
beamrider because of its similarities to the b« +uarider guidance
concept.

The TOW CLOS concept was modified to eliminate the need to
track the missile and was provided a laser as the guidance link.
The laser is aimed and fired at a selected line of sight target,

and a missile is launched so as to enter the gunner-to-target line

of sight and fly within the beam’s guidance field (see Fig. 2).

The missile has an aft looking receiver (ALR), which detects laser
energy, and on-board electronics which decode position information

provided by the laser.

The guidance field may actually be several meters in size

depending on how the laser is scanned or dispersed; a balance must
be achieved between optimum beam size, laser signal-to-noise ratio
at the missile, and scan size/data rate. Guidance information is

provided to the missile by spatially encoding the laser, a
technique in which the laser is uniquely pulsed, scanned, or
somehow coded, and the missile uses the laser energy received to
calculate its position relative to the center of the beam. The
two methods for spatial encoding are scan generated codes and
reticle generated codes.

Scan Generated Codes. Three selected types of scan generated

codes are shown in Fig. 3, all of which have been

successfully flown. The four quadrant code uses four lasers

modulated at different rates (pulse position modulation),

each forming a quadrant of a circle as shown. This quadrant
is moved in a nutation circle creating a guidance field, and

the missile ALR detects the different laser frequencies as
each quadrant passes over it. If the time spent in each
quadrant is the same, the missile is in the center of the

beam; as the missile flies off axis, one laser frequency (one

quadrant) begins to dominate, and the missile makes
adjustments to get back to center.

The bar scan works basically the same, but uses two

lasers to project an azimuth bar and an elevation bar forming

an L-shape in space. The bars are nutated, but here time
between Az and El crossings is used to guide the missile.
The missile’s on board electronics decodes at what time
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relative to a synch clock each bar was scanned across the ALR
and the time between the azimuth and elevation bars,
correcting its path to keep these times the same and fly in
the center of the nutation circle.

With a raster scan, the missile clock is synchronized
with a laser beam projector unit (BPU) clock before launch.
The laser spot is scanned separately in azimuth and elevation
by the BPU creating a guidance field, and pulses are received
by the missile when the scans cross the missile’s ALR. The
missile uses time since launch, scan rate, and time between
successive pulses to determine where it is within the
guidance field. The missile makes guidance commands to keep
the time between Az and El pulses the same, which only occurs
in the guidance field center.

Reticle Generated Codes. The two main examples of reticle
codes are the FM reticle and the Gray Code reticle, both
shown in Fig. 4.

The FM reticle method employs a reticle with alternating
transparent and opaque segments, which when rotated on axis
in front of the laser effectively creates a fixed modulation
frequency on the receiver of the missile anywhere within the
guidance field. However, the reticle is also nutated within
the guidance field creating a frequency modulated signal at
the missile with greater depth of FM laser modulation at the
center of the guidance field, and the lowest depth at the
edge. When the frequency is synchronously detected with
respect to the nutation angle, missile position relative to
the line of sight is obtained in polar coordinates.

The Gray Code method encodes the laser beam using a
series of reticles of diminishing width and spacing which are
sequentially placed between the laser and the line of sight.
Different areas of the beam are blocked as the reticles
revolve, so the laser is intermittently received at the
missile depending on missile position in the guidance field;
the intermittent pulses are used on the missile to generate a
code of ones and zeroes relating position in the guidance
field. The missile electronics resolves position by
comparing the pulse code to preprogrammed codes on the
missile. This concept is being used to test multiple
beamrider missile guidance, because the reticles can produce
separate missile codes over the entire guidance field, and
maintain a high data rate.

One of the best features of beamrider guidance is that the

missile receiver looks back into friendly territory, providing
excellent countermeasure rejection. It is also relatively

simple technology (particularly on the missile), low cost, target
signature independent (point and shoot), and highly accurate.
However, it is not fire and forget and requires target
illumination, making the gunner more vulnerable to detection and
response by the enemy. These factors are minimized by the low
energy levels associated with laser beamrider transmitters and the
short flight time of supersonic missiles.
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LASER UPDATED GUIDANCE

This method is the newest laser guidance technique and uses a
self-simulating missile that flies a preprogrammed trajectory
towards a target. Position updates are sent using a laser and are
then compared to the nominal trajectory downloaded into the
missile guidance computer before launch.

The testbed for this form of guidance has been a Kinetic
Energy Missile which has a very large, hot plume trackable in a
FLIR. A target is first selected by the gunner and ranged on with
a laser, and the weapon system computer on the launcher calculates
a nominal trajectory for target intercept based on this range and
the known missile characteristics (thrust profile, etc). A laser
guidance field defining the limits of the update range in space is
boresighted to the FLIR as in Fig. 5; the guidance field size can
be varied, but not during flight.

The nominal trajectory is downloaded to the missile and the
missile is fired. The target and missile are differentially
tracked by the FLIR during flight and a vertical and horizontal
difference is calculated. The laser is positioned in the guidance
field at the missile position provided by the FLIR tracker, and
when commanded fires a pulse. The timing of the pulse provides
true missile position relative to the target, based on time of
flight and when the pulse was received. After comparing
anticipated update time to actual pulse time of arrival, a change
in the self-simulation states is made based on the difference (see
Fig. 6). The missile then continues to be guided by this
internal simulation which has now been updated.

This concept is well-suited for kinetic energy missiles,
where a large amount of obscurants from the missile motor would
make direct line of sight guidance difficult. The missile flies
an arched, command-to-intercept type trajectory; however, because
of its self-simulation capability, some loss of missile track
and/or guidance updates can be accommodated for portions of the
flight.

SELECTED LASER GUIDANCE PERFORMANCE FACTORS

QPTICAL ACCURACY

The accuracy associated with laser systems has been proven to
be limited principally by optical diffraction, a small error that
provides extreme overall accuracy for missile guidance. This has
been proven in a number of flight tests over the years. For
example, in the late 1970’'s a series of approximately 15 laser
beamrider guided flights yielded center hits each time through
targets out to at least 3 Km; the average miss difference between
missile impact and where the laser was aimed was less than six
inches.

WAVELENGTH COMPARISON

There are obviously several alternatives to choose from as to
which laser to use for missile guidance. Three have been quite
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well investigated, and their advantages and drawbacks are known.

Gallium Arsenide (GaAs) is a very convenient laser. It is
very small, lightweight, and low cost. 1It’s ease of modulation
and spat®il array configuration make it a very versatile source.
It is generally eyesafe in this use except at very short ranges.
The principal disadvantage is lack of smoke penetration equal to
the FLIR capability.

Neodymium YAG (Nd:YAG) and similar glass and crystal lasers
possess a high peak power, which can somewhat compensate for poor
smoke penetration but not completely. The laser technology is
also mature, but size and complexity are disadvantages. It is
generally not eyesafe in this application.

Carbon Dioxide (CO,) is at present the laser of choice. 1It’s
size, weight, and complexity are between the above two, it is
completely eye safe, and aerosol penetration exceeds the FLIR
performance in all cases. The detectors must be cryogenically
cooled, and while techniques are quite well developed this is a
disadvantage.

Millimeter wave (MMW) is being considered as an alternative
to these lasers in order to achieve even better aerosol
performance, and some weather capability. Disadvantages are
resolution vs. antenna size, target acquisition and track
capability and complexity, and technological maturity. MMW is the
source of choice for the in-house ADKEM system, which will be
further discussed in the system section below.

AEROSOL EFFECTS

Figure 7 shows attenuation curves for some tactical
smokes at different laser wavelengths. Note the very large
attenuation levels achievable. An attempt has been made to
achieve full FLIR compatibility with a GaAs Laser Beamrider.
This was achieved in the phosphor smokes (WP & PWP munitions)
with an excess S/N of 25000:1 above minimum operational.
However, as can be seen from these curves, a FLIR is
essentially undisturbed by large quantities of HC smoke,
while GaAs is seriously degraded with even a small amount.
Thus full compatibility (ability to guide ANYTIME the FLIR
can be used to acquire a target) requires the laser to
operate within same the spectral band as the FLIR.

DETECTABILITY

Figure 8 depicts the off-axis detectability of COo (10.6
microns) and Nd:YAG (1.06 microns) laser wavelengths. The short
wavelength laser detectability is higher by at least a factor of
ten at any given range, so CO, is obviously the better of the two
to avoid enemy detection. However, two targets even several
hundred meters apart will likely both be in the gqunner’s field of
view. Multiple or even rapid target engagement by the gunner
would thus significantly reduce the chances of enemy response even
if laser detection occurred.
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LASER GUIDED SYSTEMS
U.S. DEVELOPMENTAL SYSTEMS

There are several U.S. missile programs currently under
development that plan to employ some type of laser guidance. The
four to be mentioned here are in different stages of development;
two are being developed by the MICOM RD&E Center in-house, while
two are being developed by contractors and managed by project
offices.

The Combined Arms Multipurpose Missile System (CAMMS) is an
in-house program that will use a CO, laser beam projector and
raster scan to guide a missile initially, then use a tv or
infrared seeker for the latter stage of flight. A multi-guided
missile such as this would provide fire and forget capability
under the best conditions, but allow for engagement of longer
range targets or partially obscured targets as well. 1If the
seeker could not accurately lock on to a target, the gunner could
use the beamrider mode to guide the missile until the seeker was
within target detection range. It is noteworthy that the laser
beamrider signals are used to point the seeker to aid in seeker
target lock-on.

The Advanced Kinetic Energy Missile (ADKEM) is another in-
house program, with competing guidance technologies (CO, laser
beamrider and MMW). The missile will consist of a projectile
which will be accelerated to supersonic speeds by a cluster of
booster motors, which will fall away after expenditure. Though
the concept is still in the early stages, several static motor
tests and simulations have already shown that communication
through the missile plume and smoke with a carbon dioxide laser is
possible, providing an accurate, low cost guidance method. A beam
projector and raster scan pattern are the planned guidance
techniques if the laser concept is chosen. The MMW differential
track approach is similarly promising, less affected by smoke, and
has some adverse weather capability.

The Line Of Sight-Forward-Heavy (LOS-F-H) project office has
chosen a CO, laser beamrider system as part of the Forward Area
Air Defense (FAAD) initiative. The concept and technology is the
same as the foreign Air Defense Anti-Tank System (ADATS, described
below) developed by Switzerland in the U.S., but it will be
integrated into a Bradley vehicle for the U.S. Army. LOS-F-H will
use a CO, laser to create a digital position code utilizing phase
shift keying (PSK). The missile will fly non-line of sight in
the initial stages of flight for plume smoke avoidance, then
converge back to a line of sight trajectory until target impact.

The Line Of Sight Anti-Tank (LOSAT) project office has
selected a CO, laser commanded KEM system as its primary
candidate. This system is the one described earlier; if
successful as a guidance technique, it will provide a significant
overmatch to current and future threat armor out to extended
ranges. LOSAT is foreseen as a replacement for the TOW system.

FOREIGN SYSTEMS
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As mentioned, ADATS is a foreign system which has been
purchased by Canada and other countries. It is mounted on a
modified personnel carrier as a dedicated air defense and anti-
tank weapon system.

RBS-70 uses GaAs laser diodes to create an azimuth and
elevation bar scan for missile guidance. It is a ground-launched,
portable air defense weapon system; the gunner’s seat, sights, and
the launcher and guidance system can be rotated 360 degrees by the
gunner to allow full manual track of air targets.

Starstreak is a British supersonic, GaAs laser beamrider air
defense weapon. The missile has a two-stage motor and is shoulder
launched using the first motor, then when the missile has reached
a predetermined safe distance from the gunner the second motor
accelerates it beyond Mach 1. The first motor is dropped after
expenditure for reduced drag. The gunner continues to sight the
laser on the target until missile impact.
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FIGURE 1: SEMI-ACTIVE LASER GUIDANCE
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FIGURE 2: LASER BEAMRIDER GUIDANCE
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Measuring Radar Cross Section
Using a CW Track-While-Scan Radar

Will D Caraway III"
Research, Development and
Engineering Center
Redstone Arsenal, Al

ABSTRACT

Fielded radar systems offer a realistic means of measuring
an airframe's radar cross section (RCS) and the effects of RCS
reduction attempts. This paper presents a method for performing
these measurements using a CW Track-While-Scan radar. RCS
measurements of a target with a known cross section are presented
to establish error boundaries.

INTRODUCTION

Most airframes currently in use undergo extensive flight
testing before their actual production begins. These flight
tests are generally conducted on well instrumented test ranges
equipped with a wide variety of instrumentation and threat
simulation radars. This paper presents a method for calculating
an airframe's radar cross section based on the detection data
normally collected by the range radars during these tests. This
allows the realistic evaluation of an airframe's RCS during its
flight tests without the added time and expense of using an RCS
measurement facility. In addition, this method can be used to
measure the change in RCS that occurs when an airframe is
modified, provided similar data exists for the original
configuration.

During a 1985 tracking test, a technique was developed for
estimating the RCS of a target from detection data collected by
the Track-While-Scan Quiet Radar (QR) [1]). The QR is an
exploratory development, short range, air defense radar capable
of performing both track and search functions. As the number of
tracking tests involving the QR grew, the technique was refined,
generalized and implemented in modularized software. In its
present form, the technique is an extremely flexible tool capable
of being used with almost any well characterized radar.

This paper describes the basic theory behind the use of
detection data for calculating a target's RCS and its specific
application to the QR. A discussion on the issues involved in
applying this technique to another radar is also provided.
Finally, data collected with the QR on a static target of known
cross section is provided to establish a minimum error boundary.
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RADAR CROSS SECTION COMPUTATIONAL METHOD

The basic equation from which to calculate RCS is *he radar
range equation: [2]
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Solving Eq. 1 for RCS yields:

3RSKTB-NF-L (S
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Those readers accustomed to using RCS measurement systems may be
more familiar with Eqg. 2 in the following form:

o= (4m)3RéP,

(3)
P56

where P, = power received at the antenna.

While this form of the equation is preferable for RCS work, most
radars, including the QR, do not measure the received power at
the antenna but rather the signal to noise ratio at the output of
their signal processor, necessitating the use of Eg. 2. At first
glance, Eq. 2 seems to provide a relatively simple and accurate
means for calculating target RCS; however, several of the
parameters can be difficult to quantify, injecting a proportional
amount of inaccuracy into the result.
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The parameters in Eq. 2 can be divided into two distinct
classes: those parameters independent of target returns and
parameters dependent on target returns. Target independent
parameters include P, Gy, Gy A, (4m)3, KTB, and NF and are all
dependent on the radar in question. For the QR, these values
have been well quantified by MICOM or Hughes Aircraft Co., the
QR's manufacturer. Target dependent parameters are R, S/N, and L
and are determined from the radar's detection data. Up to now, L
(losses) has been treated as one unknown; however, in practice,
it is made up of several unknowns. The determination of L is
generally the most challenging aspect of the problem and the one
most prone to error. In addition, the formulation of L is
usually unique to the radar. The components of L for the QR are
shown in Eq. 4.

L(in dB's) = Lgg + Lyg + Lgpg + Ly, + Ly (4)

where Ihm
Looe

Ligpe
PA
AL

range cell straddle loss,
doppler filter straddle loss,
beam pointing loss in elevation,
beam pointing loss in azimuth,
calibration determined losses.

The beam pointing losses will reduce the parameters G, and G,
which are fixed to represent maximum antenna gains, and the
processing losses, Ly and Lﬁs,‘w1ll reduce the processing gain
for the speed and range of the target. The L., term accounts for
any bias found when calibrating the algorithm against a target of
known RCS. This could result from unusual atmospheric conditions
on the day of the test, aging degrading the target independent
radar parameters, etc.

Since the target independent parameters are constants or
previously determined quantities, the determination of a target's
RCS is contingent upon accurately estimating the target dependent
parameters. Range and S/N can, in general, be obtained directly
from the radar detection reports. The various loss components
are then calculated from differing combinations of detection
reports and, if necessary, high accuracy target position data.
The target position data is needed to calculate beam pointing
losses for radars such as the QR that have no way of determining
where in their beam the target is located. This is not the case
for all radars. For instance, a staring, monopulse system would
be able to determine where in its beam the target is located, and
its reports should have sufficient information to calculate beam
pointing losses without need of position data. This information
is then processed and stored in a separate loss table for each
track so that the RCS at each detection in the track can be
calculated. For the interested reader, the specifics of the
calculation of L for the QR are presented below.
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Once the loss table for a track is complete, an RCS table
can be calculated from it. For ease of calculation and
convenience, RCS is usually calculated in dB's since most of the
parameters are conventionally in dB's. In addition, Eq. 2 (in dB .
format) can be rearranged into the following form:

0 (dBsm) =L, + —-f] + C (3)

where L, = 40LOG,(R) + Ly, + Ly, + Lb?ipe+ Lowe + L%L

sum of target dependent parameters
S/N = signal to noise for current detection

C = 301log(4=®) + KTBNF -~ P - Gp - G, - 201log(A)

sum of target independent parameters
= 177.6 dB for the QR

These RCS tables can then be analyzed as appropriate to determine
either absolute RCS or difference RCS.

Eq. 5 can easily be applied to any standard radar. First,
the quantities that compose C would need to be accurately
determined so that C can be recalculated. Then, the equation for
L, may need toc be adjusted for any differences in the radar's
loss mechanisms. Finally, if absolute RCS measurements will be
made, the RCS of a target of known RCS needs to be measured in

order to determine Lea .

QR LOSS CALCULATION
Range Cell Straddling Loss [1]

The QR is a CW radar and uses bi-phase codes to resolve
range. A 31-bit maximal length code is implemented using two
code repetition frequencies (CRF) providing thirty-one identical
range cells, numbered 1 through 31. The range cell spacing is
62.5 and 59.4 meters for CRF1l and CRF2, respectively. As a
result of the range cell spacing, the maximum unambiguous range
for CRF1 and CRF2 is 1937.5 and 1840.6 m. The two CRFs are
combined to extend the QR's maximum unambiguous range to 36.8 km.

The range cell straddling loss is determined by using a
range cell interpolation algorithm. The data required by the
algorithm is the detection range cell amplitude along with the
highest adjacent filter amplitude. The difference in the
amplitudes, in dB's, is determined by subtracting the adjacent
amplitude from the detection amplitude. As can be seen in Fig.
1, this difference defines a unique point in the two range cells.
This difference is then used as the interpolation point on a
difference vs straddling loss table; a graph of which is shown in
Fig. 2.
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Doppler Filter Straddling Loss

The QR performs doppler processing via a digital Mgv@ng
Target Indicator (MTI), for clutter rejection, and 32 digital
doppler filters providing inbound and outbound velocity
determination [2]. Generally, doppler filter straddling loss for
the QR is calculated using a method virtually identical to the
one described above for range cell straddling loss. Sometimes
though, a target will not have sufficient airspeed to make this
possible. For instance, a helicopter's average speed is §5 n/s,
but the center of the QR's first doppler filter is approximately
75 m/s. Consequently, instead of appearing in the main lobes of
two same sign, adjacent filters, the target appears in the main
lobe of filter + or - 1 and the first sidelobe of the other. As
can be seen from Fig. 3, small changes in the amplitude
difference yield large changes in doppler frequency, and
therefore doppler loss, for targets in this portion of the
filters. This problem makes this technique too unstable to use
to calculate doppler loss for low radial velocity targets.

The solution to this problem is to determine the target's
doppler frequency from time tagged positional data. This
requires calculating the velocity vector of the target,
extracting its radial component relative to the QR, converting
this component into frequency, and determining the doppler loss
from a table based on normalized frequency. Reference radar data
is generally used to calculate the target's velocity vector since
their higher data rate makes it fairly simple to calculate a new
velocity vector for each QR detection. The radial component of
the velocity vector can then be found by forming the dot product
of the velocity vector and the QR unit pointing vector. Finally,
the normalized frequencies are calculated by converting the
radial component into frequency and dividing by each pulse
repetition frequency (PRF). The complete mathematical
development of this method is shown below.

P. Given: Target positions i and
Y == _ i-x w.r.t. QR in (X,Y,2)
v P coordinates
el
Q
GR "
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XI-XJ'X-R Yl-Y Z-Z
t,-t

Velocity Vector Ve 2% e 2
Y Ci-Cix t;-¢;

QR Pointing Vector 0= XX+ Y,y + 2,z

Unit Pointing Vector [

Radial Component V: V-7
X (X=X ) + Y (Y=Y, ) + 2,(2,-2,,)

tyx: + Yi + Z}

Doppler Frequency £ 2V,

£y
Normalized Frequency £, = PRE

where the PRFs are 81494 and 77419 Hz and are related to the CRFs
by multiplying by 31.

Beam Pointing Losses (1]

The QR uses a rectangular phased array antenna with
electronic steering in elevation and azimuth scanning by
mechanical rotation. 1Its radiation pattern is very closely
approximated by the following equation:

G(6,,8,) = G(8,)G(8,)
where G(Be,ﬁa) = the radiation pattern as a function of
elevation and azimuth
G(6,) = the elevation principle plane radiation
pattern
G(6,) = the azimuth principle plane radiation
pattern.

As indicated by the above equation, the radiation pattern can be
sevarated into the elevation and azimuth principle plane
patterns. Thus, the beam pointing losses can be determined
independently for both elevation and azimuth. A Taylor
illumination function is employed to produce the principle plane
patterns in both elevation and azimuth.
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Elevation Pointing Loss [1]

To determine either an elevation or azimuth pointing loss,
the exact position of a detected target is required. Elevation
"truth " data must be obtained from a reference radar with
accuracy significantly greater than .25 deg. Using this data and
the elevation of the detection beam's center during a target
detection, an elevation offset with respect to the beam's center
is determined. This offset is then used as the index into the
elevation loss lookup table to find the elevation pointing loss.
A plot of the elevation offset versus pointing loss is shown in
Fig. 4. This plot was generated from the elevation loss lookup
table. Note, Fig. 4 is normalized with respect to beam numbers
and can be used for all beam positions. The following equation
relates beam numbers to elevation angles:

6
BN=2 gfsin(ﬁr—lo .3)
where BN = beam number
f = freguency in Hz
d = element spacing = .0174 m
c = speed of light
6, = elevation angle of the target.

Azimuth Pointing Losses

Azimuth pointing losses are determined using exactly the
same method as is used for elevation with one minor difference.
The azimuth pointing error is calculated in degrees. Fig. 5 is a
plot of azimuth offset versus pointing loss and was generated
from the azimuth loss lookup table.

Calibration Determined Losses

It is rarely possible to account for all the losses and
system aging effects associated with a radar: therefore, it is
important to calibrate Eq. 5 when attempting to perform absolute
RCS measurements. In the case where RCS differences are being
tested, this calibration is unnecessary since these losses will
affect each target equally and will be nulled out in the
comparison. For the QR, this calibration is performed using a
stationary target of known RCS located at a surveyed point. A
statistically large sample of data is collected and the target's
average RCS is calculated using Eq. 5 with L, =0. This average
is then compared to the target's known RCS and L., is set to the
difference.
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ERROR ANALYSIS

The results from Eg. 5 are expected to vary because of two
uncontrollable phenomenon: the unpredictable nature of complex
target returns (category 1) and the variation in radar operating
characteristics (category 2). The measurement variation caused
by category 1 effects are the result of actual variations in a
target's RCS and should not be counted as errors; however, the
variation caused by category 2 effects are the result of errors
in determining the target dependent and independent parameters
and should be counted as errors. Determining the amount of
variation caused by these random events would be a very
complicated task since each target return received by the QR is
affected by many parameters within these two categories. For
instance, in the first category, target scintillation and aspect
variation could cause significant fluctuation in a target's RCS;
and the characteristics of these fluctuations are target
dependent. RCS variation due to these variables should not be
included in defining an error for Eq. 5. On the other hand,
varying radar parameters, such as antenna beam pointing loss,
doppler and range filter straddling loss, signal-to-noise ratio
(S/N), multi-path, and equipment instability, contribute to some
variation in the RCS results; and these parameters are considered
responsible for the error associated with Egq. 5. The processes
to determine losses and S/Ns are implemented as accurately as
possible; but as with all estimated phenomenon, some error must
exist. These category 2 parameters contribute some variation
(error) to the results of Eq. 5; but as mentioned before,
determining the amount of variation due to category 2 gquantities
is extremely complex in the presence of the category 1
quantities.

An additional complication is the filter rolloff associated
with doppler and range filter losses. As can be seen from Fig. 2
and 3, any corruption of the filter amplitudes used to calculate
losses will corrupt the loss calculation. In addition, the
degraderion will not be uniform. Targets in the center of a
filter, where the response is flatter, will experience less
degradation than targets beyond the filter knee, where the
response is changing rapidly. Also, returns with low S/N ratios,
where small noise changes may produce significant amplitude
corruption, will be less reliable than returns with high S/N
ratios, where small noise changes produce little amplitude
corruption. Clearly, the worst possible case would be a target
well into the filter rolloff region with a low S/N ratio, and the
best case would be a target centered in the filter response with
a high S/N ratio. Further complicating the situation is the fact
that over the course of a test most moving targets will appear in
a wide variety of filter locations at varying S/N ratios.
Consequently, while the error for a single measurement could be
calculated, determining the error for an entire test would be
extremely complex.
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As an achievable alternative, a method has been derived to
estimate the error associated with Eq. 5 by determining the RCS
of a stationary target with constant RCS. A target of this type
exhibits no category 1 phenomenon in its RCS results, so the
variation caused by the category 2 parameters can be directly
observed:; however, the error derived for Eq. 5 will only be valid
for stationary, non-complex targets. Using this approach, a
minimum error bound can be established (for various situations),
and a small error will verify the validity of the approach.

A stationary target with known RCS was placed at four
locations and detection data was collected with the QR. The S/N
ratios for three of the sights were set to 20 dB, and the fourth
was set to 16 dB. RCS estimates were generated for the
calibrated target using Equation (5) with L.,=0. The mean and
standard deviation of the RCS data was then calculated for each
site. The difference between the mean and theoretical RCS was
-2.5 dBsm for the 20 dB S/N sites and -4 dBsm for the 16 dB S/N
site; therefore, a -2.5 dBsm bias for the 20 dB S/N sites and a
-4 dBsm bias for the 16 dB S/N sites was defined as being present
in the RCS data. They could be removed by adding 2.5 or 4 dBsm
to the corresponding RCS results generated by Equation (5). The
standard deviation of the four sites ranged from about 1.7 to 2.9
dBsm. The 1ar§est of these, approximately 3 dBsm, would be
chosen as a conservative estimate of the error. Thus, the
minimum error associated with Eq. 5 for measuring the RCS of a
target would be 3 dBsm.

The standard deviation of the RCS data was used to represent
the error associated with Eq. 5, because the RCS measurements
were considered independent and Gaussian distributed.
Independence was assumed because RCS estimates were determined
from detection data that was collected on a beam to beam basis.
Two measurements were made for each beam, one for CRF1l and one
for CRF2, which would be correlated if one assumes a Swirling
case 1 target; however, the category 2 parameters mentioned above
were independent, so the RCS values varied enough between CRFs to
safely assume independence between these measurements also. The
RCS data was also assumed to be Gaussian distributed when
properly normalized. The logarithmic results from Egq. 5 were
shown to fit a log-normal distribution without having to
normalize the magnitude of the data with respect to the mean and
standard deviation, so the error was approximated in these units.
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In summary, an error analysis was performed to validate the
procedures used to estimate RCS. A worst case error of 3 dBsm
was associated with Eq. 5 when measuring the RCS of a stationary
target with constant RCS. The magnitude of this error indicated
the methodology described earlier is sound, and the QR produced
fairly accurate results for a system of its complexity. 1In
addition, a marked increase in accuracy was noted for high S/N
ratio returns. Also, it was noted that a ~2.5 or -4 dBsm bias
was present in the RCS data, and it could be removed by adding an
equal amount to the respective RCS results generated by Eq. 5.

CONCLUSION

In this paper, a method for determining an airframe’s RCS
from the radar detection data collected during its flight tests
has been presented. The solution methodology for a generic radar
has been formulated with the methodology for the QR being
provided as a specific example. In addition, data collected with
the QR on a static target of known RCS has been presented to
validate the methodology and demonstrate the performance of the
QR.
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THE DEVELOPMENT AND APPLICATION OF AUTOMATIC TARGET
CUEING TECHNOLOGY FOR MAN-IN-THE-LOOP FIRE CONTROL SYSTEMS

Traci K. Malone and Pat H. McIngvale
AMSMI-RD-GC~-C

ABSTRACT

The Control Systems Group, Guidance and Control (G&C)
Directorate has been actively involved in the development of
image processing techniques and hardware for automatic
target cueing applicable to man-in-the-loop fire control
systems. This effort has included development of a video
data base, development of processing algorithms and
implementation of the algorithms in prototype hardware. A
major result of this program was the development of a
brassboard automatic target cuer applicable to a FOG-M or
unmanned aerial vehicle. This cuer processes video from the
imaging sensor and produces cues around those objects that
have a high probability of being targets. The operator
makes the final decision of whether it is a target. This
prototype cuer has been evaluated in a series of field and
lab experiments at MICOM and White Sands Missile Range
(WSMR). Although the design goals have not yet been
achieved, the results are encouraging and planned system
improvements are expected to allow achieving these goals.

INTRODUCTION

application of man-in-the-loop fire control systems is the
efficient, fast, and accurate acquisition of targets. The
procblem is compounded because the use of wide field-of-view
sensors (necessary for midcourse guidance and to achieve a
large search area) results in tank or helicopter targets
subtending a very small angle when viewed a reasonable
distance from the sensor. A missile technology program has
been evaluating techniques and developing real-time,
prototype hardware to demonstrate an automatic target cuer
that can assist a system operator in locating these elusive
targets.

. One of the major challenges to be overcome in the

The prototype target cuer was developed under a
cooperative venture with Loral Defense Systems Division.
The actual hardware, development, and much of the evaluation
of the algorithms and processing techniques that defined the
hardware were performed by Loral. The Control Systems Group
had a very strong in-house effort in algorithm development
and evaluation which contributed significantly to the cuer
design. Some of the processing techniques were first
developed/evaluated at MICOM and then given to the
contractor for modification and implementation in hardware
for real-time operation.
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The target cuer was developed using a very limited set
of recorded video data. 1In order to fully evaluate the
potential of the cuer, it was subjected to more realistic
testing during the Non-Line-of-Sight (NLOS) missile Initial
Operational Evaluation (IOE) Captive Carry Test (CCT). The
cuer was taken to WSMR in January-March 1989 and field
tested as a side experiment during the NLOS CCT. Although
the cuer performance was considered reasonably good, there
was considerable room for improvement in the area of false
alarms. LORAL developed and installed a series of shape
screening algorithms that were intended to reject false
targets without adversely impacting the classification of
actual targets. The modified cuer was reevaluated in the
laboratory using the same video data base as used before.
The results of thfie valuations were documented in MICOM
technical reports 2 This paper will generally describe
the cuer process, hardware implementation, test and
evaluation techniques, and results collacted to date.

DESCRIPTION OF THE AUTOMATIC TARGET CUER

The automatig target cuer design and operation has been
well documented ) but a brief summary of its operation
will be given here. The cuer uses knowa parameters
(altitude, field of view, and lock-down angle) to calculate
an estimate of range from the sensor to the ground at
various places in the video image. This, in turn, allows
using size as a discriminant. Thus, the operation of the
automatic target cuer requires both the video to be searched
and dynamic sensor parameters as just described.

Figure 1 is a block diagram of the improved automatic
cuer discussed in this paper. 1Input video (to the cuer) is
first digitized to six bits with an automatic gain control
to obtain maximum dynamic range. The object detection
process uses a modified contrast box with local adaptive
thresholding. The adaptive thresholding is utilized to help
overcome problems with low contrast (as caused by objects in
a shadowed area, for example). Object detection scans the
entire image and determines the locations of objects of
about the right size and having a relative contrast
exceeding a pre-set threshold. The locations and
approximate sizes of the objects are passed to the object
segmentation process. This process seeks to find the best
outline of the objects. Two different segmentation
processes can be used depending upon the object’s size. For
objects of 12 pixels or less in area, a segmentation process
based on intensity data is used. Larger targets are
segmented based upon gradient data. After the best outline
of an object has been determined, gradient phase data is
checked to determine if the object is the proper shape.
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The object outline is next passed to the feature
extraction process. This process uses intensity, gradient,
and contrast box data, along with size data to determine a
series of features and screeners that provide maximum
discrimination of targets from non-targets. Following this
is the optical flow stage which serves as both a smoothing
filter and a screener. This stage screens non-targets by
requiring that a valid target be contained in at least 3 of
5 consecutive video fields and that it have a consistent
feature set between images. This acts to smooth out
problems in the object detection and segmentation stages. A
modified Kalman filter is used to extract the velocity and
positional information used to predict future locations of
objects. Those objects passing this stage go to the
classifier. The classifier examines the same parameters
measured in the feature extractor (but uses more rigid
threshold values) to make a final determination of whether
an object is a target or not. 1In the total cuer software
section (segmentation through classification), there are 140
screeners which typically screen out twenty or mere false
alarms per image. The persistence filter performs temporal
smoothing to help reduce false alarms while helping
eliminate occasional target detection dropouts. It does
this by requiring that an object must have been classified a
certain number of times in its recent past in order for it
to be cued/highlighted. Once an object has been detected
and highlighted, the feedback feature increases its
constancy of being cued by reducing the severity of its
screeners. These potential targets are then highlighted on
the output video in real-time.

An example of cuer output video is illustrated in
Figure 2. The cuer correctly cues the 2 helicopter targets
located at the right and upper middle screen. The lower
left cued object is a shadow in the terrain which is
incorrectly cued (i.e., a false alarm).

In the field evaluation of the cuer, it was found that
the false alarm rate was excessive. In an attempt to remedy
this, a series of 8 shape screening algorithms were added to
the "feature extractlon" block of Figure 1. The basic idea
behind the screeners was to find those shape related
features that were not expected to be part of an actual
target and eliminate objects containing them. For example,
filter 2 (Box Filter) eliminates those rectangular objects
that have square corners since neither helicopters nor tanks
have such a characteristic. Although the reasoning behind
some of the other filters is more obscure, Loral designed
them to screen out those features which their research
showed to be characteristic of false targets.
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Figure 2. Example of cuer output.

NON-LINE-OF~-SIGHT CAPTIVE CARRY TEST DESCRIPTION

The NLOS CCT series was conducted to evaluate the
ability of military operators to acquire targets under a
variety of conditions. The test was implemented by carrying
the NLOS seeker and related processing in a twin engine,
propeller driven aircraft that could be flown at an airspeed
approximating the normal velocity of the NLOS missile. A
radio frequency data link was used to send video information
to the gunner’s station from the aircraft and to send
control information back to the aircraft/seeker. The design
of the cuer is such that it is intended to utilize certain
data from the weapon or fire control system with which it is
operated. This data (consisting of seeker altitude, down-
look angle, and field of view (FOV)), was available in the
gunner’s station and therefore accessible to the cuer.
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The raw seeker video (with encoded parameters contained
on the audio channels) and the cuer output video (the video
images with the highlights around potential targets) were
both recorded during the CCT. The cuer video was used to
evaluate its performance during these tests. The raw video
was used to create a video data base which was used to
evaluate the cuer after the shape screeners were added and
will also be used for testing future improvements.

Because of the search technique employed, most test
runs (or vectors) had a series of disconnected segments of
video of 3 to 6 seconds duration. Some of the segments
contain targets and some do not. Therefore, the test data
was screened to determine which video was appropriate for
evaluating the cuer. Video segments chosen as good test
data had to meet the following criteria. It must contain at
least one target (between 4 and 80 pixels in size) in its
FOV for at least one second. Also, the cuer must be
receiving parameters during the evaluation segment (an
indicator on the video gave this information). If cuer
parameters were withheld for any reason until after the
target entered the FOV, the timing started when the
parameters became available. The video data base thus
created consisted of ?6 selected runs and is documented in a
MICOM letter report(?).

EVALUATION PROCEDURE

After selecting the test data from all the video
collected during the NLOS CCT, the cuer’s performance was
evaluated. When considered from a fundamental viewpoint,
the most significant measures of performance for a target
cuer are: how many real targets did it cue, how many real
targets did it fail to cue, and how many false targets did
it cue? These were the basic questions that the data
analysis attempted to answer. As the evaluation evolved,
additional questions were raised and some discussion will be
given to those.

The evaluation process was as follows. First, all data
analysis was performed by an analyst viewing the cuer output
video on the monitor many times. Some of the test segments
contained multiple targets so this data was collected for
all targets in each video segment. For a cued object to be
considered a false target it had to be cued for at least one
second. Each false target was only counted once per
repetition even if the cueing "box" blinked on and off
several times during the time interval of the repetition.
Also, it was noticed that some of the helicopters presented
an extremely low contrast to the eye, so the contrast was
calculated for several of the images by measuring the pixel
gray levels at the target and background. The contrast was
then calculated as:

ct =1 - Pt/Pb Where Pt = target pixel value
Pb = background value

The above information was measured for each run and
documented in raw data tables.
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After the addition of the shape screener algorithms, the
cuer was reevaluated in the laboratory using the previously
described video data base and evaluation techniques.

EVALUATION RESULTS

The information from the raw data tables of the first
evaluation (without shape screeners) can be summarized as
follows:

Correctly Cufd Targets = 63.3%
False Alarms~ = 7.7 per repetition or .66 per second

While the correctly cued target ratio was less than
expected (63% instead of the predicted 85%), it was the
false alarm rate that was of most concern. It was expected
(from the process simulations with the limited data base)
that a false alarm rate of one per scene would be
experienced. Instead, an average of more than 7 false
alarms per test repetition was measured. Of course, the
repetitions lasted for a period of 2 to 40 seconds which
gave a long time for false alarms to be triggered (they only
had to last approximately one second to be scored a false
alarm). For this reason the number of false alarms per
second may be a more descriptive meas - re of this parameter.
At any rate, the results of the firs =2valuation led to the
development and installation of the shape screener
algorithms in an attempt to improve false target rejection
without adversely impacting the classification of actual
targets.

There are several other points that need to be
considered before the results of the shape screener
evaluation are discussed. The first of these is target to
background contrast. Obviously an object in a video image
must have some contrast with the background to be detectable
by any means (human eye or digital processing). There is a
wide band of contrast that may be required based on the
process to be followed. The automatic target cuer has a
dynamic gain control that attempts to compensate for such
occurrences as targets located in large shadowed areas. The
cuer does not have a means of enhancing the contrast where
the target and background both present the same (or nearly
the same) gray level in the video signal. A situation like
this occurred during the CCT when a faded olive drab (OD)
helicopter (which actually appeared to be a light tan color)
used for some of the tests was flown over a background of
predominantly light colored soil. Nine runs were recorded
with this helicopter and background. Three of these were
cued although it appears that the shadow rather than the
helicopter itself was cued on one of these. The contrast
values for the normal olive drab and the faded or tan
helicopter from these runs are presented in Table I along
with whether the targets were cued.

lthe false alarms were counted only during the test time
when a valid target was in the FOV.

163




TABLE I. Contrast For Normal .and Faded Helicopters

RUN OD TARGET "FADED" TGT CUED
# CONTRAST CONTRAST

7 40% 12% YES/NO
9 53% ~0 - 27% YES/NO
11 50% 0 ~ 24% YES/YES
12 47% 43% YES/YES
18 50% 7% YES/NO
75 53% 18% YES/NO
76 52% 5% YES/NO
77 59% 7% YES/NO
79 52% 10% YES/YES

In run #9, the faded target so closely matched the
color of the background that no contrast could be measured
for most of the run; however, the contrast increased
considerably near tihe end. The same situation occurred on
run 11 and is attributed to the fact that the color of the
helicopter only matched the color of certain portions of the
background and when it flew over other background areas, the
contrast increased. 1In the cases where the contrast was
reported as approximately 0, the target could be detected
only because it was moving when viewed in the dynamic video.
Therefore, the contrast was recorded as approximately 0. In
the other cases, the contrast was high enough to be measured
but, as seen above, it was consistently much lower than the
normal olive drab helicopters (except for run 12 where the
contrast of both helicopters was nearly the same). Note
that in runs 11 and 12 where the “faded" helicopter was
cued, their contrasts were some of the higher values
measured. In run 11, cueing did not occur until the
contrast reached the 24% level. 1In run 75, the olive drab
helicopter is visible and was correctly cued. The faded
helicopter, which is extremely difficult to spot, was never
cued.

Of the three runs where the "faded" target was cued,
one appeared to actually be cueing the helicopter’s shadow
(run 79). In addition, there were two other cases (runs 4
and 5) where the cuer located the normal helicopter’s shadow
but failed to locate the actual target. At first, this was
considered to be a false target (with the actual target
missed) and was scored accordingly. However, upon
reflection it appeared that this was not the proper way to
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handle that occurrence. First, consider what a false target
is and what its effect on the weapon system operation is.
Obviously, a false target is an object which is not a target
but which is marked as if it were. 1Its effect is to obscure
the real target or to confuse the operator’s search for the
actual target. However, in the case of the helicopter’s
shadow, the situation does not often fit the false target
scenario. Usually the shadow will be located close to the
helicopter, particularly at reasonably long ranges.
Therefore, if the operator’s attention is directed to the
helicopter’s shadow, it is very likely he will also see the
actual helicopter, particularly if there is any movement.

As mentioned earlier, this was the only way to locate one of
the tan helicopters.

Thus, it does not seem unreasonable to consider a cued
shadow of a target as a correctly cued target when the two
are located close together. Since the human operator is the
final decision maker (real versus false target) it is very
likely that finding the target’s shadow is essentially the
same as finding the target. Therefore, in some cases, the
cued shadows of the targets were considered as correctly
cued targets. If this rationale is unacceptable to some,
the correctly cued targets on these three runs can be
deleted which will slightly lower the success ratio of the
cuer (by about 1%).

The evaluation of the cuer performance after shape
screener modification provided the following results:

Correctly Cued Targets = 53.6%
False Alarms = 4.5 per repetition or .39 per second

The target classification performance was degraded some (as
expected) by achieving better false target rejection. Wwhen
compared with the results of the original evaluation, the
false alarms were reduced by 41% while the amount of
correctly cued targets was reduced by 15%. This indicates
that the process is at least going in the right direction.
The "cost" of reducing false targets is .37% reduction in
correctly cued targets for each percent reduction in false
targets/second.
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CONCLUSION

This paper has described the automatic target cuer
developed under a missile technology program. It has
documented the cuer’s performance during two phases of its
development. The overall performance of the cuer in the
original field tests was not as good as had previously been
predicted in simulations during process development. The
major objection was the relatively high false alarm rate
although the actual correct target classification was less
than hoped for. The addition of the shape screeners were
successful in reducing the false alarms significantly but
the correct target classification was also reduced (although
not as much as the false alarms). Unfortunately, it was
known in advance that the likelihood of achieving
significant false target reduction without some reduction in
actual target classification was low. This is because of
the small size of the targets and the type discriminants
being used (essentially contrast and size with optical flow
measurements between fields of video). On the positive
side, it must be recognized that the addition of the shape
screeners was a low cost, simple addition to the basic
process which gives reasonably good results.

The shape screener addition to the automatic target
cuer was but a single step to improve the performance based
on the results of actual field testing in a realistic
environment. Additional research is already in process.
Some of the CCT data indicates that the fields of view
likely to be utilized may allow cueing on larger targets
than originally expected.. The current cuer was designed to
operate with targets that are between 4 and 64 pixels in
size. If the fields of view are such that "typical" targets
are larger than this, then the additional information
available for the larger targets can be utilized to provide
more accurate discrimination. An extensive re-evaluation of
the screeners (including the shape screeners) has been
conducted with the result that the weightings (and possibly
the operation) of these screeners is being optimized. The
primary research effort at this time is to develop the
ability to detect motion. The emphasis is to enable the
cuer to detect an object’s motion with respect to its
background as well as rotor motion from helicopter blades.
An approach based on optical fggw determination techniques
proposed by Horn and Schunck is showing considerable
promise in simulation and the design of hardware for real
time implementation should begin later this year. As
indicated in the discussion on contrast, it is frequently
possible to detect motion where there is essentially no
measurable contrast between the target and background. As
additional improvements are added to the processing, the
cuer will be evaluated using the same captive carry video as
used in the reported experiments.
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ABSTRACT

This paper describes the Army Missile Command's dual-mode guidance, auton-
omous Lock-On-After-Launch (LOAL) Testbed Facility which resides in the
Research, Development, and Engineering Laboratory's Guidance and Control
Directorate. This real-time Hardware-In-The Loop (HWIL) Facility was developed
to aid in the test and evaluation of low-cost dual—-mode guidance mechanizations
that are being considered for future weapon systems. The primary quantitative
output of the LOAL Testbed Facility is probability of successful completion of
in-flight handover from an inertial midcourse to a terminal seeker. A detailed
description of the Facility mechanization is presented and results of verifi-
cation tests to date are summarized.

INTRODUCTION

The ability to LOAL is vital for modern Army missile systems when vertical
launch, defilade, excessive target range, remotely tracked targets, and other
conditions prevent terminal seeker lock-on before launch. Figure 1 shows a
cartoon depicting one such dual mode application; that of a remotely launched
air defense missile that employs an inertial midcourse flyout to some
"acquisition basket" where an autonomous handover to the onboard terminal
seeker is attempted. Once a successful, timely handover has occurred, some
form of terminal homing guidance can be applied to achieve the desired final
miss. The particular inertial flyout mode shown in Figure 1 utilizes an on-
board computer and an inertial package to perform strapdown navigation for
missile position; thereby removing the requirement for missile track by the
ground sensor. Target state estimates are maintained in the missile computer
by a target predictor periodically updated via uplink of the ground sensor
track data. Onboard knowledge of missile and target states allows midcourse
guidance to be performed, range to go to be estimated, and, when combined with
missile angular information from the inertial components, where to command the
seeker to point in order to acquire the target.

Efforts under the Guidance and Control Directorate's 6.2 Technology Line
Item RG-3 have developed the analysis and evaluation tools required to design
LOAL guidance concepts such as those shown in Figure 1, quantify hardware
performance requirements for specific applications, implement breadboard
mechanizations, and perform HWIL test and evaluation for simulation validation
and laboratory demonstration. Although the simulation and design tools are
applicable to any LOAL requirement, the supporting LOAL Testbed Facility
presented in this paper is presently constructed to focus HWIL testing on
low-cost small field-of-view (FOV) non-imaging infrared (IR) terminal seekers
and medium accuracy strapdown inertial components.
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FACILITY CONCEPT

The real—time HWIL evaluation of various missile hardware components such
as IR seekers, inertial packages, and flight computer mechanizations to deter-
mine their effect on the handover process is the primary application of the
LOAL Facility. This scheme utilizes the probability of successful handover
as the evaluation criteria for the candidate hardware components being tested.
Figure 2 shows the requirements for a successful acquisition to occur. As can
be seen from the figure, both missile and turget uncertainties contribute to
the seeker look—-angle error at handover and these values must be sufficiently
small so the target is contained within the seeker FOV.

In order to realistically measure acquisition probability, the LOAL Test-
bed Facility simulates the launch, midcourse flyout, and handover phases of a
dual mode guided missile. Successful terminal homing is assumed if the hand-
over is achieved within the time allowed for transition and is, therefore,
not simulated. An estimate of probability of handover is obtained by running
a set of simulated flyouts; with noisy, uplinked ground sensor target track
data being the independent input variable, then dividing the number of success-
ful in-flight handovers by the total number of runs.

The Facility is also used to perform open loop evaluation of the indivi-
dual hardware components, such as determination of strapdown navigation accur-
acy with various gyros, and test results are used to validate the supporting
all-digital six degree-of-freedom (6-DOF) Monte-Carlo inertial mid-course LOAL
trade studies simulation.

FACILITY DESCRIPTION
OVERVIEW

The LOAL testbed facility counsists of the major subsystems shown in Figure
3. The computer systems involved are located in one room, with the Moving
Taget Simulator (MTS) and Carco flight motion table located in an adjacent
room. The figure illustrates how these components are functionally configured
into a flexible, modular HWIL simulation system. The missile dynamics, in-
cluding autopilot and actuator models, are simulated in real-time on a special
purpose AD-10 high speed digital processor being hosted by a VAX 11/780 digi-
tal computer. True target motion is modeled on the AD-10 to provide the data
needed for intercept geometry calculations and MTS drive signals, while missile
angular motions calculated by the AD-10 are used to drive the Carco table
upon which the IR seeker and inertial measurement unit (IMU) hardware being
tested are mounted. The ground control station, made up of a PDP 11/73
digital computer, performs the missile initialization and launch command fire
control functions, simulates the ground sensor target track and uplink func-
tions, and performs data logging and post processing on all the simulation
data collected by the other computer. The final computer in the Facility is
an in-house built flight computer (FC) breadboard constructed of two INTEL
86/14 processors and associated supporting software development, 1/0, and
power supply equipment. The FC utilizes either simulated or actual 3-axis
missile angular rate data from the IMU being tested and simulated 3-axis
missile translational acceleration data from the AD-10 simulation to perform
strapdown inertial navigation for missile position and angles. This computer
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also performs target estimation between target state uplinks, then utilizes
this missile and target data to calculate autopilot angular rate feedback
signals and midcourse guidance acceleration commands which are sent to the
AD-10 missile simulation. Finally, the FC determines when to begin the in-
flight handover and generates seeker pointing and scanning precession commands
which are output to the seeker hardware being tested.

TARGET GENERATION

The MTS is resident in the LOAL Fa-ility to provide the proper dynamic
missile/target line-of-sight geometric relationships to the seeker hardware
during the handover phase of testing. The MTS is shown schematically in
Figure 4. The target source is an IR temperature controlled black body
coupled with a collimator to permit representation of a target focused at
infinity. The collimation is accomplished by a ten—inch off-axis parabolic
mirror and a beam director. The beam director utilizes precision closed loop
position servos to rotate a flat 14" diameter pointing mirror in azimuth and
elevation to present a moving point source target to the seeker hardware being
tested. The beam director mirror gimbal order is illustrated in the figure.
The mirror is mounted on the elevation servo. The mirror/elevation servo is,
in turn, mounted on the azimuth servo, all of which is then mounted on the
transverse linear servo. The AD-10 real-time simulator generates azimuth
angle, elevation angle, and translation position commands to position the MTS
optics such that the collimated target beam intersects the seeker receiving
optics from the desired angular orientation. The installed MTS is shown
interfaced with the Carco flight motion table in Figure 5, with specific per-
formance characteristics as given in Table l.

FLIGHT MOTION SIMULATOR

A CARCO Model S-450 3-axis flight simulator is utilized in the LOAL
Facility to provide simulated missile motion to the IR seeker and IMU hard-
ware being evaluated. Under the present setup, missile roll stabilization
is assumed and no roll gimbal is used. This electronically controlled,
hydraulically driven fixture is shown in Figure 6 with representative seeker
and IMU hardware mounted. Specific performance characteristics for the Carco
simulator are given in Table 2.

FACILITY INTERFACE STRUCTURE

The functional operation of the Facility is shown in Figure 7. Inertial
data from either the multisensor IMU (MIMU) or the AD-10 is transmitted to the
FC at 100 Hz. Using this data, the FC calculates missile attitudes at 100 Hz
and missile position and velocity at 20 Hz. The FC receives target state
updates from the ground control station every 1.33 seconds which it uses to
update its 10 Hz target predictor. The missiel to target position and velo-
city vectors are then calculated at 20 Hz with the latest missile and target
position information. These vectors are then used by the FC together with the
proper missile attitudes to compute the missile guidance commands at 20 Hz.
They are then sent to the AD-10. The FC also computes seeker precession com-
mands at 50 Hz using seeker feedback angles in conjunction with the missile
and tarsget data.
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Using the guidance commands from the FC, the AD-10 simulates the missile
dynamics and stabilization with a 2.5 ms integration step size and a 2d order
Adams-Bashforth integration scheme. Actual missile attitudes are generated
at 400 Hz. Also, at 400 Hz, appropriate commands for the Carco table are .
calculated and output that will allow the Carco table to subject the seeker
and MIMU to the acrual missile attitudes. The Ad-10 also calculates commands
necessary to properly position and orient the MTS every 2.5 ms so that an
accurate presentation of the simulated target is produced.

FACILITY ALIGNMENT

The Carco flight table, MTS (including each of the individual mirrors
within the MTS), and the seeker hardware being tested needs to be aligned
to the same boresight. A procedure has been developed that performs this
alignment to within .05 degrees.

LOAL FACILITY VERIFICATION

Proper operation of the LOAL Facility was verified by comparisons with an
existing, well checked-out, 6-DOF simulation program. There were definite
differences between the HWIL simulation and the 6-DOF and as many of these as
possible were incorporated into a special version of the 6-DOF for comparison/
verification purposes. Some differences could not be accounted for, however,
such as the AD~10's 16-bit resolution limitation. The verification of the
HWIL simulation was done in sections so that any differences found could be
attributed to particular causes.

NAVIGATION SOFTWARE VERIFICATION

The navigation portion of the HWIL FC code was verified by running the .
6-DOF reference simulation to obtain true inertial information which was then
stored in a table for use as input to the HWIL FC. Navigated positions calcu-
lated at 47 seconds into the flight were then compared between the HWIL FC
and 6-DOF as shown in Section A of Table 3. The interface between the AD-10
and the FC was then verified by using the same inertial data previously used,
but instead of the FC reading the data from a table in memory, it read the
data from the AD-10. Navigated position results were again compared (see
Section B of Table 3). Latency in the prototype FC was reduced by utilizing
trigometric look-up tables and reducing the guidance update rate from 20 Hz
to 16.67 Hz. Comparison of the FC navigation results with the trig look-ups
and quidance update reduction were made with the 6-DOF and results were docu-
mented in Sections C and D respectively of Table 3. Finally, Section E of
Table 3 lists the 6—-DOF versus HWIL simulation comparisons with all the FC
errors included.

AD-10 SOFTWARE VERIFICATION

The missile positions calculated by the AD-10 were verified by storing the
guidance acceleration commands generated by the 6-DOF into a file and feeding
them to the AD-10 in place of the ones generated by the FC. The actual missile
positions calculated by the AD-10 were then compared to those calculated by
the 6-DOF as presented in Table 4. The reasons these values do not match
exactly were attributed to the 16-bit resolution limitation of the AD-10 and
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to the fact the AD-10 did not generate the inertial information the same as
the 6-DOF (they were not generated the same because of the 16-bit resolution
limitation) and therefore, would not produce identical guidance acceleration
commands. The results were considered to be as close to the 6-D.F as was
posible with the AD-10.

GUIDANCE SOFTWARE VERIFICATION

The next step in the validation process was to integrate the FC and AD-10
to perform closed loop guidance and compare actual navigation error with the
6-DOF. This was done and the results given in Table 5. Section A of Table 5
shows the results running in nonreal-time with no FC latency optimizations
included. Section B is with the FC latency optimizations included and Section
C is with the FC latency optimizations and the simulation run in real-time.
The navigation error shown in Section C equates to about a 0.6 degree pointing
error at 3 km.

SEEKER SEARCH AND ACQUISITION SOFTWARE VERIFICATION

The seeker software verification was a two part effort. The FC code that
generates the seeker scan and is responsible for converting the seeker pointing
and scan requirements into precession commands was checked out first using a
seeker emulator. The emulator's outputs were compared to seeker feedbacks
output by the 6-DOF. Once these matched, then the emulator was replaced by
the actual seeker and its outputs compared to the 6-DOF. Figure 8 displays
seeker scan patterns from the 6-DOF and the HWIL for a typical seeker scan
about missile boresight with no pointing required.

TEST RESULTS

DEMONSTRATION HARDWARE DESCRIPTICN

The dual-mode guidance LOAL Testbed Facility is designed to allow closed
loop, real-time HWIL evaluation of various IR seeker, inertial angular measure-
ment device, and flight computer hardware that has been configured to provide
inflight handover from inertial midcourse to IR seeker terminal homing. A set
of laboratory demonstration hardware has been configured that allows checkout
of the LOAL Testbed. The demo hardware set is composed of the following
individual stand—alone components:

Seeker - The seeker used for the LOAL Testbed demonstration is a CHAPARRAL
ANDAW-1B IR seeker that has been extensively modified to have a pointing and
scanning capability under computer control. Figure 9 shows this seeker mounted
on the Carco flight table. The seeker's scan capability effectively increases
its FOV from approximately 1.3 degrees radius to 4.8 degrees radius. During a
LOAL Testbed HWIL run, the seeker is mounted on the Carco flight table and
will be exposed to simulated missile angular motions. It will remain in a
non-scanning, but pointed mode until it reaches the allowable acquisition
range of the particular scenario being run. Then it will begin scanning and
pointing, using commands sent from the FC at a 50 Hz rate. The seeker sends
an acquisition/nonacquisition signal back to the FC, also at 50 Hz. Table 6
provides the seeker's performance characteristics.
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Inertial Device - A Singer—-Kearfott MIMU has been made available to the
LCAL Testbed Facility for demonstration and evaluation. This solid state,
strapdown inertial package is representative of the low cost, medium accuracy
performance required in a short-to-medium range dual-mode air defense applica-
tion. The MIMU is installed onto the Carco flight motion simulator table as
shown in Figure 9. 1t will sense pitch and yaw angular rates during HWIL
operation and send them to the FC at 100 Hz. It also supplies the master
clock sync to the AD-10.

Flight Computer - As described earlier, the LOAL Testbed Facility demo
FC hardware is an in-house built breadboard constructed of two INTEL £6/14
processors and associated supporting software development, 1/0, and power
supply equipment (see Figure 10). Major tasks performed are inertial naviga-
tion, target estimation, guidance, and seeker pointing.

DEMONSTRATION TEST SETUP

The LOAL Testbed Facility's closed loop, real-time HWIL performance was
evaluated by exercising the demonstration seeker and flight computer hardware
through three simulation flight sets, with each set consisting of 25 individual
simulation runs. Each successive flight set was designed to expose the hard-
ware being tested to increasingly difficult scenarios. This was accomplished
by first reducing the allowable missile-to-target acquisition range from 4 km
to 3 km, then increasing the radar noise in the target state updates for the
3 km case. These parameters were first modified in the 6-DOF simulation
program and reference simulation runs were then generated. The target update
files which were generated by the 6-DOF during these runs were saved tc be
used in the HWIL simulation. The radar noise was increased in the third run
set by decreasing the radar power paramenter in the 6-DOF. Table 7 details
the parameter values used to run each of the 3 flight sets. All other para-
meters remained the same for the three flight sets. Selected key parameters
are listed in Table 8.

TEST RESULTS

The test results for the demo HWIL flight sets were recorded as acquis-
tions or nonacquisitions and were compared to identically computed outputs of
the 6-DOF. The performance of the simulation was related to its ability to
match the 6-DOF results. The summary results of the three flight tests are
given in Table 9. An example of the individual run comparisons for Flight
Run Set #2 is given in Table 10. Look angle error values are given for each
flight at 42.2 seconds and can be used as a measure of how well the HWIL
simulation is correlating with the 6-DOF. Detailed plots in both pitch and
yaw for total look angle error and also of target positjon, predicted target
position, navigation error, and seeker feedback for runs #1 and #6 of Flight
Run Set #2 are presented in Figures 11 and 12 respectively.
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TEST CONCLUSIONS

Based on the percentages of acquisitions/nonacquisitions that the HWIL
facility matched the 6-DOF, and the corresponding general agreement of look
angle error values, it was concluded that the HWIL facility is sufficiently
robust to effectively evaluate candidate seeker hardware using simulated
inertial data.

Aging and outdated hardware are major contributors to the errors encoun-
tered by the LOAL facility. The modified CHAPARRAL seeker has been undergoing
severe HWIL testing for several years and its performance reliability is
marginal at best. Seekers that would be brought in for evaluation would hope-
fully be less utilized.

The LOAL Testbed Facility itself is comprised of hardware components that
are aging and have reached or surpassed their useful limit. New equipment has
already been ordered and is in some cases being incorporated into the facility.

The AD-10 computer is the main component that is currently being phased
out of the facility. Although a powerful machine, the AD-10 poses restric-
tions such as 16-bit resolution that impede the simulation's accuracy and
performance. A modern microprocessor-based real-time controller driven by a
50 MHz Clipper chip is in the process of replacing the AD-10 computer. Better
data resolution and easier programming of simulation modifications or new
airframe models are examples of why the new real-time controller will be an
excellent improvement to the facility.

An effort is also being made to replace the current FC with a new 386
based Intel 520 multi-bus Il system. The additional speed of the Intel 520
will eliminate any latency that is present in the current flight computer and
will simplify the two processor configuration currently required to perform
1/0 and calculations simultaneously.

An automated matrix I/0 and operations control system is also being
installed into the LOAL Testbed Facility. This will enable potential users
to bring in their own test equipment and diagnostic tools and easily interface
them to existing equipment.
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Figure 11. LOAL Testbed Run #1, Set #2.
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TABLE 1.

AR CHARA R ICS:
* SOURCE WAVELENGTH ~
* TEMPERATURE RANCE -~

* IMAGE -

LINE OF SIGHT {(LOS) MOTION CAPABILITIES:

* TARGET LOS ANGLES SUPPORTED
* STATIC POSITION ACCURACY

* DYNAMIC POSITION ACCURACY

¢ ANCULAR RATE CAPABILITIES

* ANCULAR ACCELERATION
CAPABILITIES

TABLE 2.

MAXIMUM ACCELERATION
MAXIMUM VELOCITY
DISPLACEMENT
FREQUENCY RESPONSE, 90 DEG.
REPEATABILITY

POSITION ACCURACY

MAXIMUM DRIFT (ONE HOUR)

LOAL INERTIA

POSITION SCALE FACTOR

IR BLACK BODY RADIATION
0 TO 950 DEGREES CELSIUS

POINT SOURCE FOCUSED AT INFINITY

Moving Target Simulator (MTS) Performance Data

AZIMUTH ELEVATION
(+/-) 26.5 DEG. (+/-) 9.5 DEG.
(+/-) ©.01 DEG. (+/-) 0.01 DEG.
< 0.1 DEG. < 0.1 DEG.

HANGOFF AT 20
DEG./SEC. LOS
RATE

120 DEG./SEC.

1200 DEG./SEC.Z2

HANGOFF AT 20
DEG./SEC. LOS
RATE

90. DEG./SEC.

900 DEG./SEC.3

Load

YAW AXIS

25,000 DEG./SEC.
250 DEG./SEC.
(+/-) 45 DEG.

23 HZ

(+/-) 0.005 DEG.
(+/-) 0.053 DEG.
(+/-) 0.01 DEG.

S in—lb—sec.2

1.0 DEG./VOLT
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Flight Motion Simulator Performance Data
With 5.0 lb-in-sec.?

PITCH AXIS

12,000 DEG./SEC.
200 DEG./SEC.
(+/-) 120 DEG.
12.8 HZ
(+/-) 0.005 DEG.
(+/-) 0.053 DEG.
(+/-) 0.01 DEG.
S in—lb—sec.2

1.0 DEG./VOLT

2




TABLE 3. Navigation Position Comparisons

AXTS h-DOF(fe) FC(ft) DIFFERERCE(f¢)
A FC TavLle Lookup Test Comparison
X -78002.4 -78002.4 0.0
Y 32,423 -32.4242 0.0011
z -3620.81 -3620.81 0.0
s Al-lu L FC lntoertace Cumparison
ITHOuL A -7206002 o
b} -7 .123) -32.425 0.002
4 -3020.81 -3620.08 0.0
. YO Ti g, Look-up Compar 1non
X =/8002 . 4 -78002 /]
Y 32 423 -39.569 7.146
. [(YEPA VI ¥ -3621.5 0.7
0 Yool Govdanes Commantl Louop Comparison
) Janr e -~ - 77986 -16
K 2.5, -30.90y -1.515%
SLuLLD . Hl ~3622.3 1.5
1 3 POLAL UM L NAVISATTON oL TTION ERKOR
. - 7%00C2 .1 -774985 -15
A\ K R KRN REYS | $.526
« AT R - B -3823.1 2.3
TABLE 4. Actual Missile Position Comparisons
AT O LOE LYY AD-.0(f) DIFFERENCE(Z¢C)
AD- 1V Cuidance Command Lookup Tes'. Comparison
X -780%u.4 -77976 -82
Y -38.3923 -58.534 20.202
Y4 ~36%3.10 -3593.4 -59.8
TABLE 5. Navigation Error Comparison
B Conater ) HW{L(fv) DIFFERENCE(Lt)
A Navigoilron krror Comparison with No FC Errors
X Y%L . 0 -38 -18
3 ey 51.339 -57.308
RN 7.1 -25.3
L Novigotion Lirol Lumbatazon with PO Errors
¥ Hu L -54 -2
Y -5.9592 57.167 -63.136
2 -32.13% -5.1 ~-27.3
C. Navigatiun Error Cumparison with FC Errors and Latency
X -56.0 -80 24
Y -5.9692 50.417 -64.386
Z -32.35 $1.7 -84.1
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TABLE 6. IR Scanning Seeker Performance Data

INSTANTANEOUS FIELD-OF-VIEW (FOV) 1.3 DEG. RADIUS

STATIC POSITIONING ACCURACY (+/~) 0.10 DEG.

WITHIN 10 DEG. RADIUS ENVELOPE
SCANNING MODES CONICAL, SPIRAD
MAXIMUM SLEW RATE (VECTOR SUM) 18 DEG./SEC.
MAXIMUM EFFECTIVE SCAN FOV 4.8 DEG. RADIUS
SCAN TIME (SPIRAL 18 DEG./SEC.) 2.86 SEC.

MAXIMOM POINTING ANGLE 30 DEG.

TABLE 7. Simulation Run Set Parameters

RUN SET NO. ACQUISITION RANGE RADAR POWER
1 4000m 192d8
2 3000m 192dB
3 3000m 180d8

TABLE 8. Selected Key Simulation Parameters

Tacget Range 25 k=
Target Altitude 1 km
Target Velocity Stationary
MTS source temperature 77 C
Seeker command gain 43
Seeker command scale factor .01953
Guidance loop frequency 16.67 Hz
Seeker gimbal limits 225°
Flight table limits - pitch +30°
Flignt table limits - yaw 225°

FC delta & scale factor .045

FC cclta V scale factor (X) 10

FC delta V scale factor (Y,2) 4.5

TABLE 9. LOAL Testhbed Facility Preliminary Results

HWIL/6-DOF
Correlation (X)

Run Set ¢ X Acquisitions

6-DOF HVWIL

b4 88 a8 92
2 72 64 76
3 48 16 68
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E

VRO WNM

TARGET
ACQUIRED
$-DOF  HWIL
YES YES
YES YES
YES YES
NO NO
YES YES
NO NO
YES YES
YES YES
YES NO
YES YES
YES NO
YES NO
YES NO
NO NO
YES YES
NO NO
YES YES
YES YES
YES YES
NO NO
YES NO
YES NO
NO NO
YES NO
NO NO

TABLE 10. Run Set #2 Test Results
ACQUISITION LOOK ANGLE (LA) DELTA LA
IIME (sec.) ERROR 042.28ec, (deq,) ERROR (deq,)
&-DOF HYIL $=DOF HWIL
43.835  43.093 2.661 2.911 0.250
43.885 ¢ 953 0.398 0.572 0.174
44.035  44.304 1.660 1.409 0.251
- — 2.980 2.639 0.341
45.310 44.884 2.637 3.117 0.480
— —_— 1.069 1.035 0.034
43.885  43.944 0.037 0.122 0.085
44.245  45.033 0.886 1.035 0.149
43.885 — 3.771 4.006 0.235
43.885 44.003 1.302 1.298 0.004
45.125 — 2.297 2.242 0.055
44.455 - - -— -—
45.275 _— 3.756 3.647 0.109
— _ 1.163 1.215 0.052
45.030 44.463 1.943 1.884 0.059
43.985 44.113 2.313 2.012 0.301
43.795  44.014 1.966 1.773 0.193
44.665 44.733 2.261 2.009 0.252
- — 2.627 2.311 0.316
45.120 —_ 4.528 4.155 0.373
45.360 — 0.056 0.275 0.219
- _— 0.527 0.603 0.076
45.040 _— 0.048 0.306 0.258
— —_ 2.691 2.788 0.097
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WINDING AND ENVIRONMENTAL TESTING
OF
POLARIZATION-MAINTAINING FIBERS

Paul B. Ruffin
US Army Missile Command, RD&E Center
ATTN: AMSMI-RD-GC-L
Redstone Arsenal, Alabama 35898-5254

ABSTRACT

Wwinding and environmental effects on the state of
polarization in optical fibers designed for Fiber Optic
Gyroscopes (FOG) are addressed in this paper. An
experimental setup for the measurement of the degradation of
the state of polarization in polarization-maintaining (PM)
fibers under external stresses (caused by small bends,
lateral pressures and temperature changes) is discussed. An
analytical fiber pack stress model, developed under the Fiber
Optic Guided Missile (FOG-M) Inertial Operational Evaluation
(IOE) program, is utilized in the development of novel
winding techniques required to reduce the environmental
effects caused by winding tensions, temperature and
vibration. An arc fusion splice model, developed for high
strength splicing under the FOG-M program, is also utilized
in the development of techniques for coupling the fiber optic
sensor coil to the fiber pigtail of the integrated optic
chip. Some preliminary results from laboratory experiments
conducted to evaluate the performance of commercially
available PM fibers under realistic environmental conditions,
in particular the wound coil configuration, are presented.
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1. INTRODUCTION

The Fiber Optic Gyroscope (FOG) is emerging as a rugged,
solid state device. Recent progress in the development of
integrated optic components for the device suggests that the
FOG is most likely to achieve a clear cost advantage and a
significant weight, power, and size advantage over the
corresponding conventional gyroscopes [1]. Present efforts
in the development of integrated optic components for
increased performance at reduced dimensions include the
development efforts, to fully integrate the optics (phase/
frequency shifters, polarizers, beam splitters/directional
couplers, modulators, single mode fiber optic guides/pigtails
laser sources and detectors) onto a single chip to achieve a
reliable low drift FOG of reduced dimensions [1,2,3].

It has been reported that the birefringence state of the
fiber and integrated optic components for FOG can be altered
in adverse environments, thus causing polarization state
instabilities and optical losses [4]. The birefringence
changes due to increased radial pressures and small radius
bending can be significant [5,6]. Little has been reported
on the problems associated with the winding of rate sensor
coils that possess reduced environmental sensitivities and
the demonstration of stable, low-loss fiber-to-fiber
connections between the fiber pigtails and the fiber sensor
coils.

The stresses that contribute to birefringence changes in
polarization-maintaining (PM) fibers, that are wound under
tension for FOG sensor coils, are investigated in this paper.
The mechanisms that cause drift, noise and scale factor
changes that limit the sensitivity and accuracy of the FOG
are given prime consideration. The unique problems
associated with the winding of PM fibers for FOG applications
are discussed in the next section. The fiber optics and
integrated optics measurement and test laboratory is
discussed in the next section. A set of experiments for
investigating the performance of PM fibers, fiber optic
coils, and integrated-optic components under realistic
environments is presented. A summary is given in the last
section.
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2. FIBER OPTIC COIL WINDING

The Guidance and Control Directorate brings a unique
capability .o the development of fiber and integrated optic
components for the FOG. The Inertial Systems Development
Group has gained more than seven (7) years experience in
winding very small optical filaments/waveguides for the Fiber
Optic Guided Missile (FOG-M) program. A picture of the fiber
winding system is shown in Figure 1.

We have done extensive studies [7,8] on the subject of
winding multiple layers of optical fibers, with crossover
sites throughout the pack, for fiber optic payout systems.
Lessons learned on winding of very small fibers on the Fiber
Optic Guided Missile (FOG-M) program are applied to the FOG
application. The bending (with tension) of the fiber, which
cannot be avoided in the small fiber-optic coil, fiber
crossovers in the presence of lateral pressures due to
multiple layer winding, and temperature changes can
introduce microbends and stresses in wound optical fiber and
cause mode coupling. Coupling of the HE-vertical mode to the
HE-horizontal mode, or vice versa, can cause fading of the
detected signal and ultimately noise and drift in the FOG.
Therefore, special winding techniques are required for the
production of fiber optic rotation rate sensor coils for
reduced sensitivity to environments,

Efforts are presently underway to modify the existing
fiber winding system, which uses precision sensors and drives
under computer control, to provide for more accurate tension
control. A subsystem, unique to FOG coils, is presently
being designed that will reduce the fiber optic coil's
sensitivity to temperature and thermal gradients. An
analytical fiber pack mechanics model, developed under the
FOG-M program, is being utilized to optimize the winding
parameters for the fiber optic coil.
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3. ENVIRONMENTAL TESTING AND INTEGRATED OPTICS TECHNOLOGY

The G. & C. Directorate has been designing, developing
and testing inertial systems and components for many years.
The available equipment instrumentation include: Contraves
Rate Table (0-1000 Deg/s), Thermotron Environmental Chamber
(125 to 375 F), Contraves Indexing Table, MB Vibration Table
(Random vibration, Sinusoidal vibration and Shock [up to
10g's, frequency range 5-3000 Hz]), etc. The tremendous
progress in integrated optic components for the FOG has
created a new thrust in the Inertial Systems Development
Group.

A fiber/integrated optic component measurement and test
laboratory is presently being developed to evaluate and test
integrated optic components for the FOG. Several
commercially available polarization-maintaining (PM) fibers
are presently being evaluated. Schematics of the state-of-
the~art PM fibers are shown in Figure 2. Geometry-induced
and stress-induced birefringent fibers are prime candidates
for optical fiber gyroscopes.

A set of experiments has been devised to ascertain some
quantitative data on the effect of external stresses on the
birefringence and state of polarization stability in PM
fibers. A schematic of an experimental apparatus for the
measurement of state of polarization, extinction ratio, and
polarization-holding parameter is shown in Figure 3. Optical
radiation from the source is linearly polarized and focused
onto the end of the test via a microscope objective. The
fiber output is collimated before encountering a polarized
beam splitter cube that splits the single beam into two
orthogonal polarized beams that are detected along two
directions. The first and second half-wave plates are
adjusted until the detected signal is at a minimum in one
direction. Known stresses are applied to the PM fibers in
various orientations to determine the environmental effects.
Schematic representation of the approaches for applying
periodic and random bends, uniform transverse pressure (with
and without twist), randomtransverse pressure, and small
radius bends (with and without tension) are illustrated in
Figure 4.
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Finally, an Arc Fusion Splicing Model, developed under
the FOG-M program is presently being modified to evaluate the
mode propagation characteristics of the PM fibers. A
Fujikura Arc Fusion Splicer is also being utilized to
investigate low loss coupling in the fiber-to-fiber pigtail
fusion splice and the effects of azimuthal misalignment on
fiber coupling losses.

4. SUMMARY

A brief overview has been given of the Fiber Optic
Gyroscope (FOG) activities that are presently being conducted
at MICOM. A set of experiments has been designed to evaluate
the performance of PM fibers, fiber optic sensor coils, and
integrated optic components for FOG. Some preliminary
results from these experiments have verified that pure
tension and bending ( > 1 inch-radii) does not have a
significant effect on polarization degradation. However,
temperature changes have a notable affect on the polarization
state. The results from an extended matrix of experiments
will be presented at a later date. The results of these
efforts provide useful information required for designing PM
fibers and integrated optic components for the FOG.

5. ACKNOWLEDGEMENTS

The author wishes to acknowledge the technical
assistance and helpful consultation received from
Dr. C. C. Sung. The author would like to thank
Mr. Mark Smith for technical support in setting up the
experimental apparatus. The assistance provided by
Ms. Monica Jefferson in performing the extinction ratio
measurements is greatly appreciated. Fiber samples for
testing were provided by Corning Glass Works, AT&T, York
Technologies, Andrew Corporation, and 3-M.

195




6. References

1. G. Pavlath, R. Carroll, G. Adams, J. L. Page, R. Swarts
and D. Courtney, Fiber Optic Gyro Development, Paper
presented at the DoD Fiber Optic Conference, McLean, VA,
20-23 March 1990.

2. V. Ramaswamy, R. H. Stolen, M. D. Divino and W. Pliebel,
Applied Optics, 18, 4080, (1979).

3. A. Ourmazd, M. P. Varnham, R. D. Birch and D. N. Payne,
Optical Waveguide Sciences, Martinus Nijhoff Publishers,
Boston, MA, p. 87-90 (1983).

4. Ezekiel, S. and Arditty, H. J., Fiber-Optic Rotation
Sensors and Related Technologies, Springer-Verlag Berlin
Heidelberg New York, p. 65-68, (1982).

5. Ulrich, R., and Rashleigh, S. C., Opt. Lett., 5, 354-356
(1980).

6. Ulrich, R., and Rashleigh, S. C., IEEE J. Quantum
Electron., QE-18, 2032-2039, (1982).

7. Ruffin, P. B. and Sung, C. C., SPIE Proceedings,
vol. 776, Metrology of Optoelectronic Systems (1987).

8. Ruffin, P. B. and Sung, C. C., SPIE Proceedings, Vol. 842,

Fiber Optics Reliability: Benign and Adverse Environments
(1987).

196




waupRIL

Ty Tens
— RPN
NPT
Webnugne
sesern H
oo v yenn, rmsy
~ tucobta
sy
\uuu-c .
N P Mg
H B asmmay
tnbne
wnine
] vean
wale

s
Comryres) -

2

! Lta
wcate
wntne

Figure 1. Fiber Winding System

coet

UPICAL SIRISSID
QADONG

M DUPRESSID

QUADNG
@

u@
FICIANGULAR STRLSSED
CQUADONG

HUPICAL CORE D SRAPID INLPRCAL COR(

Figure 2. Schematics of State-of-the-Art PM Fibers

197




Polarzer Polanizaton

2 Butk-10-Fiber Maimaining FderioBuk 121X Polarized
Plate Coupter Fiber Coupler  Plate Beam Spifier
Cube

Figure 3. Experimcntal Apparatus for Measuring Extinction
Ratio and the State cf Pnlarization

Py
/ l/?,’-,-‘\“\\
/ i3y,
Ey WbV,
R \\','//
/ A S==Z
[ <

NN,

AN AN

SO

@),
H- §é§m

Wﬁ FIBER

AN

Figure 4. Schematic Representation of External Stresses
Used in the Experiments

198 I




CONTROL SYSTEMS DEVELOPMENT

Mark D. Dixon, Roger P. Berry, and Stephen C. Cayson
U.S. Army Missile Research, Development, and Engineering Center
Redstone Arsenal, AL

ABSTRACT

The objective of the Control Systems Development program is to explore
control technologies which support the development of missile actuation sys-
tems to meet the needs of current and future missile weapon systems. Current
emphasis in missile system development is to increase the missile energy effi-
ciency (ratio of energy delivered on the target to launch weight) in order to
defeat advanced armor systems. Flexibility in launch and flight modes are
required to provide the capability to launch these missiles from various plat-
forms including armored vehicles, aircraft, and personnel. These system level
requirements result in a need for control subsystems which are capable of pro-
viding effective control over a wide range of flight regimes including velo-
city up to Mach 6. Simultaneous to this need for increased performance is the
conflicting requirement to decrease size, weight, and cost. This paper will
discuss significant recent accomplishments in the Control Systems Development
program including development and evaluation of a Dual Rate pneumatic actua-
tor, a low cost, light weight Trolon pneumatic actuator, and the most recent
work in developing a multi-mode control system for a hypervelocity guided mis-
sile. The discussion of the multi-mode control system development will illus-
trate the trade-offs between control system size, complexity, and performance.

INTRODUCTION

The objective of the Control Systems Development program is to explore
technologies which support the development of missile control actuation sys-
tems (CAS) to meet the needs of current and future missile weapon systems de-
velopment. A high priority need in current missile systems development is to
increase the missile energy efficiency, that is the ratio of energy delivered
on the target to launch weight, in order to defeat advanced armor vehicles.
To address this need a program has begun to develop a guided hypervelocity
missile utilizing a solid rod penetrator to defeat both armored vehicles and
aircraft. Also required is flexibility in missile launch and flight modes to
provide the capability to launch these missiles from various weapons platforms
including ground vehicles and aircraft and with 360 degree azimuth coverage.

These system level requirements result in a need for a control subsystem
which is capable of providing effective control over a wide range of flight
regimes including velocity up to Mach 6. Simultaneous to this need for in-
creased performance is the conflicting requirement to decrease the CAS size,
welght, and cost. These are the challenges which the Control Systems Develop-
ment program has undertaken.

This paper will discuss significant recent accomplishments in the Control
Systems Development program. These accomplishments include development and
evaluation of a Dual Rate pneumatic actuator concept which has the potential
to significantly reduce gas storage bottle size without degrading CAS small
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signal performance. Also discussed is the development of a polymer (Torlon)
pneumatic actuator which demonstrated a significant reduction in CAS weight
and cost and finally, the most recent work in developing a multi-mode control
system for the Advanced Kinetic Energy Missile (AdKEM) will be discussed.

DUAL RATE PNEUMATIC ACTUATOR

The Dual Rate pneumatic actuator concept was conceived to tailor an open
center valve actuator's pneumatic power consumption to fit system demand.
This characteristic is particularly valuable to a system such as the Fiber
Optic Guided Missile (FOG-M), because the fins are active during boost, rela-
tively inactive during fly-out, and again active during terminal. 1If the ac-
tuator is tailored to this scenario, the required pneumatic power is minimized.

The Dual Rate pneumatic actuator concept is an open center valve actua-
tor, with the capability to switch from a low vane rate to a high vane rate,
based on position error. A schematic of the Dual Rate actuator design is
shown in Fig. 1. This design uses a typical open center valve in series with
a flow control valve. When the flow control solenoid is unenergized, flow is
directed through the low flow orifice. The flow area of this orifice is suf-
ficiently smaller than the upstream open center valve, such that, flow rate
(vane rate) is controlled by the orifice. Since a single orifice sets the
flow area for the charge and discharge cycles, the charge and discharge vane
rates will differ in accordance with the regulated and control pressures.
When the flow control solenoid is energized, the conical poppet valve opens.
The conical poppet has a flow area which is sufficiently large such that flow
rate 1s controlled by the open center valve's charge and discharge flow areas.
As shown in Fig. 2, the error signal may be used to switch the actuator from
the low to high rate mode.

A prototpye Dual Rate actuator was designed, fabricated, and tested.
Results from testing the Dual Rate pneumatic actuator in the low and high rate
modes are summarized in Table I. Comparing the low and high vane rates, one
would expect a three fold difference in gas consumption, however it may be
noted that only a 20% reduction in gas consumption was measured. To determine
the cause for this unexpected behavior, the gas dynamics of the low rate mode
was investigated. Analysis, combined with the experimental data shown in Fig.
3 revealed the cause.

Consider the fact that stored gas is only consumed during the charge
cycle. The measured gas consumption is the flow rate during the charge cycle,
averaged over the period of the pulse width modulation (PWM) frequency. Now,
the rate of gas consumption during the charge cycle is determined by the pres-
sure difference across the inlet valve and the inlet valve's flow area. Note
from Fig. 3 that the pressure difference across the inlet valve is initially
significant and exponentially approaches a small value as the intermediate
volume is charged. Once this pressure difference becomes small, the rate of
gas consumption will be dictated by the low flow orifice area and the differ-
ence between the intermediate pressure and control pressure. However, as seen
in Fiz. 3, the time required for the intermediate pressure to reach the supply
pressure exceeds the charge cycle time. Therefore, the average rate of gas
consumption in the low rate mode is driven by the inlet valve flow area,
rather than the low flow orifice area. From this, it is obvious that improve-
ment in gas consumption can be achieved by minimizing the intermediate volume.
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TORLON PNEUMATIC ACTUATOR

The design objective for the Torlon pneumatic actuator was to provide a
low-cost, light-weight pneumatic actuator that meets the performance require-
ments for the FOG-M control actuator. To accomplish this objective, Torlon
4301, a polyamide-imide produced by Amoco Performance Products, Inc., was cho-
sen as the primary component material. Torlon 4301 was chosen because of its
excellent wear resistance qualities, low coefficient of friction, and high
compressive strength. All of these characteristics are important in the
design of actuator components such as pistons, piston chambers, and valve
seats. The high compressive strength property is especially advantageous in
the design of valve seats because the seat must be immune to the cyclic pound-
ing administered by the ball. This results in virtually no increase in ball
travel during operation, thus providing consistent actuator performance as
operation continues. The room temperature tensile strength of Torlon 4301 is
28% less than that of annealed 7075 aluminum, but this strength is provided at
48% less weight. Because of these attributes, a 37% increase in material
strength-to-weight ratio is realized.

The Torlon actuator pictured in Fig. 4 is a closed-center valve pneumatic
actuator that meets the control actuator requirements for FOG-M. All compo-
nents of the actuator, excluding the out;ut shaft, were manufactured using
Torlon 430l1. However, during actuator testing the Torlon crank failed as a
result of decreased strength caused by incorrect machining techniques. The
faulty machining caused the crank to overheat and become brittle upon cooling.
Consequently, a new crank fabricated from aluminum was used to replace the
Torlon crank.

The Torlon actuator, weighing 205 grams (0.45 1b), compares to a weight
of 391 grams (0.86 1b) for the original FOG-M pneumatic actuator made from
aluminum and steel. The Torlon actuator offers this substantial weight reduc-
tion and also meets the performance requirements for FOG-M. It provides equal
hinge moment capability and approximately the same bandwidth as the current
FOG-M pneumatic actuator. A comparison of the closed-loop frequency responses
is shown in Fig. 5.

A cost study was performed to determine the savings realized from fabri-
cating an actuator with Torlon. This study showed that a Torlon actuator
could be manufactured for 75% less than an actuator using conventional mate-
rials. This analysis was based on a production quantity of 200,000 actuators
and assumed that most of the Torlon pieces could be injection molded to toler-
ance, eliminating the need for costly detailed machining work.

HYPERVELOCITY MISSILE CONTROL ACTUATION SYSTEM

The development of a CAS for a hypervelocity missile, such as the AdKem,
illustrates the conflicting requirements for improved CAS performance with
reduced size and weight. The AdKEM is a command to line—of-sight guided,
hypervelocity missile carrying a solid rod penetrator to defeat heavy armor
and airborne threats. The AJKEM, as shown in Fig. 6, is comprised of a 5 cm
(2 in) diameter airframe or centerbody and four discardable solid propellant
boosters. The AdKEM concept is to launch the missile vertically from a ground
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vehicle, orient the missile to a horizontal position, boost to Mach 6, and
then coast to the target using beamrider guidance. With this concept the CAS
must provide control during three distinct flight modes: wvertical launch,
boost, and coast.

As shown in Fig. 7, the AdKEM centerbody CAS includes three pneumatic ac-
tuators operating four control vanes for pitch, yaw, and roll missile control.
During the boost phase these vanes act as jet tabs in the booster plumes and
during coast (after booster separation) the same vanes act as aerodynamic
control surfaces. Control during vertical launch is provided by a discardable
orientation package which uses jet reaction thrusters and is attached to the
rear of the missile. The orientation package thruster valves are also actu-
ated by the centerbody CAS actuators. The AuKEM CAS is truly a multi-mode
control system.

The AdKem CAS mechanical design is strongly driven by the need to mini-
mize centerbody cross sectional area and weight and by the requirement to
operate under the high acceleration and large forces of boost and control at
Mach 6. The CAS dynamic performance is driven by the extremely fast missile
response and resulting high autopilot bandwidth. The CAS performance require-
ments are given in Table II.

The AdKEM actuators must provide large hinge moment and lift force capa-
bilities in a small package size. 1In order to meet the load requirements and
stay within the designated package, it was necessary to overload the output
shaft bearings. A prototype actuator was tested to determine the effect
bearing overload has on actuator performance. The output shaft bearings were
overloaded by 80% of their maximum static load rating and a frequency response
curve was generated. A comparison of the actuator performance before and
afrter the overloaded condition is shown in Fig. 8. As seen in Fig. 8, the
reduction in actuator performance is not significant. Visual inspection after
the series of tests showed no appreciable damage to the output shaft bearings.

Another result of the large hinge moment requirement and small package
size was the necessity to utilize a high supply pressure in order for the
actuators to develop the required output torque. Two cold gases, nitrogen
and helium, were considered for the CAS power supply. Each actuator uses a
solenoid driven ball poppet valve to control the gas flow through the actuator
and the resulting motion of the vane. Each valve contains two orifices to
limit gas flow into and out of the actuator control chamber. The flow control
orifices each consist of a fixed-area orifice and a variable-area orifice
arranged in series. The area of the variable—area orifice is a function of
the ball travel and seat diameter. Typically, the use of nitrogen is advan-
tageous because of its lower cost and lower leakage rates. The advantage of
helium is that a smaller flow area can be used to achieve an equivalent volume
flow rate (vane slew rate). Equating sonic velocity equations shows that 65%
less area is required for a helium valve compared to a nitrogen valve with the
same volume flow rate. This leads to a decrease in solenoid spring force
requirements, resulting in a smaller solenoid package. Because of these
qualities, the use of helium was found to be advantageous over nitrogen for
the AdKEM actuators.
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The thrust required to accelerate the AdKEM and the required maximum
velocity results in the actuators being subjected to axial acceleration loads
approaching 1400 g's and lateral and vertical accelerations orf 50 g's. These
acceleration loads cause the solenoid plunger inertia forces to be a signifi-
cant part of the solenoid force requirements. 1If the solenoid is oriented so
that its centerline is parallel to the missile centerline, a spring force of
70.7 Newtons (15.9 1bf) is required to push the ball off the discharge seat
when the valve chamber is filled with gas at supply pressure. Of this force,
83% is required to overcome the plunger's inertia force. Conversely, when the
solenoid centerline is oriented perpendicular to the missile centerline, as
shown in Fig. 7, the required solenoid spring force drops to 16.5 Newtons (3.7
1bf), of which only 27% is required to overcome the plunger's inertia force.
This simple change in solenoid orientation resulted in solenoid force require-
ments that were much lower and, more importantly, made it possible for a sole-
noid to be designed which would fit into the package space.

The AdKEM pneumatic power supply contains 143.1 cm3 (8.73 in3) of helium
stored at 86.19 kilopascals (12,500 psig). The unit provides an average power
of 84,000 watts (117 horsepower) for a duration of 6.9 seconds. Upon system
activation an electro-explosive piston actuator pierces a burst disk. This
releases the stored gas, which is regulated to 14.48 kilopascals (2,100 psig)
and transferred to the control actuators. In the design process it was ini-
tially suspected that helium, due to its lower compressibility factor, would
result in a smaller bottle volume than nitrogen. Isentropic blowdown analy-
sis, which used the Benedict-Webb-Rubin state equation, revealed that nitrogen
would provide pneumatic power 25% longer than helium, for an equivalent ini-
tial pressure and volume. Investigation into the cause of this revealed that,
due to the higher specific heat ratio of helium, it cooled to a lower temper-
ature during blowdown. This resulted in helium, on the average, having a
higher compressibility factor than nitrogen during the blowdown process.
Therefore, helium was not selected as the working fluid for this reason, but
rather, was selectcd to reduce forces in the actuator valve as discussed
above.

The design requirements for the CAS actuator control electronics are to
achieve adequate CAS bandwidth and stability over the full range of vane
deflections and load conditions. For the AdKEM, the relatively high bandwidth
of the autopilot drives the CAS bandwidth to 30 Hz or better under full load.
Actuator stability is specified somewhat qualitatively in that the CAS should
not exhibit sustained oscillations under any flight condition.

A block diagram for the actuator controller is shown in Fig. 9. Control
of the gas flow is accomplished by pulse width modulating (PWM) the bistate
solenoid ball valve, with the pulse width proportional to the compensated po-
sition error signal. The PWM frequency is ideally selected to be much greater
than the natural frequency of the actuator so that the actuator does not move
in response to the PWM pressure fluctuations but only the average gas flow.
The PWM frequency is limited on the high end by the response time of the sole-
noid. For the AJKEM actuator the natural frequency 1is 150 to 200 Hz and the
solenoid response time is approximately 1.0 millisecond. The PWM frequency
was selected at 250 Hz.
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The compensation element shown in Fig 9 was designed to provide stable
performance of the actuator with no hinge load (worse case). For the AdKEM
actuator, the compensation is a first order lead network with a lead frequency
at 20 to 30 Hz. The actuator controller including the compensation is imple-
mented digitally with a 500 Hz basic update rate. A digitized version of the
compensation element was obtained using the Tustin method with frequency
pre~warping.

The actuator control equations are integrated with the AJKEM navigation,
guidance, and autopilot equations in the on-board flight computer. This com~-
puter is based on the Texas Instruments TMS 320C30 32 bit Digital Signal Pro-
cessor which has floating point math capabilities. A 10 bit A/D converter is
utilized for the actuator position feedback. The pulse width modulation is
implemented in software by comparison of the error signal with a 32 bit timer
to set the pulse duration. The flight computer programming language is "C".

A detailed block diagram of the pneumatic actuator model and controller
is shown in Fig. 10. A derivation of the equations of Fig. 10 is provided in
the Reference. These equations were utilized to develop a detailed digital
simulation of a complete AdKEM CAS (three actuators). The equations were
coded in FORTRAN 77 on a VAX 11/785 computer. The actuator equations of
motion were integrated using a Runge—Kutta routine with a 0.1 millisecond
integration step size. This detailed simulation was utilized to verify per-
formance of the CAS design and was also incorporated into a complete AJKEM
system simulation for autopilot design and missile system performance
evaluation.

Simulation results are shown in Fig. 1l and Fig. 12. A typical step
response of the actuator with no hinge load is provided in Fig. ll. which
illustrates the 1000 deg/sec rate capability of the actuator. Figure 12 shows
the small signal bandwidth for the actuator with the maximum predicted hinge
load of 12 in-1b/deg.

SUMMARY AND CONCLUSIONS

The Control Systems Development program has made significant contribu-
tions in the development of missile control technologies which can meet the
needs of current and future missile weapon system requirements. These contri-
butions include developing and evaluating actuation system concepts for
reducing CAS size, weight, and cost without sacrificing performance. These
concepts include a Dual Rate pneumatic actuator which demonstrated a 20%
reduction in gas consumption and thereby a proportional reduction in power
supply volume and a Torlon actuator which was 48% lighter and could poten-
tially cost 75% less to produce than a conventional metal unit. Finally, the
Control Systems Development program has designed and is currently developing a
multi-mode CAS for the AdKEM. The mechanical packaging and performance of
this unit represents the limits of design and well illustrates the size/
performance trade-offs for a tactical missile.

References:

(1) MICOM Technical Report RG-82-2, "Model For Pneumatic Control Systems",
Gordon D. Welford, August 1982.
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Intermediate Actuator

Figure 4.
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Stall Torque: 2.26 N-m (20 in-1bf)

Vane Travel: - +/- 20°
Aerodynamic Loading:
Control Vane Inertia:

034 N-m/deg

(.30 in-1bf/deg)

67.3(10) "% m?-kg (.23 in?-1bm)

Dual Rate Actuator Performance
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Low Rate High Rate
Vane Rate:
Charge Cycle 205°/s 607°/s
Discharge Cycle 157°/s 516°/s
Frequency Response:
1°© P-P .® Hz @ -3 dB 20 Hz -3 dB
.5 Hz @ -990° 18 Hz -90°
3° p-p .7 Hz @ -3 dB
.4 Hz @ -990°
6° P-P .5 Hz @ -3 dB 20 Hz -3 dB
6 Hz @ -9¢° 20 Hz -90°
Pneumatic Power:
. Consumption
3¢ Hz FDM 92 sce/s (.195 scfm) 103 scc/s .218 scfm)
Bang-Bang 83 scc/e (.177 scfm) 103 sce/s (.218 scfm)
Table I




Stall Torque:

Fin Aerodynamic Loads:
Lift Force

Roo¢ Bending Moment

Missile Acceleration:
Axial
Pitch
Yaw

Static Stiffness:

Vane Travel:

Freguency Hesponse:
Slew Rate:

i1s:

Hystere

&)

Operating Time:

Duty Cycle:

Storage Temperature:

Operating Temperature:

1.6 N-m (94 in-1bg) (min)

934 N (210 1by)
1005 N (226 in-1by)

-150 to +1400 g's

150 g's

150 g's

147 N-m/r (1300 in—lbf/r)

$10° (min)

5@ Hertz with 1° P-P Input
1000 degrees/second (min)

6.065 degrees (max)

7 gseconds (min)

Continucus; 122.5° 10 Hertz
Irput Signal

-40° to +150°F

-40° to +40@°F

Table II

AdKEM Control System Performance Requirements




Microprocessor Technology Utilization Program
(MICROTUP)

Michael C. Pitruzzello ard Amy L. Pedigo
Guidance & Control Directorate
Research, Development, & Engineering Center
Redstone Arsenal, Alabama

Abstract

The basis for this technology program is to demonstrate the utility of
cammercially-produced microprocessor technology for military

applications. Two efforts undertaken in this program are described in
this paper. The first, begun in FY88, was a study to determine the
utility of high speed serial data bus technology for use in military
systems. In order to investigate local Area Network (1AN) technology, a
"mini" FOG-M system was developed. The network consisted of several
prototype military nodes and PCs emulating military nodes in a 10MB/s
serial bus configuration. Several conclusions were derived from research
and demonstration results. Token Passing Bus (IEEE 802.4) provides
deterministic data throughput at high rates, decreases connectors and
cabling, aids system debug, and allows not only data transfer but also
audio and video data transfer. However, current protocols using the token
passing scheme appear to cause delays significant enough to affect real
time systems. This study demonstrates same clear performance advantages
of LAN technology over military systems connected by MIL~-STD-1553 type
technology but also demonstrates same potential pitfalls. The second
effort, begqun in late FY89, investigated processors for a developmental
missile system. Due to space constraints, floating point operation, and
high throughput required, the Texas Instruments TMS 320C30 was chosen.
Prototype missile camputers are now being constructed using the TMS 320C30
and, with associated emulators, the processors will be examined against
requlred performance criteria. Dlgltal Slgnal Processors show significant
promise for military applications requiring large mumbers of repetitive
mathematical operations, on-chip peripherals and on-chip memory. Guidance
and Control Directorate engineers will produce six flight-capable
autopilot camputers to demonstrate the merit of state-of-the-art
cammercial microprocessor technology in military systems. Flight tests
are scheduled to begin in early FY91.
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INTRODUCTION

The microprocessor is less than a quarter century old, but it has
dramatically changed the way the world processes and uses information.
This is just as true in the Department of Defense (DoD) as it is in the
civilian world, for it has long been recognized that information
processing is one of the keys to the development of force multiplying
"smart" weapons. Microprocessors are and will continue to be the
technology of choice for much information processing in the foreseeable
future. The reason is that microprocessor performance continues to
increase tremendously and at reasonable cost (see Figures 1 and 2).
However, DoD does not hold a large share of the microprocessor market, so
in general DoD has little influence on how products are designed and which
are produced. This is especially true in the current environment of
shrinking defense budgets. For this reason, DoD must be content to use
the developments of the cammercial microprocessor world where applicable.

The Guidance and Control Directorate of the US Army Missile Laboratory
has long recognized the importance of microprocessors in missile guidance
systems. To ensure incorporation of the latest technology into
develommental systems, the directorate established the Microprocessor
Technology Utilization Program (MICROTUP). The purpose of this paper is
to describe two of the projects undertaken by MICROTUP. The first
project, dealing with a previous effort using ILocal Area Network (1LAN)
technology, will be discussed briefly. The second project, dealing with
the current MICROTUP effort, is concerned with the development of a
camplete missile flight camputer for the developmental ADKEM missile and
will be covered in more detail. The purpose in discussing two projects is
to show the breadth of the MICROTUP program.

LOCAL AREA NETWORK (IAN) PROJECT

A IAN is typically associated with a cable (usually coaxial or twisted
pair) connecting together many camputers or peripherals and over which the
camputers and peripherals can cammmnicate with one ancther using a bit
serial data stream. A two-conductor cable, which forces the bit serial
method of cammnication, is used to keep wiring costs to a minimum and
reliability of the cable high. Many years ago, the Air Force recognized
the savings in cable weight which could be achieved by using bit serial
cammnications between its avionics boxes. This resulted in the creation
of the MIL~STD~1553 bus. In addition to saving weight, the establishment
of such a bus reduced interface development costs, increased wiring
reliability, and simplified troubleshooting and maintenance procedures to
the Line Replaceable Unit (IRU) level. These desirable characteristics
are as valid today as they were when the 1553 bus was created, but today
IAN technology offers an order of magnitude greater throughput (from 1
Mbit/second to 10 Mbit/second) with no DoD development effort. It is
certain that increased data needs of emerging systems (especially those
utilizing artificial intelligence techniques) will benefit fram the
increased throughput. Indeed, at least one Army system (NLOS) has had to
resort to a second 1553 bus in order to meet its information bandwidth
needs.
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The purpose of the IAN project was to investigate the utility of modern
IANs for use in military systems. To this end, a survey of the IAN market
was made. The intent was to purchase equipment for several of the more
pramising IANs and demonstrate their utility. However, furding
limitations limited the project to one IAN. In order to narrow the field,
the following selection criteria was adopted:

1. The IAN must be nonproprietary and preferably based on an IEEE
standard.

2. Implementation of the physical layer must require no more than
five integrated circuits.

3. The data rate must be at least 10 Mbits/second.

Only two IANs met the selection criteria, that based on the IEEE 802.3
[1] specification (such as Ethernet) and IEEE 802.4 [2] specification
(such as is used in the MAP/TOP specification). At this point, it was
decided that the application would be used to discriminate between the
two. Due to availability of existing peripherals, it was decided to
create a "mini" Fiber Optic Guided Missile (FOG-M) system whose block
diagram is shown in Figure 3. The IEEE 802.4 IAN was chosen as a better
fit to the application. The basic reasons for this were:

1. The IEEE 802.4 IAN, being based on token passing, is
deterministic. IEEE 802.3 is not. Further, the throughput during high
network loading is greater for token passing IANs [3] (see Figure 4).

2. The IEEE 802.4 IAN, being a broadband system, would allow growth
to having video transmission on the same cable as data transmission. This
would support the video channels used in the FOG-M system.

PROJECT RESULTS

The system shown in the block diagram of Figure 3 was constructed using
hardware and software based on the MAP/TOP specification. This system was
used because it was the only IEEE 802.4 campatible IAN available at the
time. A photograph of the hardware is shown in Figure 5. A photograph of
one of the Multibus IAN boards is shown in Figure 6. Note the single chip
used to implement the IEEE 802.4 token passing scheme. The remainder of
the board contains an Intel 80186 processor, wideband modem, memory, and
Multibus interface logic as required to implement the MAP/TOP protocol and
to interface to the host (master) on the Multibus. The Master Controller
(see Figure 3) was loaded with actual FOG~M software which had been
modified by deleting the existing multiple software drivers and inserting
the single IAN driver.

During testing, the IAN cammnications worked as expected with one
serious exception. The time required from transmission of a data packet
to a IAN board ard its reception by the receiving host was found to be
approximately 26 milliseconds. This was too long to support the desired
60 Hz autopilot update rate (i.e. 16.67 millisecond autopilot cycle). The
delay appeared to be in the IAN boards and it is surmised that most of the
delay cames from processing the MAP/TOP protocol. The lesson learned, as
is often the case in the camputer world, is that the speed of the hardware
was campramised by the software overhead used to process the protocol.

For such a IAN to be effective in a real time system such as FOG-M a
streamlined protocol would have to be developed.
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DIGITAL SIGNAL PROCESSOR (DSP) PROJECT

As previously mentioned, the current MICROTUP effort is aimed at
providing a Flight Camputer (FC) for the ADKEM program. As in most guided
missiles, the FC consists of one or more processors which generally
provide the following functions:

1. An autopilot loop to keep the missile stable. This loop
generally requires a suite of sensors (usually of the inertial variety as
in ADKEM) to sense missile motion and a Control Actuator System (CAS) loop
to control missile attitude.

2. A CaS loop which has missile attitude control devices (such as
actuator driven fins as in AJKEM) with feedback mechanisms (such as
potentiameters as in AJKEM).

3. A guidance loop which keeps the missile heading toward the
target. This loop typically accepts the processed ocutput of a target
sensor (a radar in the AJKEM case) and uses this information to execute
the appropriate guidance law.

4. Miscellaneous functions such as missile Built-in-Test (BIT),
controlling of missile modes, firing squibs as required during flight,
etc.
It is clear that any general purpose processor with sufficient speed,
memory and Input/Output (I/0) facilities can perform the above functions.
However, todays' DSPs provide significant advantages over typical general
purpose machines in this application because they are optimized to provide
the mathematical and I/0 facilities required by the above listed
functions. These on—chip facilities usually include:

1. Fast hardware multiply/accumulate, usually performed in a single
machine cycle, and available in floating point fram several
manufacturers. The miltiply/accumilate function is the basis for nearly
all digital filter algorithms.

2. Integrated peripheral facilities such as serial ports, parallel
ports, timers, and Direct Memory Access (IMA) controllers.

3. A small but significant amount of both Randam Access Memory (RAM)
and Read Only Memory (ROM). In same dedicated applications no external
memory is required.

4. An optimized bus architecture usually containing more than one
bus to get data into and out of the math unit quickly.

The net result of having these facilities on~chip in this application
is lower FC cost, size and weight. As will be seen below, space is at a
premium in the AJKEM missile. Having all these facilities on~chip was one
of the keys which allowed the FC to fit within the allowable space without
having to resort to expensive technologies such as hybrid circuits.

THE ADKEM FC REQUIREMENTS

The ADKEM missile is a hypervelocity missile containing a penetrator
rod. Its primary targets are armored ground vehicles and both fixed and
rotary winged aircraft at moderate ranges. There is a strong desire to
keep overall missile weight low. These requirements in essence dictate a
missile with a small diameter (i.e., low drag) and as short a length as
possible. These characteristics drove many of the ADKEM FC requirements
as listed below:
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1. The required processor throughput is estimated at 6 Million
Floating Point Operations Per Second (MFIOPS). This estimate is based on
the figures given in Table 1 which come fram another developmental missile
system. The actual estimated throughput requirement was multiplied by 2.5
in order to arrive at the throughput figure of 6 MFIOPS. This was done to
allow for errors in the estimate and to meet Army requirements which
require a processor to have at least 50% spare throughput for growth when
initially fielded. Note that these figures are based on efficient high
order languages such as C or PI-M. A not-so-efficient language such as
Ada may require considerably more throughput than estimated.

2. The size constraints of the FC are shown in Figure 13. Note that
most of the circuitry is packaged around the penetrator with only the
processor board requiring the full missile inside diameter of 45.7mm
(1.8"). In this way the FC contributes no more than 10l1.6mm (4.0") to the
overall missile length.

3. 'Ihenemozyreqmredlsstmatedtobezssmytes Again, this
is based on another developmental missile program using an efficient high
order language. At this time separate ROM and RAM requirements are not
firm, so it was decided to provide at least 256 Kbytes of both.

4. The FC is required to have the circuitry necessary to interface
to the Inertial Measurement Unit (IMU), CAS, telemetry unit, Millimeter
Wave (MMW) receiver, ground camputer, and booster separate squibs.

5. The FC must supply regulated power to all missile items which
require such power.

6. The processor chosen must have good software development tools
available including high order language and hardware emulator support.

7. The FC must of course operate in the AGKEM envirorment. To date,
only the acceleration enviromment is defined, being 1000g's along the
missile center line and 100g's in the other two orthogonal axes.

TABLE 1. Projected ADKEM Processing Load.

# of Execution Instructions
Instructions  Fregquency per Second

Executive 2700 X 250 = 675,000
Attitude Reference 550 X 500 = 275,000
Coordinate Transform 125 X 500 = 62,500
Navigation 1350 X 250 = 337,500
Guidance 1150 X 250 = 287,500
Autopilot 875 X 500 = 437,500
Telemetry 125 X 250 = 31,250
Actuators 309 X 500 = 154,500
2,260,750

X 2.5

Total Projected Processing Load 6,038,125
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DESIGN OF THE FC

Once requirements are known, the first step in most computer designs
is the choice of the processor. A floating point processor was desired to
easethetimeommingsoftwaredevelqmentrequiredwhentryingto
provide floating point camputations in software. Also, as many on-chip
pe.rlpherals as possible were desired to keep space utilization to a
minimum. The processor chosen for the ADKEM FC was the Texas Instruments
™S 320¢30. At the time the processor decision was being made, only two
DSPs were found which could meet the throughput requirements, contained
floating point arithmetic units, were immediately available, and were
being pramised as military parts in the near future. These were the AT&T
DSP32C ard the Texas Instruments TS 320C30. The DSP32C was initially
chosen for its more convenient architecture and lower cost, but the VAX
hosted C cross campiler was found to be seriocusly defective and the
hardware emulator had a number of bugs which made software and hardware
development less than efficient. Given the quality of the AT&T products
received, it was decided that the Texas Instruments ™S 320C30 was more
cost effective in the long run. Once the processor decision was made, a
block diagram of the FC was derived and is shown in Figure 8. The design
of the various subsystems are given below.

MEMORY

As previously stated, the FC memory requirement was specified as 256
Koytes. Because ADKEM is a developmental system, it was decided that a
reprogrammable ROM technology would be used to hold the FC software.
However, standard EPROM technology had two drawbacks. First, dense (256
Kbit or greater) parts were required to meet the severe FC space
limitation, but no dense parts were available which would meet the FC
throughput requirements (i.e., 25 ns access time). Second, EPROM
technology required physical removal of the parts to reprogram and this
required sockets. Not only was there no roam for the sockets, there was
also no vendor found which would guarantee that their socket would operate
in the 1000 g operating enviromment. For these reasons it was decided
that EEPROM technology would be used to hold the flight software and, on
power up, would down load the flight program to fast RAM for execution.
Flash EEPROMs were selected as they are more cost effective than standard
EEPROMs and there is no requirement to change single memory locations in
EEPROM during code execution. One slight problem with this architecture
was that the ™S 320C30 keeps its start-up vector and interrupt vectors in
low memory starting at location 0. This means that EEPROM must start at
location 0, and whenever an interrupt occurs wait states must be inserted
into the memory cycle to meet the EEPRIM access time. Fortunately, the
TMS 320C30 contains an on—chip, very flexible wait-state generator. By
using a single inverter as shown in Figure 9, an address line is used to
select betwee \ zero wait states (i.e., RAM access) ard 4 wait states (i.e.,
EEPROM access). A block diagram of the memory system is shown in Figure
9. It is a conventional design and uses dense memory parts to keep size
to a minimm while still using cost effective standard parts and mounting
techniques. RAM access time was selected at 25ns since faster dense
devices in a military temperature range could not be found. Although this
limits the maximum processor clock frequency to 28 MHz (and the maximum
throughput to 28 MFIOPS) this is still considerably faster than the
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INTERFACES

The FC contains interfaces to the IMU (which consists of three gyros
and three accelerameters), CAS, MMW receiver, the grourd computer, missile
squibs, and telemetry unit. The latter two are not well defined and will
not be discussed in this paper. The others are discussed in more detail
below.

The IMU interface consists of conventional analog filters, analog
multiplexer, sample~and-hold (S/H) amplifier, 16 bit Analog-to-Digital
(A/D) converter, a First-In-First-Out (FIFO) buffer, and miscellaneous
timing and interface logic as shown in Figure 10. It is memory mapped
into the primary bus of the DSP. In operation, the analog data fram the
MU is sampled and corverted to a digital format. As each cornwversion is
campleted, it is stored in the FIFO buffer. Wwhen all six signals have
been converted, the control logic issues an interrupt to the DSP which
then reads all of the data ocut of the FIFO. This interrupt marks the
beginning of each autopilot cycle. The process repeats every two
milliseconds (i.e., 500 Hz autopilot rate).

The CAS interface consists of analog input filters, a monolithic A/D
converter chip (containing an analog multiplexer, S/H amplifier, and 10
bit converter), a reference voltage generator, control logic, and three
bit latch with solenoid power drivers as shown in Figure 11. In
operation, the DSP writes the analog channel mumber of the CAS
potentiameter to be converted to the control logic which then starts the
conversion. When the conversion is camplete the DSP is interrupted to
read the results of the cormversion. This data, in conjunction with one of
the DSP's on~chip timers, is used to compute the pulse width required to
drive the appropriate CAS solenoid. The pulses are output through the
three bit latch to the solenoid power drivers. The three bit latch and
A/D converter are at different locations on the DSP's auxiliary bus so
that their operations are independent. The reference voltage generator
generates the reference voltages for both the potentiameters and the A/D
converter.

The MW receiver interface uses a single chip microcontroller
(designated the Master Controller) to accept and decode pulses supplied by
the MW receiver. Data is encoded as a pulse stream, with the time
between pulses signifying logic 0, logic 1, or sync. The chosen
microcontroller contains a hardware timer circuit which captures the time
between pulses. Its internal software then decodes each pulse time, packs
the resulting bits into digital words, and then sends them to the DSP over
a memory mapped parallel interface. A block diagram is shown in Figure
12. Note that the Master Controller also performs the ground computer
interface function.

The ground camputer interface is a serial, asynchronous, full duplex
interface which is used for the following functions:

a. Allows the FC to cammmnicate its BIT status to the ground
camputer prior to being cammitted to flight.

b. Allows the ground camputer to give initial target position
information to the FC so that it can navigate before being captured by the
MMW radar beam.

c. Allows research and development personnel to upload flight
software into EEPROM prior to missile assembly.
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PHYSICAL QONFIGURATION

As previously mentioned, and shown in Figure 13, the ADKEM FC must fit
into a small space (about 706 cubic centimeters or 43 cubic inches) with a
non-ideal form factor. After same debate, the mounting scheme shown in
Figure 13 was chosen. The memory, interface, and power supply circuitry
is mounted on the three boards surrounding the penetrator. The boards are
connected together using flat printed circuit flex cabling. The DSP, with
its associated clock, pull-up resistors, and decoupling capacitors is
mounted on a small board behind the penetrator because of the size of the
DSP chip. It is connected to the memory board with flat printed circuit
flex cabling. Through judicious choice of camponents this scheme will
accamodate all of the circuitry envisioned for the FC while using only
standard through-hole parts and surface mounted (J-lead) parts.

During the design process there was concern over the 1000 g
acceleratio