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ABSTRACT

Effects of deformations on the clutter cancellation of a hypothetical large phased-
array space-based radar antenna groundplane are described. The radar is assumed to use
a displaced-phase-center antenna (DPCA) for cancelling stationary ground clutter. A
multilateration method of measuring the deformations is analyzed to determine its
effectiveness in compensating for the deformations and improving clutter cancellation.
Finally, a data staleness problem inherent in the proposed serial sampling method is
described, a potential solution is presented, and its feasibility is discussed.
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1. INTRODUCTION

Large planar phased arrays are being considered for space-based radar (SBR) applications. If the
radar's groundplane is deformed (i.e., not planar), its main beam broadens and may undergo pointing
error and sidelobe degradation. If a displaced-phase-center antenna (DPCA) is designed, then clutter
cancellation is also degraded.

Usually, these effects are controlled by designing a support structure for the groundplane that is
rigid enough to allow the radar to meet or exceed specified performance criteria for quantities such as
beam-pointing error, beamwidth, and sidelobe levels. To meet tight tolerances, this approach can lead to
massive, elaborate, and expensive support structures for the groundplane.

If a rigid-enough approach is used for an SBR, the effort and expense of constructing a rigid
groundplane and the cost per pound of launching it into orbit could become prohibitive. This is especially
true considering the desire for the SBR to have a large power aperture product (by having a large aperture
which would require an extensive support structure).

Figure 1 shows an example of a conceptual SBR [ 1 ] with a 700 m2 1.4 MW power-aperture product
that is achieved mainly by the (nominally 13.8 X 50.8 m) aperture. The aperture comprises 960 panels
(subarrays), each of which is 6 X 8 m and radiates 2 kW of average power. In this case, an "RMS
uncompensated out-of-plane deflection of the panel phase centers of 4 mm [1]" was thought to be
adequate. One conclusion is that it is necessary "to see how... [the antenna] could be supported on a
light-weight deployable structure ... [ 1 ]."

If the SBR is designed to be rigid enough to satisfy the 4-mm tolerance despite the continual
cyclical heating of the antenna as it orbits the earth, then the structure would have little chance of being
lightweight and its launch costs would be very high. Costs would be further increased by the need to
construct and launch the antenna in separate sections and assemble it in orbit or the need to fold the
antenna and deploy it in orbit, where a costly, extensive in-orbit mechanical alignment of the structure
would be required. Clearly, the expense associated with launching and aligning a large rigid antenna
might be prohibitive.

In contrast, if the antenna groundplane is relatively flexible, or deformable, and if the radiating
elements are rephased to compensate for the deformations so that an elaborate in-orbit alignment is
unnecessary, then construction of an SBR with a large power-aperture product might be feasible.

1.1 TRADE-OFFS

The rigid-enough approach imposes a trade-off of clutter cancellation performance vs. weight. Any
deformation-compensation method will impose a trade-off of clutter cancellation performance vs. the
SBR design complexity associated with the compensation method.

Both of these trade-offs ultimately translate to SBR cost vs. performance. However, when cost is
considered, the compensation methods will be the clear choice over the rigid-enough approach, because
the cost of achieving a given level of performance using compensation is likely to be dramatically less
than the cost of achieving performance by increased rigidity (and weight).
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Figure 1 Conceptual design for a large space-based radar.

1.2 PREVIOUSLY '.'ROPOSED METHODS OF COMPENSATING FOR DEFORMATIONS

Two different methods of compensating a radar for deformation- have been described. One method

examines properties of the electromagnetic waves that comprise the radar pulse returned by clutter and
picks an appropriate signal-processing algorithm depending on these properties. A summary of these
methods can be found in a report written by Attia [2]. The processing algorithms depend on finding 13]
or synthesizing [41 a dominant scatterer in the radar beam or determining the location of all the radiating
elements of a phased array by cross correlating the returned radar pulse received by two antenna elements
and using the correlation lag to rephase the antenna's radiating elements [51.

A second method involves use of beacons that broadcast an electromagnetic signal whose phase at
various receivers is used to determine their location [6].

The deformation-compensation method that will be described here is similar to the second method.
except that laser light is used in place of radar-wavelength electromagnetic waves.



1.3 OUTLINE OF REPORT

The first section of this report describes the objectives for performing this work. The next sections
describe the model SBR, the radar beam-pointing algorithm, the measure of performance of DPCA,
which is the clutter cancellation factor (CCF), and the deformation model assumed in the analysis. To
demonstrate the validity of the deformation model used here, there is a comparison to a prediction of
deformations of the Canadian Radarsat synthetic aperture radar (SAR). The effects of uncompensated
deformations on the CCF are then presented.

Next, the proposed method of estimating deformations-multilateration-and its ameliorating ef-
fects on clutter cancellation are described. A problem of implementing multilateration is then described,
a solution for the problem is presented, and some results of a simple analysis of the solution's feasibility
are described.
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2. OBJECTIVES

The objectives of this work were to explore deformation compensation for a flexible antenna
groundplane and to establish the feasibility of the complexity-vs.-performance trade-off presented previously.
In doing this, answers to these questions were sought:

" What elements would a typical compensation system comprise?

* What measurements w6uld the compensation system make?

* How accurate must the measurements be?

" How much will compensation for deformations improve clutter cancellation performance?

" Does a dynamic structure pose any particular problem for compensation?

" Can the knowledge of the dynamics of the structure improve estimates of deformation?

2.1 SBR ANTENNA MODEL

The radar antenna model used to investigate deformation compensation (Figure 2) was suggested
for testing SBR concepts. The groundplane's nominal dimensions are 8.2 X 2.2 m, and it is populated
with monopoles on a hexagonal grid. The grid spacing is 0.156 X 0.136 m along the 8.2 m and 2.2 m
directions, respectively. The radar frequency is 1.3 GHz (0.23 m wavelength - L band). Two non-
overlapping receive phase centers are used for DPCA.

2.2 ALGORITHM FOR STEERING THE ANTENNA

For the usual nominally planar antenna, steering is accomplished by phasing each radiating element
according to its nominal location and the desired steered point, so that an element with coordinates Xm,ym
will be set to have phase 4,n if the radar is steered to angles 00, 00:

0m = -2r fxm cos( 0 )+y m sin(o 0 )) sin(0)/a (1)

The algorithm used here for a deformed antenna is the extension of the above to account for a z
coordinate that is no longer 0 because a deformation is present. The phase of the mth radiating element
will become Om.DEF if its estimated z coordinate is zm;

0mDEF =-2r f[xmcos( 0 )+ymsin(#0
)] sin(O0 )+zmcos( 0 )I/A . (2)

2.3 CLUTTER CANCELLATION

The measure of performance of deformation compensation used throughout this work is the clutter
cancellation factor (CCF), which is a measure of the cross correlation, integrating over all space, of the
two receive beams weighted by the transmit beam (7]. CCF is a measure of residual clutter power after
DPCA processing relative to raw clutter power.

5
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Figure 2. Radar antenna used to investigate effects of deformation.
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Figure 3. Schematic computation flow diagrum for calculating clutter cancellation factor.
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The schematic computation diagram flow in Figure 3 depicts the calculation of the CCF. The de-
tails of the calculation have been included in Appendix A. At the top left of Figure 3 is the transmit
aperture of the radar. The two receive apertures, separated by a dotted line, are shown superimposed on
the transmit aperture. The next line down shows the leading receive aperture; the trailing receive aperture
is shown on the bottom line. The various apertures are shown on different lines because they are in effect
different inputs to the CCF computation.

The electric-field patterns of the two receive apertures are calculated (as shown in the next step to
the right in the process) and cross correlated over all space using the squared magnitude of the transmit
electric field pattern as a weight; this is also shown above the two receive patterns. The phase of each
of the electric field patterns for each aperture is computed relative to the average phase center, which is
assumed to be at the geometric center of the aperture 171. The magnitude of the cross correlation is then
squared, subtracted from one, and expressed in decibels.

The two receive apertures of an undeformed groundplane will have a cross correlation equal to 1
and consequently will produce an infinite CCF. Clutter will be completely cancelled in this case. In
contrast, deformations that completely decorrelate the two receive apertures will have no cross correlation
(i.e., the result is zero), so the CCF will be 0 and residual clutter will be high.

2.4 GROUNDPLANE DEFORMATION MODEL

Deformations can be classified into two groups: static, or very slowly varying over time (quasi-
static), and dynamic. The distinction is somewhat blurred, but static deformations will be assumed to
include quasi-static ones. Here, quasi-static means changing with a period that is greater than tens of
minutes, or about one tenth of the orbit period. Static and quasi-static deformations are caused by stress
relief and thermal deformations that occur as the orientation of the SBR relative to the sun changes during
the orbit.

Dynamic deformations, or vibrations, may also occur. These are caused by equipment that vibrates
and, more likely, by station keeping of the SBR, which will need to be continually yawed if DPCA is
used [8]. Any thruster impulse during station keeping may excite vibrations.

Investigating the effectiveness of compensating for deformations requires a model of the SBR's
structure. As a detailed SBR design is unavailable, a simple model that includes relevant features of the
deformation of structures will suffice. For this work, the antenna's groundplane was modeled as a
stretched rectangular membrane. The details of this approach are presented in an appendix.

The physics and associated mathematics of vibrations of the model groundplane lead to descriptions
that involve normal modes. In essence, these are vibrations with definite spatial patterns and definite
frequencies. If the groundplane is excited with a force that oscillates at the mode frequency, then the

groundplane will naturally attempt to vibrate with the definite spatial pattern of the mode.

For the selected model, the deformation z.n..(x~y,t) produced by a mode is the product of two cosines
and a function of time;

z.(xyt)=T (t) cos(rnx/L ) cos(3rmylLy) . (3)m'n m .n y

7



where m and n are positive integers that may be used to uniquely designate the mode and where 0 :< x < L,
and 0 _< y <_ Ly. (The origin of coordinates is at the lower left corner of the antenna as viewed from a
point un the positive portion of the z axis - see Figure 4.) The product and the arguments of the cosines
are determined by the boundary conditions imposed on the groundplane.

'00fM74

ORIGIN

X, LOF

(Lx, Ly)

y

z, DOWN

Figure 4. Radar antenna groundplane (membrane) coordinate system.

Both static and dynamic deformations were used to illustrate properties of a deformation compen-
sation system. For a static case, Tm, was assumed to be a constant:

T(t)mn = Amn (4)

Also, m = 2 and n = 2 were assumed so that the deformation was

z(x,Y)STATIC = A2 ,2 cos(2 = / Lx ) cos(2'y/L Y ) (5)

This deformation (Figure 5), with A2.2 = 25 mm, for example, would presumably be produced by a force
on the antenna's groundplane due to a thermal gradient.

The dynamic case that was considered was the response of the groundplane to an impulse. The
impulse was assumed to be upward directed and uniformly distributed (Figure 6) over the central quarter
of the groundplane for which L,/4 < x < 3L,/4 and L/45 y < 3Ly/4. This might be produced by a mis-
alignment of an azimuth thruster. The distribution of the impulse was assumed to be uniform because the
central part of the groundplane is near the instrument package and may be stiffened as a result.

8
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Derivations in Appendix B show that for the assumed impulse, the amplitude Tm. is a decaying
sinusoid whose frequency is the mode frequency and whose maximum amplitude is determined by the
spatial distribution of the impulse for the exciting force that is considered here. The deformation of the
groundplane is then given by an infinite Fourier series of terms:

z(x,y,)= T,,(t) cos(/rnx/L) cos(mny/Ly) (6)
n>O, m>O

A method of visually representing mode amplitudes in this Fourier series is to devise a coordinate
system whose x' and y' coordinates are the arguments of the cosines that comprise the product and whose
z' coordinate is the absolute value of the amplitude, viz.:

x'= 2xn/ L (7)

y'= 2mn IL (8)

z'= T n(t) (9)

The points (x' ,y' ,.') may then be plotted.

All of the modes of a vibration are now represented as a set of points in (x' ,y',z') space whose z
coordinates oscillate between 0 and a maximum value determined by the exciting force. To give these
points visual integrity for display purposes, they are connected by line segments to form a segmented
surface as shown in the left portion of Figure 7. The shape of the surface changes with time.

The right-hand portion of Figure 7 also shows the maximum amplitude of two modes that are
associated with two points of the amplitude surface. Note that the mode in the upper right is the same
as the static deformation shown earlier. However, in the case of vibrations, this mode is only one of
many; its amplitude will oscillate with time and will periodically be zero, as shown in Figure 8.

Figure 8 shows plots of Tmn(t) for the modes shown in Figure 7. Note that the periods and am-
plitudes of the two modes are different.

The vibrations excited by the assumed impulse are shown in Figure 9, the bottom of which shows
a series of "snapshots" of the deformation from the instant the impulse occurs until after the spreading
deformation wave reflects off the edge of the groundplane (a mass discontinuity) and begins to converge
again toward the center of the groundplane. The evolution over the same time interval of the amplitude
surface and of the amplitude of one mode is also shown.

The damping and restoring constants, mass density, etc., to produce the deformations shown in
Figure 9 were chosen to produce reasonable wave speed and damping. The restoring force constant was
sized by requiring that the n = 1, m = 0 mode have a period of 5 seconds. This resulted in a deformation
wave speed of 1.6 m/s regardless of direction of propagation. The time constant for damping was chosen
to be 30 seconds regardless of mode; consequently, the model is slightly dispersive.

10
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Figure 8. Graphical Fourier space description of deformation modes (center). Two representative time histories of
the amplitudes of the deformation modes are shown at right.
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The significance of being able to approximately describe deformations by a few (9-20) modes out
of an infinite set transcends the convenience of the model for computations involved in this study. The
necessity to predict the structure's future deformations by some method will become apparent. The
possibility of obtaining accurate approximate descriptions of deformations by using 9-20 modes bodes
well for any attempt to use a model of the structure in a Kalman filter to predict the structure's future
behavior from a set of measurements and accumulated estimates.

The features of the simple model described are also present in a much more elaborate (582 element,
400 node) finite-element model (FEM) that was used to predict the deformations of the Canadian Radarsat
SAR [9]. Figure 10 shows a static deformation predicted by the model and Figure 11 shows two predicted
vibration modes, one symmetric, the other antisymmetric.

1810g7-10

UNDEFORMED STRUCTURE (Note Symmetry)

THERMAL (OuasI-Static) DEFORMATIONS

- 12.43 mm TIP DISPLACEMENT

Figure 10. Model of Canadian Radarsat radar and an example of a thermal, or quasi-static, deformation (based
on a figure in reference 10).
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FIRST VIBRATION MODE SECOND VIBRATION MODE

- SYMMETRIC GROUNDPLANE - ANTI-SYMMETRIC GROUNDPLANE
DEFORMATION DEFORMATION

-3.5 Hz - 5.0 Hz
- NOTE HILLS AND VALLEYS IN
GROUNDPLANE

Figure 1). Examples of predicted vibration modes for a model of Canadian Radarsat radar (based on a figure in
reference 10).

In comparison to the 8.2 X 2.2 rn radar antenna model used here, the undeformed Radarsat SAR
groundplane size is 12 X 1.5 m. Both models exhibit vibration-mode frequencies up to 6 Hz. In addition,
the Radarsat SAR FEM predicts deformations up to about 0.5 inch. Deformations of up to 1 inch are
considered for the simple model used here.

Both SBR models are symmetric; as a consequence their vibrations will be either symmetric or
antisymmetricl, but not both. Symmetry refers to the result of interchanging two opposing sides of a
structure by reflection through a vertical plane that is parallel to one of the sides and bisects the structure.
For a symmetric structure, this leaves the structure unchanged.

The comparison shows that the model used here has a number of elevant features in common with
a more elaborate model that should accurately describe a buildable SBR. In part, this occurred by
judiciously choosing the few physical constants of the simple model, but it was also due in part to
fundamental properties of the model, such as symmetry.

2.5 EFFECTS OF UNCOMPENSATED DEFORMATIONS OF CLUTTER CANCELLATION

If the groundplane deforms and DPCA is used to cancel clutter, cancellation will be degraded and
performance will suffer unless mitigating procedures are used.

I For the simple model, modes with odd m or odd n are antisymmetric.
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The effects of simple deformations for Gaussian radar beams has been studied previously [101, but
the effects of the deformations used here have never been determined for actual beam patterns to be used
by an SBR.

Figure 12 shows the effect of the canonical static deformation on clutter cancellation. The ampli-
tude of the deformation (the maximum displacement achieved by any point in the groundplane) is
indicated on the x axis. The shape of the deformation for the calculations summarized by the curves
(inset) was held constant. The usual SBR desig:, goal of 50 dB of clutter cancellation is indicated by the
dotted line.

The lower, "no compensation," curve shows the clutter cancellation for an SBR without groundplane
compensation. As deformation amplitude increases, the CCF steadily degrades, and it is below 50 dB for
all deformations exceeding 0.64 mm. In this case, the antenna elements are phased according to their
nominal locations on the groundplane, as if the deformations were not present.

The upper, "no measurement error," curve shows clutter cancellation for an SBR that employs
groundplane compensation and for a groundplane measurement system that has no measurement errors.
Here, the antenna elements are phased according to the (perfect) estimates of their actual location. This

1S1U7 12

120 00?.02

W Z

W100 25
0 COMPENSATION o t "., .

NO u.

MEASUREMENT 00
Z80 c80 ERROR 0-0.02

w2.0
0.5O

I

UA2

NO COMPENSATION

0.0 0.5 1.0 1.5 2.0

DEFORMATION AMPLITUDE (in)

Figure 12. Effects of static deformation on DPCA clutter cancellation when no compensation is attempted and when
compensation with perfect measurements is attempted.
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is in contrast to the usual situation described previously. If a design goal for a groundplane measurement
system were to compensate for the deformations so that the CCF was above 50 dB, then a perfect system
would have allowable deformation of about 1 inch.

For an impulse excitation, Figure 13 shows the two curves that correspond to those just described
for the static deformation. The collage on the top line is a repeat of one given earlier and is a description
of the deformations for which the CCF was calculated.

The CCF-vs.-time for a perfect system (no measurement errors, estimates essentially all modes) is
shown as a solid line in the graph. The CCF for a worst case (a radar phased according to the nominal
position of its radiating elements) is also shown. The maximum deformation of any point in the groundplane
over the 3-second interval shown is slightly less than 1 inch.

_0.010E

UJZ0.005

0.000

WE -0.005

0 -_001081

MAX. DEFORMATION aI in OVER TIME INTERVAL

s o

BEST - NO MEASUREMENT ERROR

- -WORST- NO COMPENSATION
.60

U

40

O --. 0.01

20
0.00 100 2.00 3.00

TIME (s)

CCF v- TIME FOR IMPULSE EXCITATION

Figure 13. Effects of dynamic deformation on DPCA clutter cancellation when no compensation is attempted and
when compensation with perfect measurements is attempted.
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Recall that for the static deformation 1 inch is the amplitude at which the 50 dB design goal can
be achieved with no reserve performance. Apparently, for a compensated vibrating deformation with
about the same amplitude, the 50 dB goal can always be achieved regardless of the shape of the defor-
mation as it evolves in time; sometimes there will even be reserve performance.

Having shown that a perfect system can achieve desired performance and realizing that real com-
pensation systems will have measurement and other errors, the next subject to be explored is a conceptual
system that would have typical errors. This conceptual study will pin down the allowable magnitudes of
the errors; the effects of the errors will then be described.

2.6 ESTIMATING DEFORMATIONS - MULTILATERATION

Estimating deformations is essentially a surveying problem. The tasks of surveying are to establish
a coordinate system for the measurements, then locate objects relative to that system. In the current SBR
application, the objects to be located are points on the groundplane. The coordinate system can be
constructed for convenience; actually, two convenient systems, one for making measurements and one for
phasing the radiating elements, exist.

Two methods of estimating the location of objects were considered, triangulation alad multilateration.
The first method uses measurements of angles and distances to locate objects; the seccnd uses only
measurements of distance. The first is generally familiar2; the second is used by the Global Position
Satellite System [11]. Multilateration was selected for analysis.

Multilateration requires a set of active transmitter/sensor elements to form the measurement coordinate
system and a set of reflectors or perhaps receivers mounted primarily on the groundplane to determine
its deformed shape (see Figure 14).

Either radio-wavelength transmitters and receivers or lasers with beam directors and optical reflec-
tors could be used as the sensors for multilateration. Problems associated with radio wavelengths are
multipath (because narrow radio beams are not available) and bias problems associated with path lengths
in waveguides, etc. Biases can be estimated as part of the larger problem of locating a point on the
groundplane, but this increases the number of required measurements from three to four or more per
point.

Lasers inherently have narrow beams, and consequently no multipath; they are currently being used
in commercial systems to locate objects and develop contours of surfaces. Currently manufactured ver-
sions of these systems have a coherence length (maximum distance that an object can be from the laser)
of about 5-10 m, which makes them unsuitable for an SBR application. Recently, however, a laser with
about 1.5 km coherence length [121 has been developed at Lincoln Laboratory, so this is no longer a
concern. Figure 15 shows a schematic drawing [131 of a commercial laser measurement system.

2 For an example, see A.C. Doyle, "The Musgrave Ritual."
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Figure 15. An example of a distance-measurement apparatus (as proposed by reference 14) that could be used for
multilateration.
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Figure 17. Interpolation geometry showing the point m whose position is to be determined from its nominal
location and the nominal locations of points 1 to 4 that surround it.

20



The system works as follows: the laser beam is phase modulated and split; one half travels down
an optical fiber of known length (left of center) and returns while the other half travels to the reflector
and back (right of center). Both beams are demodulated to produce beat frequencies, which are counted.
The unknown distance R to the reflector is determined relative to the known fiber length XREF by a simple
ratio calculation shown in the figure.

The laser/fiber/counter electronics, a beam director, and a reflector(s) would be used as sensors in
the canonical measurement system (see Figure 14). The reflectors would also be separate system elements
mounted in a rectangular grid on the groundplane.

Figure 16 shows a canonical multilateration geometry and the elements of the system. The mea-
surement coordinate system shown in the figure is constructed as follows: Sensor 0 is defined to be at
the origin, A is d,ned to be on the x axis at an unknown distance from the origin, 0, B is defined to
be in the first quadrant of the xy plane; its coordinates (except z = 0, which is known by definition) are
unknown, and P is defined to have a positive z coordinate with its other coordinates unknown.

The distances between the four system elements at the points of the pyramid, taking the points in
pairs, are measured. There are six unknowns, the coordinates xA, xB, YB, Xp, yp, and Zp of points A, B,
and P, respectively. The coordinates may then be calculated (see Appendix C) from the measurements.

The elements of Figure 16 are also shown in a system context in Figure 14. The canonical geometry
has been drawn on top of the system layout. The pyramid OABP shown in the last figure has been turned
over here. The laser (sensor) at point 0 and the reflector at point P are shown. Sensors such as the one
at 0 are at points A and B also. The primed coordinate system mentioned above is the second convenient
one for phasing antenna elements.

In the figure, there is a 4 X 4 grid of xs on the groundplane. Each one represents a reflector for
the groundplane measurement system. The position of each reflector is measured by the system and the
positions of other points on the groundplane, i.e., the radiating elements, are determined by interpolation
or some other method (such as direct calculation from mode amplitudes, which will be discussed later).

For static deformations, two-dimensional linear interpolation was used for all calculations of the
estimated position of radiating elements. Figure 17 shows a typical interpolation situation. The radiating
element E is surrounded by a rectangle formed by four grid points whose coordinates are xi,yi,z i and which
are designated by subscripts i = 1, 2, 3, 4. The grid points are numbered counterclockwise around the
rectangle, beginning in the lower left comer.

For the linear interpolation used here, the z coordinate (deformation), zm, of the ruth radiating ele-

ment, whose nominal coordinates are xm, Yin, was estimated by

UB -z ZA)&
, = z A + ( -' A 14
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because

A =I + A 4 AY

S AY14  m
ZBYI4+AAYI

and

AYim - AY2m and AY4 =AY24  (10)

where

Ax.. = x, - x. (1)q j I

and AYij and 61. are defined similarly.

2.7 RESULTS: STATIC DEFORMATION

The deformation measurement system will suffer measurement errors and interpolation errors.
Measurement errors are assumed to be Gaussian distributed with zero mean and a given variance that
depends on the measurement accuracy.

One way to become familiar with the effects of measurement errors in isolation from interpolation
errors is to look at the clutter cancellation that can be obtained by measuring the deformations of an
undeformed, or planar, groundplane. Figure 18 shows a plot of the effects of measurement error on CCF
for an undeformed groundplane (inset).

To a good approximation, the CCF is inversely proportional to the square of the standard deviation
of the measurement error or its variance (recall that the measurement errors have been assumed to be
unbiased).

An undeformed groundplane was used in an attempt to isolate the effects of measurement error
from the effects of interpolation when deformations are present. Interpolation was used, but any errors
that resulted were caused by interpolation between points with estimated positions in error (i.e., measure-
ment errors only), not by linear interpolation of a curved surface.

Each line in the figure indicates the size of the interpolation (reflector) grid used. As might be
expected, interpolation grid size is not critical for a bland, undeformed surface.

Figure 19 shows the clutter cancellation that can be obtained by compensating a deformed surface
using estimated deformations. Note that for measurement error standard deviations that are larger than
1 inch, the CCF for an SBR with a compensated, deformed groundplane (the present case) is qualitatively
similar to an SBR with a compensated, undeformed groundplane (which was shown in the previous
figure).
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Figure 18. Effects on CCF of an undeformed groundplane of measurement errors having different standard
deviations. Results for various sizes of rectangular grids (such as the 4 X 4 grid in the inset) are shown.
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Figure 19. Effectiveness of compensation for a deformed (as in Figure 5) groundplane of measurements having
different standurd deviations. Results are shown for two grid sizes.
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This may be seen by comparing the curves for the two grid sizes, which are for a deformed
groundplane, with the lines in the "NO DEFORMATION" region of the figure. These lines have been
transferred from the previous figure, and in one case extended, to allow comparison of the rate of
decrease of CCF for the two cases. The extended lines representing the CCF for groundplanes with "NO
DEFORMATION" are never exceeded, and the CCF for "COMPENSATED DEFORMATIONS" de-
crease more rapidly than the former.

When the groundplane is deformed, the interpolation grid size becomes important. This may be
seen in Figure 19 by comparing the two curves, which intersect the left vertical axis at 41 and 48 dB,
respectively. The interpolation grid sizes are shown near the intersection. Note that although the 16 X 16
grid contains three times as many interpolation grid points (sensors) as the 9 X 9 grid does, there is a
factor-of-five improvement in the CCF (7 dB increase in CCF for 5 dB increase in sensors).

Figure 19 shows that when the random measurement error is sufficiently small, the CCFs for the
two interpolation grids become constant and the curves become horizontal because random errors that
occur when distances are measured become smaller than interpolation errors, which are roughly independent
of measuremeat errors and depend on grid size.

Comparison of the various horizontal lines and line segments in Figure 19 can characterize the
performance of a compensation system when the groundplane has a 1-inch deformation. Two performance
measures will be addressed, the improvement in CCF produced by compensation and the deficit between
an actual system and one with perfect compensation.

Improvement of CCF may be gauged by use of the horizontal line at 18 dB in Figure 19. It shows
the performance of an SBR with an uncompensated 1-inch deformation of the groundplane (as shown
previously in Figure 12). The distance from the horizontal segment of either curve for the compensated
SBR (either of the curves labeled with a grid size) to the line for the uncompensated SBR is the gain in
performance produced by the groundplane measurement system; this is more than 20 dB.

Performance deficit relative to a compensation system that produces no measurement or interpo-
lation errors may be gauged by use of the horizontal line, labeled "DEFORMED, PERFECT MEA-
SUREMENTS," at 51 dB in Figure 19.

The distance from the horizontal segment of either curve for the nonperfect systems to the "PERFECT
MEASUREMENTS" line is the CCF deficit resulting from the residual position estimation error due to
interpolation. These are 3 dB for the 9 X 9 grid and 10 dB for the 16 X 16 grid.

The two realistic systems in Figure 19 (those with measurement errors and interpolation) achieve
performance comparable to the unrealistic, idealized system (with no measurement errors and no inter-
polation) only when two conditions are met. First, the interpolation grid size must be small enough to
suppress the residual interpolation bias of position estimates. Second, the measurement errors must be
small. Only then will the CCF of compensated SBRs approach that of a perfect compensation system.

The variance of the deformation estimation error e(x,t), which is defined to be the difference be-
tween the estimated z coordinate 2 (xy) of the groundplane and the actual z coordinate z(xy),

e(x, y) = i(x, y) - z(x, y) , (12)
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is shown in Figure 20. (Recall that z is normal to the undeformed groundplane.) The figure shows that
the standard deviation of the position estimation error is between one and three times that of the under-
lying measurement error. (The quoted ratios apply only to the particular groundplane measurement-
system layout in Figure 14 that was used for results presented here.)

The ratio depends on the geometry or layout of the system, i.e., where sensors and reflectors are
located relative to the edges of the groundplane, and is similar to Geometric Dilution of Precision
(GDOP) of the GPS system. Hereafter, the ratio will be denoted by GDOP.

As measurement error standard deviation decreases, the random part of the deformation estimation
error decreases also; however, the GDOP contours shown here will be the same regardless of measurement
error. Also, the average value of GDOP over the surface of the groundplane will be a constant that
depends only on system layout.

In the current case, the average GDOP is 2; this means that for a given measurement error, say 0.1
in., the average deformation estimation error is 2 times the measurement error, or 0.2 inch. The estimation
error is more fundamental than the measurement error, as it translates directly to a phase error. For
example, a 0.1-inch RMS measurement error for compensation leads to an average RMS phase error of 7.9'
(= [0.1 GDOPA] 360' at X = 9 inch, and GDOP = 2) because the estimation error in this case is 0.2 inch
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Figure 20. Contour plot of standard deviation of random estimation error normalized to measurement error
(equivalent to GDOP of GPS) showing the increase in error at the edge of the antenna.
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Figure 21. Contour plot of estimation-error bias normalized to measurement error showing the nature of the error
with increasing measurement accuracy.

Figure 21 shows contours of the variation of residual deformation estimation error bias normalized
to the standard deviation sMEAS of the underlying measurement error. The bias variation 6P (xy) is
obtained by subtracting the average bias Ave[p(xy)] over the groundplane from the local bias Pl(xy) at
a point

bp(x, y) = { i(x, y) - Ave[p(x, y)]} / sMOEAS (13)

Biases are shown for four different measurement standard deviations, 0.318, 0.159, 0.0794, and
0.0397 mm. In each case the normalized residual bias lies between -2.0 and +1.0 regardless of the
standard deviation of measurement errors. This is true for all residual biases that were examined (see
Table 1).
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TABLE 1

Residual Bias vs. Measurement Error

Array Size Measurement Error Standard Deviation
(cm) Normalized Residual Bias*

16 x 16 0.3180 -1.0 to 1.5

16 x 16 0.1590 -2.0 to 1.0

16 x 16 0.0794 -1.5 to 1.0

16 x 16 0.0397 -1.5 to 1.0

9 X 9 0.3180 -0.9 to 1.2

9x 9 0.1590 -1.0 to 1.5

° (Residual Bias)/(Measurement Error Standard Deviation)

There is a marked change in the nature of the bias as the standard deviation of the measurement
error decreases. Recall that the deformation is the same for the four different measurement standard
deviations.

For measurement standard deviations 0.318 and 0.159 m, the bias is negative (dotted contours)
on the right, positive on the left, and zero (heavy solid contour) in the middle. This means that after
compensating for deformation and performing linear interpolation, the antenna looks as if it is tilted
slightly down on the right-hand side. As long as this apparently tilted antenna is roughly planar, the two
receive radar beams will be rotated the same amount and will have the same shape, so their cross-
correlation and consequent clutter cancellation via DPCA will be high.

A curious feature of the tilt is that the -1, 0, and +1 contours for the 0.318 and 0.159 mm standard
deviations are at nearly the same location on the antenna's groundplane. One possible explanation for this
is that the residual bias is due to nonlinear processing of measurement errors, so that on average (for the
10 realizations used for computing statistics) there is a tiltlike bias.

Recall that a nonlinear function z of a zero-mean Gaussian error ymay have a nonzero mean because
to second order in the error the expected error in estimating z will be

E[,(y)-z(2'o)] = Dz(yo ) E[2y]+D2z(yo)E[y 2 ]/2

=D2z(2yO)/2 Ivar(y)) ,(14)

so

E[,(x) - z(yo)] / (var(y7)) D2Z(y' ) / 2

where Dn <d/dr (15)
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Thus the normalized estimation error will be independent of the standard deviation of the measurement
error, as observed.

For future reference note that a rough average value of the magnitude of D 2 z(g0)/2 is comparable
to 1, which is the contour that lies about halfway between the right edge of the groundplane and its center
(the -1 contour is similarly located on the left side of center).

As the measurement error standard deviation is decreased beyond a certain point, which appears
to be between 0.159 and 0.0794 mm in this case, the residual bias due to nonlinearities will be less
important than the residual bias due to interpolation errors.

The residual biases for 0.0794 and 0.0397 appear to be due to interpolation. This conclusion is
supported by comparison of the contour plots for these cases with a contour plot of the deformation
included in Figure 22.
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Figure 22. Contour plots showing a comparison of normalized position estimation-error bias (bottom) with the
original deformation.
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Note that the heavy black lines in all three plots, which are the zero contours, traverse similar paths.
The hills (solid contours) produced by deformation generally correspond to valleys (dashed contours) of
residual error and vice versa.

The locations on the groundplane of the -0.5 contour for the 0.0794 mm standard deviation and the
-1.0 contour for the 0.0397 mn standard deviation nearly coincide; now the residual bias is independent of
the measurement. For the example contours, the residual bias is -0.0397 mm regardless of the measure-
ment error standard deviation.

The residual bias due to interpolation has maximum and minimum values of ±0.06 mm for the
16 x 16 interpolation grid, so it would probably not become visible until the residual bias due to
nonlinearities is about equal to this value, or until

D2z(y )/2 {var(y)}=0.06 mm (16)

As these results indicate that D2z(go)12 is approximately 1/1mm on average, the equation implies
that visibility of the residual bias due to interpolation would occur when

standard development (y) - 0.25 mm , (17)

which is higher than actually occurs but is not inconsistent with the results.

Finally, all of these results are likely to be specific to the 16 X 16 grid. For a larger interpolation
interval such as that of the 9 X 9 grid, interpolation errors will be larger than for the 16 X 16 grid; they
will become visible at larger measurement error standard deviations than was the case for the 16 X 16
grid. The results in Figure 19 are consistent with this.

2.8 RESULTS: DYNAMIC DEFORMATION

As the physics of a dynamic system are dominated by its normal modes, it seems natural to use
them as much as possible to determine the deformation of the groundplane.

To this end, the following method was devised to determine the deformed location of the antenna's
radiating elements. All required measurements were assumed to be made simultaneously with a given
accuracy. From these, the deformed locations of the reflectors of the compensation system were deter-
mined. (This is the same as for static deformations.)

Next, the instantaneous amplitudes T,,,.(t) for selected modes were estimated via a least-squares
procedure (Appendix C). The deformed position of a radiating element, say the ith one with undeformed
coordinates xi and yi, was then synthesized via a truncated approximation to the full Fourier series that
described the deformation;

Zm'n(xi,ypt) = , Tmn(t) cos(xnx, / LX) cos(irmyi /L (18)
M y)O<-m,n<-mNM nMAX

Both mMAX < 8 and nMAX < 8 were varied between runs to investigate the effect of truncation of the
series, which is the equivalent in this instance of interpolation grid size for the static case.
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Finally, the synthesized deformed location of the radiating elements was used to phase the elements
and the CCF of the antenna was computed.

Comparing the CCF obtained for two systems with different measurement errors presented a prob-
lem because, for a dynamic deformation, the CCF will vary with time similar to either of the two curves
in Figure 13. For a given measurement accuracy, there is no single value of the CCF to compare with
the CCF for a different measurement accuracy.

One way to characterize the performance of a compensation system with a given measurement error
would be to plot curves of CCF-vs.-time for each measurement error standard deviation of interest. This
curve would generally be between the "BEST' and "WORST" curves in Figure 133. However, if many
measurement errors were considered, there would be as many corresponding curves between the "BEST'
and "WORST" curves; comparisons of performance would become difficult and trends that might be used
to predict performance would be obscured.

To eliminate this difficulty and arrive at a single CCF for a given measurement accuracy, the
performance deficit defined for a static deformation was generalized as follows. For a dynamic deforma-
tion, the performance deficit for a system with a particular measurement accuracy was defined to be the
difference of subtracting the time-average CCF for that accuracy from the time-average CCF for a perfect
system (that estimates all modes with no measurement error);

Deficit = Ave(OVER TIME SERIES)I[CCFpERFECT - CCFAcTUALI

The deficit will be indicative of how far a system with a given measurement accuracy is below perfect
performance, on average.

Figure 23 shows plots of deficits for three systems that make 121 measurements (using an 11 × 11
grid of reflectors). Each system estimates different numbers of modes. The nine-mode system estimates
the three modes with lowest y spatial frequency for each of the three modes that have the lowest x spatial
frequency. These modes are described by

O<m:52, O_<n_52 (19)

The 12-mode system estimates the next higher x mode for each of the y modes of the previous
system or estimates the additional modes described by n = 3, 0 5 m _< 2 (see Figure 24 ). Finally, the
16-mode system estimates the additional modes of the 12-mode system plus the next-higher y mode for
each of the x modes or additional modes which are described by m = 3, 0 < n _< 3.

The dot-dash curve shows the performance of a system that makes 64 measurements, using an
8 x 8 grid of reflectors, and estimates the same 16 previously described modes.

If a measurement standard deviation of 0.1 inch, or 2.5 mm, is selected, then the deficit is 12-16
dB, compared to a worst case of about 8 dB for the static deformation described earlier. The time-average
best CCF is 56 dB, so the time-average CCF for a compensation system with measurement accuracy of
0. 1 inch is (56-16 =) 40 to 44 dB. This is comparable to the CCF for a static deformation compensation
system that uses a 9 X 9 grid (see Figure 12).

3 Although not shown here, this has been confirmed to be the case.
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mated in each case in Figure 23.
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2.9 TIMELINE PROBLEMS FOR VIBRATIONS

The assumption that all measurements were made simultaneously, which was made to allow a
simple feasibility demonstration of estimaticn of mode amplitudes, is unrealistic. Any laser-based defor-
mation compensation system will almost certainly make serial, or round-robin, measurements. This pre-
sents a problem, as the following demonstration shows.

The collage shown in Figure 25 comprises snapshots of deformations taken at times ranging from
0.25-1.25 seconds, in 0.25 second increments. Suppose that the groundplane is covered by an 11 x 11
grid (not shown) of reflectors and that their positions are measured one after the other, beginning in the
lower right comer of the antenna (as seen in these pictures) and progressing along a row from front to
back, then beginning in the next row to the left and progressing again from front to back, etc., proceeding
by rows from right to left until the positions of all sensors have been estimated.

If the dwell at each reflector is 10 msec, at the time indicated below each frame the three sensors
will be obtaining a sample at the position indicated by the dot in the frame.

The composite deformations that are estimated using the data from a serial sampling scheme will
obviously not look like any one snapshot of the deformations, hence the deformations will not be valid
for any time in the sampling interval. The deformation will be skewed by the sampling method.

Table 2 indicates changes that one might make to reduce the sampling interval, which will be called
the frame time hereafter.
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Figure 25. Evolution of deformation showing location of measurement.for a serial measurement scheme, at indicated
times; 121 points are measured with a dwell time of 10 msec per point.
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TABLE 2

Changes That Reduce Frame Time (Skew)

Element Change (aec)

Reflectors* 121 -> 64 0.64

Dwell Time
(sec) 0.01 -> 0.002 0.24

Both (Above) 0.128

*This reduction is only feasible if modes are estimated.

Two msec is near the minimum time required for the laser's beam director to slew to the general
area in which a reflector will occur, localize it, and make a measurement of distance. Figure 23 shows
that 64 is the smallest number of reflectors that produces acceptable CCF deficits, so this was assumed
to be the lower limit for Table 1; in addition, experience to date has shown that it is impossible to estimate
16 modes with fewer reflectors.

Experience to date (trial and error) has shown that the minimum number of reflectors arrayed on
a rectangular grid that yields accurate estimates of 16 modes is at least 64 (= 8 X 8). This happens because
the matrix H HT that occurs in least-squares estimation4 is singular if less than 64 measurements are
attempted5 (at least for rectangular and other grid geometries that have been tested).

If both of the indicated reductions could be made, it is still unlikely that a 50-dB CCF could be
achieved. If it cannot be achieved, a processing scheme that predicts deformations will be required.

2.10 SERIAL MEASUREMENTS AND PREDICTION

For the deformation problem at hand, two prediction methods come to mind. Either the position of
each reflector (64 positions in all) or the amplitudes of modes (16 modes) could be predicted.

4 H , solved via least squares yields x = (HHT) - I Hz.

5 These frustrating results can be rationalized (though not yet proved) as follows: to obtain a four-
element FFT requires a set of eight real samples. For a rectangular grid, this is true for each dimension;
to obtain a two-dimensional 4 X 4 FFT requires an 8 X 8 set of real samples. The least-squares procedure
estimates bias and slope in two dimensions as well as the 16 magnitudes of the selected modes. Thus,
in addition to producing other estimates, the least-squares procedure is essentially performing a 2-D FFT,
so the above contraint on FFTs must hold in this case.
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One consideration in deciding which method to use is that the time dependence of the modes is
known if a good structural model of the antenna is available. Further, the model time dependence of a
mode is easily described in terms of a differential equation or a state-transition matrix. This is not the
case for the prediction of the displacement of a reflector.

Another factor is the revisit rate, which for 64 reflectors is on the order of 0.1 sec. This factor is
dealt with in some detail in the following comparison of the two prediction methods.

2.10.1 Prediction of a Reflector's Location

If prediction of a reflector's location is attempted, the overall strategy would be to predict the
location of each of the reflectors in an N X N array based on a sequence of measurements of the
reflector's previous position. The measurements and predictions would be for a given reflector, and only
measurements for that reflector would be used to predict its position. Reflectors would be processed
serially.

A diagram of the timeline for this process is shown in Figure 26. The measurement time for any
reflector would be the dwell time, 2 msec in the example; the latest measurement for the reflector would
be incorporated via a filter to update the estimate of the reflector's current position. Until the next
measurement update (which is 240 msec later for an 11 X 11 grid of reflectors), the position would be
predicted. The long prediction interval compared to the mode frequencies, which are below 7 Hz, can be
expected to produce poor predictions.

This method is cumbersome and requires a great deal of memory; results shown in Figure 25
indicate that each reflector's position would be described by about 12 modes, each oscillating at different
frequencies, so a filter would need a state vector for each mode. If there were 121 reflectors, the memory
and number of computations would be very large.

2.10.2 Prediction of a Mode's Amplitude

As in the previous discussion, measurements are of the deformations of the reflectors and require
2 msec. The measurements, however (see Figure 27), are incorporated into estimates of the mode am-
plitudes that are produced by a filter; about 12 modes are estimated. Every measurement is used to update
the estimates, so the maximum staleness of an estimate is 6 msec compared to 240 msec for prediction
of measurements.

Also, modes are predicted on demand for times between updates, so the maximum prediction
interval is about 10 msec, much shorter than that for prediction of measurements. Consequently, the
predictions for this method should be more accurate than for the one involving prediction of measure-
ments.

Figure 28 shows a schematic computation flow diagram for a canonical method of estimating and
predicting mode amplitudes and synthesizing deformations from them. The flow is from measurements
at left, to prediction of mode amplitudes as required, and finally to synthesized deformations at right.
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Figure 26. Timelines for prediction of location of each reflector, or measurement grid point, showing sequence
of measure, compute, predict for three sequential measurements.

35



121887-27

2 msec SENSOR/
MEASUREMENT

[l26 isec

M-1 -- 1

MAKE M
MEASUREMENTS 7

M+1 M+

ESTIMATE ~HlH~~HHI
MODE* LUULLLLI

AMPLITUDES "• //
\-M-1 1

INCORPORATE M+1
MEAS# M+I

PREDICT/ 11
SYNTHESIZE

DEFORMATION PREDICTION TIME

NOTES DIGITAL SIGNALS: MEASUREMENTS & ESTIMATE
ANALOG SIGNAL: PREDICTION TIME
MEASURE - DETERMINE 3 LENGTHS @ 2 msec EA.
TOTAL MEASUREMENTS -3 x 8 x 8

Figure 27. Timelines for synthesis of location of each reflector, or measurement grid point, showing sequence of
(three) sequential measurements, estimation and prediction of mode amplitude, and synthesis of deformation.
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Figure 28. Canonical computation flow diagram for prediction and synthesis of deformation modes.

For the situations described thus far, the number of measurements, N, will be between 64 and 121;
the number of modes, M, between 9 and 16; and the number of deformations, J, much larger than either
(J = 576, 12 rows of 48 radiating elements each, for the SBR model antenna used here). All deformation
information resides in the modes, which constitute the smallest set of the three and are the most easily
modeled and predicted.

There was not enough time to design and model a Kalman filter to simulate the procedures depicted
in Figure 28, yet it was desirable to demonstrate the possibility of predicting modes.

A credible demonstration would require that modes be estimated from noisy measurements. This
would provide a method of simulating - rather than guessing - the approximate amplitudes of mode-
estimation errors. The demonstration would also require that elements of the mode state vector be
estimated from the estimates of mode amplitude. The efficacy of mode prediction could then be dem-
onstrated by comparing the predicted mode amplitudes vs. their actual values.
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To achieve the desired results, a demonstration with the following elements was devised.

Estimation of Mode Amplitudes. Because a least-squares method existed for estimating mode amplitudes
from a number of simultaneous measurements ("snapshots") of the deformed groundplane, this apparatus
was used. With it, estimates of mode amplitudes were obtained from multilateration using noisy measure-
ments. This was performed for snapshots of the deformed surface at two different times. The result was
a reasonably credible set of estimation errors for mode amplitudes, as desired.

Estimation of State Vector Components. Each mode is effectively a damped oscillator whose decay time
and frequency are known, so the state transition matrix can be computed regardless of measurements. The
state vector will have two components corresponding to the amplitude of a damped cosine and a damped
sine wave. Given mode amplitude estimates at two different times, the two components at either of the
measurement times can be computed with the aid of the state transition matrix.

Note that if the mode estimates are in error, as they surely will be, the two components will also
be in error. Because the number of mode estimates is equal to the number of components, the resulting
estimation error for the components of the state vector will be larger than for situations where a suitable
algorithm is employed to obtain two components from greater-than-two-mode estimates. For a given set
of mode amplitudes, the technique for estimating components is a worst-case procedure; one might do
better with more amplitude estimates and another algorithm for estimating components.

Prediction of Mode Amplitudes. After the state vector for the second measurement time was estimated,
predictions of the state vector were made by propagating the estimated state vector to the required time via
the propagation matrix. The predicted and known (from the deformation model) mode amplitudes could then
be compared.

2.11 PREDICTION RESULTS

Figures 29 and 30 show the successes and failures at predicting 12- or 16-mode amplitudes by the
described methods. As shown in Figure 29, prediction of the (n,m) = (1,0) mode is reasonably accurate.
The solid curve in the figure is a time history of the actual amplitude. The dot-dash curve is a time series
of the amplitude estimated from snapshots of the deformation, as described previously. The + signs are
elements of the time series of predicted amplitudes.

In this and all other figures, the first two + signs are forced to lie on the dot-dash curve by the
fitting procedure that determines the initial components of the state vector of the mode. All subsequent
+ signs are predicted from the first two, while the remaining points on the dot-dash curve are obtained
from a set of simultaneous measurements made each time the deformation is sampled. The solid curve
is used to calculate the deformation to be sampled.

The vertical distance between the solid and dot-dash curves is the estimation error. If no error
occurs, then the two curves coincide; if they are far apart, the error is large. Similarly, the vertical distance
from a + sign to the solid curve is the prediction error of the mode amplitude.

Note that the success of the prediction of the (1,0) amplitude can be attributed to the near coin-
cidence of the solid and dot-dash curves for the first two points; in other words, to the very small mode-
amplitude-estimation error in this case. Also note that even though the estimation error for the first two
points is invisible to the eye, it still produces significant errors at later times.
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The prediction results for mode (3,0) are among the worst failures in the set of 16 modes that was
estimated. The cause of the failure is the large estimation error (vertical distance between the solid and
dot-dash curves) for the second fitting point. As a result, both amplitude and phase of the prediction are
in error.

The top part of Figure 30 shows the efficacy of predicting modes. Recall that the prediction, which
spans two periods of the oscillation of the mode amplitude, was made using the first two points, which
are one tenth of a period apart. This is possible because the mode's frequency and decay constant are
known, so the propagation matrix can be accurately computed. The propagation matrix produces the
damped oscillation. The amplitude and phase are determined by the components of the state vector.

The phase and amplitude errors of the prediction relative to the actual mode amplitude are mod-
erate, but the prediction maintains its accuracy over the interval of time spanned by the plot.

Results for the highest frequency mode, (3,3), are also shown in Figure 30. The zero-to-peak mode
amplitude is about 0.004 m; judging by the vertical distance between the solid and dot-dash curves, the
mode amplitude is probably less than 10 times larger than the standard deviation of the estimation error.

One might expect the prediction errors to be large, as they are, but the predictions (+) and mea-
surements (dot-dash curve) are of comparable accuracy. This is significant considering that far fewer
calculations are required to predict than to estimate the mode amplitude from a set of measurements.

The average-over-time of the ratio of the actual mode amplitude to the estimation error (Figure 3 )
is between -1 and 22 dB; for half of the estimated modes the ratio is above 8 dB.

In summary, the demonstration indicates that modes can be predicted with modest accuracy using
the simplest conceivable algorithm. A more sophisticated procedure could improve the prediction accu-
racy so that prediction could be used if required, as it likely would be.
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estimated. The cause of the failure is the large estimation error (vertical distance between the solid and
dot-dash curves) for the second fitting point. As a result, both amplitude and phase of the prediction are
in error.

The top part of Figure 30 shows the efficacy of predicting modes. Recall that the prediction, which
spans two periods of the oscillation of the mode amplitude, was made using the first two points, which
are one tenth of a period apart. This is possible because the mode's frequency and decay constant are
known, so the propagation matrix can be accurately computed. The propagation matrix produces the
damped oscillation. The amplitude and phase are determined by the components of the state vector.

The phase and amplitude errors of the prediction relative to the actual mode amplitude are mod-
erate, but the prediction maintains its accuracy over the interval of time spanned by the plot.

Results for the highest frequency mode, (3,3), are also shown in Figure 30. The zero-to-peak mode
amplitude is about 0.004 m; judging by the vertical distance between the solid and dot-dash curves, the
mode amplitude is probably less than 10 times larger than the standard deviation of the estimation error.

One might expect the prediction errors to be large, as they are, but the predictions (+) and mea-
surements (dot-dash curve) are of comparable accuracy. This is significant considering that far fewer
calculations are required to predict than to estimate the mode amplitude from a set of measurements.

The average-over-time of the ratio of the actual mode amplitude to the estimation error (Figure 31)
is between -1 and 22 dB; for half of the estimated m'.odes the ratio is above 8 dB.

In summary, the demonstration indicates that modes can be predicted with modest accuracy using
the simplest conceivable algorithm. A more sophisticated procedure could improve the prediction accu-
racy so that prediction could be used if required, as it likely would be.
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3. SUMMARY, CRITIQUE, AND UNFINISHED WORK

The work described herein is unfinished. The following has been accomplished:

Multilateration, a method of compensating for deformations of a large array, was identified and its
efficacy for a radar that uses DPCA was evaluated using the clutter-cancellation factor. The result was
that clutter cancellation could be improved by about 20 dB for the particular radar and deformations that
were used. To achieve this cancellation for deformations whose zero-to-peak magnitude was 1 inch
required between 100 and 200 measurements with accuracies of 0.1 inch, which is about I percent of the
10-inch wavelength of the radar.

In general, improvement in clutter cancellation will depend on the magnitude and shape of the
deformations, the type of measurements that are made (multilateration vs. triangulation - see the later
discussion in this summary), and the layout of the elements of the system; the specific numbers given
in the previous paragraph almost certainly will not apply to other situations. What is important is the
demonstration that measurement of deformations of a radar antenna and appropriate compensation of the
phase of its radiating elements produces significant improvement in clutter cancellation for DPCA.

Similarly, the model of deformations used here, although bearing a passing resemblance to pre-
dicted deformations of an actual radar design, will probably not be encountered in other radar designs.
What is important here is that a knowledge of a few of the significant deformation modes of the structure
allows the deformations to be synthesized with enough accuracy to produce significant improvement in
clutter cancellation. The number of modes required to describe a fairly complicated deformation is
surprisingly small.

The significance of a modal description of a structure is twofold. First, it allows the location of the
radiating elements tied to the structure to be synthesized without interpolation between a fixed grid of
points on the structure. This has the potential of requiring fewer measurements than interpolation would,
especially if the deformations are characterized by a few modes with short characteristic periodic lengths.

Second, and most important for a live structure which has time-varying deformations, the amplitude
of the normal modes are the physical entities that are excited by forces applied to the structure; modem,
sophisticated deformation prediction techniques, which are based on the physics of normal modes, use
simple second-order differential equations to describe the dynamic deformation of the structure. This
means that a Kalman filter can be formulated whose state-vector components are a normal mode's
amplitude and rate; one two-state filter would be required for each mode. The filter's dynamics matrix
will comprise the constants for the second-order differential equations of the mode. The physical plant
noise of the filter will be the appropriate coefficient of the modal decomposition of the random, unknown
forces that act on the structure. The deformations may then be synthesized - and perhaps more important
- reliably predicted from the elements of the set of state vectors used to describe the deformation.

This last assertion about prediction of modes was investigated here using a crude technique to
estimate mode amplitudes. The results obtained for prediction of mode amplitudes demonstrated the
ability to predict well enough to offer possibility of improved prediction accuracy when more sophisti-
cated techniques are used.
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The implementation of a laser-based system to perform measurements for multilateration was a
reasonable first choice for an active measurement system. However, in retrospect, a better choice might
have been to use the technique, described by Attia [2], of cross correlating clutter returns of pairs of
radiating elements. However, instead of rephasing the radiating elements for each look direction of the
radar, as proposed by Attia, the returns from three separate patches of clutter should be used to determine
the deformation of the antenna. The clutter returns would have to be from widely separated look direc-
tions so that the angles between the look directions from the radar to the clutter patches were large and
not coplanar. These constraints reduce the geometric pattern of random-estimation error in the antenna's
nominal plane that will be produced by this technique. The origin of the pattern is analogous to the origin
of GDOP for the GPS satellite system, and the pattern itself is analogous to the pattern of random errors
shown in Figure 20.

Estimating deformations rather than rephasing each element will allow a small subset of the radi-
ating elements to be cross correlated, thereby cutting down the processing load; estimating the deformations
will again allow the estimation and prediction of deformation-mode amplitudes that were described
earlier. Measurement of deformation via clutter returns coupled with Kalman-filter estimation of selected
mode amplitudes should yield an accurate, computationally efficient (compared to rephasing all radiating
elements for each look direction) method of improving clutter cancellation in the presence of deforma-
tions.

There is an opportunity for more investigation along these lines. This must be left to a future date
and perhaps to another investigator.
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APPENDIX A
CLUTTER CANCELLATION

The performance measure for deformation compensation used throughout this work is the clutter
cancellation factor (CCF), which is a measure of the cross correlation, integrating over all space, of the
radar's two receive beams weighted by its transmit beam [7]. CCF is a measure of residual clutter power
after DPCA processing relative to raw clutter power.

If the element pattern is assumed to be unaffected by deformations (i.e., not tilted away from
normal to the plane of the undeformed antenna), the CCF is usually approximated by this sequence of
calculations (which parallels the flow shown in Figure 3 of the main text):

First, the electric field patterns E'(q), where j = 1,2 designates the leading and trailing receive
apertures, respectively, are calculated;

n=NELEM

EJ(0)= YEM(0)X W exp(iAo n ) (20)
n=l

Here, E)(q) is the array factor multiplied by the element pattern YELEM(0); W, is the element weight, which
for the calculations summarized here is a particular version of a raised cosine weight developed by
R. Miller for a demonstration model of an SBR [14], and where the phase of each element

A0) =(k-k0).(x - xAVE) (21)

is computed relative to the location of the average phase center, xAVE, which is assumed to be at the
geometric center of the aperture [7],

1 nNELEM

:!AVE = 1 I :in (22)
ELEM n=1

and the steered wavevector is

0r = 2z [sin(Odos(O0 ), sin(Oo)sin(0o) , cos(O0)]/;L (23)

where 00 and 00 are the steered scan and azimuth angles, respectively, and X is the radar wavelength.

The cross-correlation product M12 of the electric fields of the two receive apertures is then calcu-
lated using, as a correlation weight, Wm, the squared magnitude of the transmit electric-field pattern
ET(O), which is computed as described previously except that the range of the sum is over the transmit
aperture and the elements are uniformly weighted (wn = 1). The magnitudes of the two receive beams
M1 and M22 are also calculated so that a correlation coefficient may be computed later;

M
M12= W E'(0 ,,) E2 (O)* (24)

m=-M
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and

M .2
M= _ WM EJ(0m)I j=1,2 , (25)

m=-M

where * denotes complex conjugation and the correlation weight Wm is

W =IET(0 )1 (26)

Instead of integrating the two receive beams over all space to obtain the cross correlation, they are
instead summed over a range of angles:

0m =00 +m60 Im=0,1.,. M-l,M , (27)

where 0o is the steering angle, the radar's azimuth angle is 0, 0o = 0, and, the steered wavevector 6 is

T = 2 r [sin(o),0, cos(Oo)]/A (28)

In all CCF calculations performed here the radar was assumed to be aimed at an angle 00 = 300
from broadside at zero azimuth angle relative to the line of flight of the radar, which corresponds to 4 = 0.

The one-dimensional sum has been found to produce nearly the same CCF as a two-dimensional
integral over all angles 0 and 0 [7]. The integer M that determines the number of samples summed is
determined by a test of convergence of CCF to a stable result.

Finally, the magnitude of the cross correlation is squared, normalized by the product of the mag-
nitude of the two receive beams, subtracted from one, and expressed in decibels:

CCF = -10 log [I - iM12 / (M 11 M 12 )] . (29)

The two receive apertures of an undeformed groundplane will have a cross correlation equal to 1
and, consequently, will produce an infinite CCF. Clutter will be completely cancelled in this case. In
contrast, deformations that completely decorrelate the two receive apertures will have no cross correlation
(i.e., the result is zero), so the CCF will be 0 and residual clutter will be high.

6 See Section 2.2, "Algorithm for steering the antenna."
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APPENDIX B
DEFORMATIONS

Investigating the effectiveness of compensating for deformations requires a model of the SBR's
structure. As a detailed SBR design is not available, a simple model that includes relevant features of the
.notion of qtructures must suffice. The main feature required of the model is that it have deformation
mod,:s.

Here, the antenna groundplane of the SBR will be modeled as a rectangular thin membrane that is
the two-dimensional analog of the stretched string [151. In this model, the membrane at rest is in the x,y
plane and is constrained to move perpendicular to the plane so that z(x,y,t) is the displacement of the
membrane at the point whose coordinates are x,y. The velocity of the membrane at this point is the partial
derivative of z with respect to time, t.

In addition to the usual net restoring force per unit area [19],

F -~o a~ ( Z 82Z (30)FRESTORE := ( T -2 J(0

where the restoring constant is a; a damping force per unit area will be added to the equation of motion.
Damping is presumed to be proportional to the velocity of the membrane, and the proportionality constant
v will be presumed to be independent of any mode:

FDAMP - V&" (31)

An external force ftx,y,t) can presumably be applied to the structure (by thrusters or thermal gra-
dients). Consequently, the net force, or sum of these three forces, will equal the acceleration. The equality
leads to a second order partial differential equation:

1 52z v& z_ 52z +5 2 z f(x,y,z) (32)
c2  6x2  y2) a

where, for a membrane with mass density p, the speed of the deformation wave c, and characteristic
damping time 0, will be

c = (a /p) 11 2

0=2p/ v (33)

The rather simple model used here has led to a single second-order partial differential equation that
has more than superficial similarity to sets of ordinary differential equations (ODEs) derived from more
detailed and complicated analyses of structures using finite element models. Such models yield a set of
second-order coupled ODEs that describe the motions of elements, trusses, plates, etc., of the structure.
The set of coupled ODEs has solutions that are normal modes which correspond to the eigenfunction
solutions of the above partial differential equation (PDE). The PDE is a convenient way to obtain models
of the normal modes of the groundplane.
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By choice of the analyst, the finite element model and the resulting ODEs may at first contain only
the restoring, forcing, and inertia terms. (The inertia term involves the second derivative of time and is
a result of Newton's second law.)

Damping of the structure, which is usually the hardest element to model, is then added by assuming
that it is either modal (which requires a different damping constant for each mode) or has some other
interesting property.

The particulars of the damping model will affect the resonant or mode frequencies so that they are
different for the damped and undamped structures. Attempts have been made to adjust the damping to
change the frequencies of the undamped model so that they coincide with measured frequencies for the
modeled structure.

Regardless of the way it is modeled, damping of a structure is a very real feature - structures don't
vibrate forever. Damping was included in the deformation model to provide verisimilitude and to include
an important feature required for constructing Kalman or other filters needed to accurately predict vibrations.

In summary, the derivation of the above PDE, the nature of the various terms it contains, and the
results it produces are not unlike corresponding aspects of a finite element analysis of a more complicated
SBR. In addition, the PDE has the added feature of ease of construction and general convenience for the
problem at hand.

The boundary conditions for the problem are that the edges of the antenna are free to move; the
slope at right angles to the edge is zero at the edge. At the edges at x = 0 and x = - LA2 one may write
these equations:

6z(0,y, t) = 0 (34)

These are in contrast to the usual conditions on a vibrating membrane, where the edges are clamped in
a rigid frame.

Two different situations were used to illustrate properties of a deformation-compensation system.
First, a static case (all time-partial derivatives equal to zero) was used to examine measurement accuracies
required to support 20-50 dB of clutter cancellation. The response to an impulse applied to a given area
of the antenna was then investigated to illustrate problems that arise in the actual working environment
of a compensation system. For the static case, the deformation was assumed to be

z(x,y)=A cos(2rx/L x ) cos(2ay/L y) (35)

This can only be achieved if the force fx,y) on the antenna's groundplane (which is presumably due to
a fictitious thermal gradient) is

f(x,y)=-(2a) 2 a z(x,y) (L: 2 Ly2 ) (36)

This particular deformation has the spatial variation of one of the eigenfunctions of the full time-
dependent equation. However, in contrast to that eigenfunction, this deformation is not a function of time.
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Figure B-1. Radar antenna groundplane (membrane) coordinate system.

If the dynamic case is considered, the full equation must be solved, which is easily done by
separation of variables to obtain a set of orthonormal functions used to obtain a Fourier-series represen-
tation of the force. This representation then results in a second-order ODE with a forcing function, which
in turn is easily solved.

Suppose that in the coordinate system (shown in Figure B-i) eigenfunctions emnn are assumed to
have the form

em,(x,y)=cos(m1x/L ) cos(mny/L ) T (t) (37)
M'n~ XY m,n

where m and n are non-negative integers. These satisfy the boundary conditions at all times.

Further, write the force as a Fourier series7:

f(XY) = cos(xnx/L ) cos(nmy/L ) 3(t) (38)
m,n a

Substitution of'these into the equation yields a simple ODE for Tmn(t):

2
Tm+c.T +(k c)2 T -f 45(t)- C  (39)m,n m'n m,n m,n = m~n a

where a dot denotes differentiation with respect to time,

kiMn = (2;r) (m / L) 2 +(n / L) 2 )1/2  (40)

7 If the coordinate system origin is shifted to x = L/2, y = L/2, the series of cosines becomes the usual
Fourier series of sines and cosines, so the expansion is possible.
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and

VcP =V (41)

a

There are three solutions to this equation; one each for k.,, > gt2, km.,: = p12, and kns < p12. The
solutions are obtained by solving the homogeneous equation using the initial conditions

Tn (0)=O (42)

T n (0) = c2fmn (43)

a

For example, when km., > pt2

T (t) = c2 f sin(O) t) e t l (O) / (LI , (44)
M m'n in in

a

where

W cIkm,,2 _(P)2 (45)

the other cases have similar solutions involving a first-order polynomial of t or sinh instead of sine.

Finally, the force was assumed to be an upward-directed impulse uniformly distributed (Figure B-2)
over the central quarter of the groundplane for which Lx/4 < x < 3Lx/4 and Ly/4 < y < < 3LR/4. This allows
the coefficients fn., to be calculated.

This mathematical apparatus describes an impulsive defonnation, as shown in Figure 3, which is
a series of "snapshots" of the deformation from the instant the impulse occurs until after the spreading
deformation wave reflects off the edge of the groundplane (a mass discontinuity) and again converges
toward the center of the groundplane.
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impulse.

51



APPENDIX C
MULTILATERATION

Figure C-1 shows a canonical multilateration geometry and previously described elements of the
system. The right-handed measurement coordinate system shown in the figure may be defined as follows:
Sensor 0 is defined to be at the origin; A is defined to be on the x axis at an unknown distance from
the origin 0; B is defined to be in the first quadrant of the xy plane; its coordinates (except z = 0, which
is known by definition) are unknown. The coordinates of the reflector P are also required. Table C-1
summarizes this information.

0 L2 -------

L-317

A r OBOA

Figure C-1. Diagram showing multilateration geometry, including three sensors - A, B, and 0 - and the point
P on the groundplane whose position is to be determined.

TABLE C-1

Unknown and Known Parameters of Points

Point Coordinates* Measurements*

A (XA,O,O) 11

B (XB,YB,O) 12,13

P (Xc,Yc,Zc) 14,15,16

These are unknown.
See Table C-2.
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Six measurements - the distances between the four system elements at the points of the pyramid,
taking the points in pairs - are made. There are six unknowns, the coordinates xA, xB , YB' Xp, yp, and

zp of points A, B, and P, respectively. The coordinates may then be calculated (see Table C-2) from the
measurements.

These formulas may be derived from the definitions by using elementary trigonometry (primarily
the law of cosines).

By definition

XA =11 (46)

xB may then be obtained by using the law of cosines.

xB 1 2 3 1 =12 cos(OBOA) (47)

As the vector that locates B has only two components, yB may now be computed.
y2 x2 )1/2 (8
Yx 8(l -. (48)

TABLE C-2

Measurements Used for MuItilateration

Measurement Side of Pyramid

11 OA i

12 OB

13 AB

14 OP

is  AP

BP

Finally, by using techniques similar to those described, the coordinates for the unknown point may
be calculated.

xp = (12 +1,2 -12) /(21, (49)
1 4 45 1

yp = ((12 +l-1/2-xpxB)/y , (50)
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as

XPXB + yPyB =21 COS(OPOB)=112 +12 -4 2) /2 (51)

and

Zp = (12 -X2- y2) 1/2  (52)

Figure C-2 shows four reflectors, Q, C, D, and E, and the coordinate axes of the measurement
coordinate system, ax , my, and ut, respectively. Suppose that it is necessary to set up a second, primed
(antenna) right-handed coordinate system to be constructed as follows: Reflector Q is defined to be at the
origin; C is defined to be on the x' axis at an unknown distance from the origin Q; D is defined to be
in the first quadrant of the x',y' plane; its primed coordinates (except z' = 0, which is known by definition)
are unknown.
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1 0 LASER (Sensor)

zz
S2x
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1.-

00
2 .5 6

. -0.5 -2 0 0 2 4LOF (M) ELts r 0oTs
-u.,, .-, O SM't 14t O F= G P sS T =="E

Figure C-2. Typical groundplane-measurement-system layout.
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Using these definitions, one may write equations for the x', y', and z' coordinate system unit vectors,
_x, _y, and v, as resolved in the measurement coordinate system:

v_. =1-v vT) (rDrQ 1-[vT rD-Q)]2} - 1/ 2

vZ = v X xv , (53)

where I r I is the magnitude of the vector r, riT = [xi, Y., z,] is the vector that locates point i = Q, C, D,
or E in the measurement coordinate system, and x is the vector (cross) product.

Also, it is necessary to calculate the primed coordinates of reflector E, whose coordinates are
unknown. The coordinates of point E in the primed, or antenna, system will be the components of the
column vector obtained by evaluating this equation:Tv'

6(54)
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APPENDIX D
LEAST SQUARES

Elsewhere in this report, the following equation was derived for the deformations Zm.n(Xy,t) of the
model antenna's groundplane:

Z (x,y,t)=T n(t) cos(mx/L x ) cos(mny/Ly) (55)

This is expressed in the coordinate system of the undeformed antenna, which is not that of the
measurement system. The undeformed antenna-coordinate system is fictitious; measurements cannot be
transformed into it. Measurements can only be transformed into an appropriately defined instantaneous
antenna coordinate system. The transformation between two coordinate systems was derived in Appendix B.

It is possible to avoid transforming from one coordinate system to another before performing a
least-squares fit by assuming that the antenna has certain geometrical properties, expressing these prop-
erties in terms of unknown constants, then determining these constants via the least-squares procedure.

Assume that the deformations Zmn are relative to a fictitious plane that is both rotated and translated
relative to the measurement-coordinate system; therefore, a vector r: that locates the ith point on the
deformed groundplane has the form

m MAxMAX

ri=R (xi+ I zmnUz)+l (56)
mn

where uZ is the z unit vector [0,0,1 IT and xi = [Xi , Yi, 0 ]T is a vector whose elements are the coordinates
of the undeformed point, and I is an unknown constant vector.

Further, the rotations that R represents will generally be a small tilt (rotation through angles 0,, or
OVI respectively) about the x and y axes followed by a (possibly) sizable rotation (through angle 6) about
the z axes. The general form for R may be written as follows:C~ +S OXS cO

R4= - C Sqy + Co" (57)

C = cos(O) and S = sin(O).

The z component Azi of deformed location r i has the largest contribution from zmn, so it is used
for determining the mode amplitudes.
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ATzi =[0,0,1] ri

m MAX nMAX
Az, = OyX I-.- OxYi + L z + 1: Zm,n

mn

-x(58)

where these definitions apply:

VIm,n; i 4-cos(n/ . Lx ) cos( nyi / Ly)

hT=['xr i ~, .. ', .. g, .. ~ (59)
P Y VOI"' WO"-'Vf20"" VM VAX n MAX

and

-= fl, +Oy'-Ox, To',,..... Tl0 ..... T2,0,..... T (60)
mMA, AMAX

with

j Tl 9,0)  (61)

Note that two indistinguishable constants have been combined into 13.
Then one may finally write the equation relating measurements Azi and unknowns x (to be de-

termined) via the least-squares procedure:

Az = Hx (62)

Standard methods may then be used to obtain the usual equation for the optimum x, ,on.

X0 pr. =(HT H)-IHTAz , (63)

2 2

where Az= , H= (64)

.AzM h

and M (= 64 or 121) measurements are used to obtain x.
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