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Over the course of this research contract, considerable progress was made in all the areas discussed
in the proposal, namely tensor methods for nonlinear equations and optimization, trust regions methods
for nonlinearly constrained optimization, orthogonal distance regression, semilocal analysis of quasi-
Newton methods for nonlinearly constrained optimization, ar,.l parallel unconstrained optimization. We
summarize the work in those areas in Sections 1-5. In addition, we have worked on several other topics,
including a new modified Cholesky factorization, analysis and performance of the symmetric rank one
update for unconstrained optimization, secant methods for constrained optimization, the behavior of
Broyden class methods for unconstrained optimization, and parallel and sequential methods for global
optimization. This work is summarized in Sections 6-10. Section 11 contains a listing of publications
and reports supported by this contract, and Section 12 contains a list of research personnel supported by
this contract.

1. Tensor Methods for Nonlinear Problems.

During this research period, we have developed tensor methods for the unconstrained optimization
problem. Tensor methods, first developed by Schnabel and Frank in the context of nonlinear equations,
augment the standard model (linear for nonlinear equations, quadratic for optimization) by low rank,
higher order terms, in a way that makes forming, storing, and solving the higher order model hardly more
expensive than the standard model. The development of tensor methods for unconstrained optimization
required a significantly different approach than for nonlinear equations, involving the use of a fourth
order model. We developed procedures for forming and solving this model, and have shown that the
extra costs of forming, storing, and solving this model can be made insignificant in comparison to the
underlying costs of forming, storing, and solving the standard quadratic model. In extensive computa-
tional tests of methods that use second derivatives, our tensor method using a trust region strategy was
about 40-50% more efficient than an analogous standard method on problems where the Hessian at the
solution is nonsingular, and 50-60% more efficient on problems where the Hessian at the solution is
singular. In cases where secant approximations to the Hessian are made, good improvements were
obtained by the tensor method on problems where the Hessian at the solution is singular. This research
was performed jointly with a student, Ta-Tung Chow, who received his Ph.D. in Aug. 1989, and is
described in a paper by Schnabel in the book of plenary and survey lectures from the 13th International
Conference on Mathematical Programming, and in a paper by Schnabel and Chow that just appeared in
the SIAM Journal on Optimization. Recently we completed a software package that implements the line
search version of this tensor method; it is described in a report by Chow, Eskow, and Schnabel that has
been submitted for publication.
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During this period, we also extended our tensor method for nonlinear equations to apply to the non-
linear least squares problem. In conjunction, we developed trust region versions of these methods to aug-
ment the original line search methods. In our computational tests, the tensor nonlinear least squares
method is significantly more reliable and efficient than Gauss-Newton and Levenberg-Marquardt
methods, to which it is most closely related. It is also considerably more efficient than the NL2SOL
method, but not quite as reliable. We have developed a software package that incorporates all these ten-
sor methods for nonlinear equations and least squares. This work has been performed along with a Ph.D.
student, A. Bouaricha, and is described in two papers by Schnabel and Bouaricha that are currently in
draft form.

During this .search period we also began die dcLlopment of efficient tensor methods for solving
large sparse systems of nonlinear equations and nonlinear least squares. We devised an efficient method
for finding a root or minimizer of the tensor model for nonlinear equations or least squares when the Jaco-
bian is sparse, and began to consider implementation details connected with this approach. This method
is entirely different than the one previously used by us for small dense problems, and can be incorporated
with any direct or iterative sparse solver. This research also is being conducted with Ali Bouaricha, and
will form the heart of his Ph.D. dissertation. We anticipate writing the first paper on this topic shortly.

Finally, together with another Ph.D. student, Dan Feng, we have recently developed some new
techniques for analyzing the convergence rate of tensor methods for nonlinear equations on problems
where the Jacobian at the solution has a null space of dimension one. A paper describing this research is
currently in draft form.

2. Trust Region Methods for Nonlinearly Constrained Optimization.

We have developed a very robust algorithm for nonlinear equality constrained optimization. It
computes each step by a two-phase strategy involving a Levenberg-Marquardt step on the constraints and
the solution of a relaxed quadratic program with a trust region restriction. We use a nondifferentiable
merit function involving the Euclidean norm of the constraints, along with a second order correction step
when necessary.

The global convergence theory for the algorithm is fairly strong. Without any assumptions of
linear independence of the constraint gradients or of positive definiteness of the Hessian approximation
we can show that a subsequence of the iterates converges to either a Kuhn-Tucker point, a local minim-
izer of the norm of the constraints, or a point violating a constraint qualification. In addition, if the exact
Hessian of the Lagrangian is used we can show that convergence to a strong local minimizer is quadratic.

We have performed computational testing on a variety of test problems, and our algorithm has
proved very robust. It has rarely failed to converge, and solves many problems where SQP methods
involving a line search fail. In comparisons with a standard line search SQP algorithm it has almost
always taken fewer iterations, although the line search method used a quasi-Newton approximation while
our method used the exact Hessian. This research is described in the Ph.D. dissertation of one of our stu-
dents, Emmanuel Omojokun, and in a paper by Byrd and Omojokun that is currently in preparation.

3. Orthogonal Distance Regression.

Previously we developed an efficient method for solving the orthogonal distance regression (ODR)

problem, and a software package, ODRPACK, that implements both ODR and ordinary nonlinear least
squares (OLS) methods. ODR is used for problems when there are errors in both the indeplvndent and the
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dependent variables. During this research period, we conducted a Monte Carlo study to determine
whether it was advantageous to use ODR or OLS in cases when there are errors in both variables. In
these tests the parameter estimates produced by ODR were virtually never worse than those produced by
OLS, and sometimes were significantly better. This work was performed in conjunction with P. Boggs, J.
Donaldson, and C. Spiegelman of the National Bureau of Standards, and is described in a paper by Boggs,
Donaldson, Schnabel, and Spiegelman in a special issue of The Journal of Econometrics on computa-
tional statistics. More recently, Boggs and Donaldson have generalized the ODRPACK code so that it
handles certain classes of implicit problems, which was one of the objectives of our proposal.

4. Analysis of Quasi-Newton Methods for Nonlinearly Constrained Optimization.

As a preliminary step in analyzing quasi-Newton methods for constrained optimization, we
developed some new analytical tools for doing global analysis of quasi-Newton methods with line
searches in regions where the objective function is convex. This has allowed us to extend the results of
Powell on convergence of the BFGS with arbitrary positive definite starting Hessian, to allow for a back-
tracking line search. This work is discussed in a paper by Byrd and Jorge Nocedal of Northwestern
University in SIAM Journal of Numerical Analysis. This tool, involving the trace of a matrix minus the
logarithm of its determinant, has also been useful in analyzing some new parallel methods for optimiza-
tion, and in analyzing other members of the Broyden class, as well as in our research on constrained
optimization.

Our analysis of methods for constrained optimization has been confined mainly to successive qua-
dratic programming methods that use an approximation of the reduced Hessian of the Lagrangian. We
have considered such methods used with a line search on a merit function and the updating procedure pro-
posed by Coleman and Conn. For such methods we have shown that if we start close enough to the solu-
tion with an arbitrary positive definite initial Hessian, then the iterates will converge r-linearly to the solu-
tion. This applies to the l merit function and, with some additional assumptions, to the exact penalty
function of Fletcher used as a merit function. We have also shown such methods to be q-superlinearly
convergent when used with the Fletcher function, or with the 11 merit function in conjunction with either
a second order correction step or a watchdog strategy. Interestingly, although the algorithm depends on
choice of null space basis, the R-linear convergence result is valid for any choice of null space basis.
Superlinear convergence occurs when the null space basis is chosen by either the strategy of Coleman and
Sorensen or that of Gill, Murray, Saunders, Stewart, and Wright. This also is joint work with Jorge
Nocedal and is described in a paper by Byrd and Nocedal in Mathematical Programming.

5. Parallel Unconstrained Optimization.

During this research period we completed an extensive study of parallel methods for general uncon-
strained optimization problems. One aspect we investigated was strategies for utilizing concurrent func-
tion evaluations. We introduced the idea of speculative finite difference gradient evaluations, that is the
evaluation of the gradient at the same time the function is evaluated and before it is known whether that
gradient value will be needed. We showed it to be very effective. We also developed a number of new
optimization algorithms for the fairly common situation in parallel computing where there are enough
processors to evaluate part, but not all, of the Hessian matrix at each iteration. This work included new
theoretical analysis and extensive computational tests that showed that these strategies are worthwhile.
We also carefully considered various methods for implementing the linear algebra in the BFGS method,
and showed that inverse updates are likely to be most effective on parallel computers, and that the method



-4-

of Han is equivalent to an inverse, factored update. Much of this research was conducted in conjunction
with G. Shultz of Metropolitan State University. It is described in an earlier paper by Schnabel in Com-
putational Methods in Applied Mechanics and Engineering, and two papers by Byrd, Schnabel, and
Shultz, in Annals of Operations Research and in Mathematical Programming.

6. Modified Cholesky Factorization for Unconstrained Optimization.

We have developed a new modified Cholesky factorization and shown it to have advantageous
theoretical and computational properties. This type of factorization, introduced by Gill and Murray, is
central to many optimization algorithms. It takes as input a symmetric matrix A, and produces a Chole-
sky factorization of A +D, where A +D is positive definite, and D is a non-negative diagonal matrix which
is zero if A is safely positive definite. The goal is that D be not much larger than necessary, and that the
cost be only a small multiple ofn 2 operations more than the standard Cholesky factorization. Our method
uses an entirely new technique for choosing D. Its cost is still low, and in our tests it often produces a D
that is much smaller than the standard method, and usually close to the optimal size. This work has been
conducted in conjunction with E. Eskow, a research associate in our department, and is described in a
paper by Eskow and Schnabel in the SIAM Journal on Scientific and Statistical Computing. We also
completed a software package for this new method; it is described in a paper by Schnabel and Eskow that
has been accepted for publication in the ACM Transactions on Mathematical Software. The new factori-
zation has also been incorporated into several pieces of optimization software by other researchers.

7. The Symmetric Rank One Update for Unconstrained Optimization.

We have conducted a comprehensive study of the use of the symmetric rank one (SRI) update for
unconstrained optimization. This topic formed part of the Ph.D. thesis of our student H. Khalfan, com-
pleted in Oct. 1989, and Khalfan also spent summer 1990 with us continuing this research. A paper by
Khalfan, Byrd, and Schnabel on this topic has been submitted for publication. It describes our computa-
tional experiments comparing the SRI and BFGS updates in line search and trust region methods for
unconstrained optimization, which show that the SRI method is at least as robust and efficient as the
BFGS method for this test set. It then shows that the condition of uniform linear independence of the
steps, that is assumed in Conn, Gould, and Toint's theoretical analysis of the SRI method, is often
violated in our tests, and gives a new convergence result that does not assume uniform linear indepen-
dence. This result assumes instead that the Hessian approximations are bounded and positive definite,
conditions that appear almost always to be satisfied in practice.

8. Secant Methods for Constrained Optimization.

In collaboration with Richard Tapia and Yin Zhang of Rice University, we completed the develop-
ment and analysis of an augmented Lagrangian based method for nonlinearly constrained optimization.
In the past augmented Lagrangian approaches have been unreliable because of lack of knowledge of the
value of the augmentation parameter required by theory. We developed an adaptive method for choosing
this parameter which dovetails well with the SALSA version of the augmented Lagrangian first proposed
by Tapia. Our implementation of this method slightly outperforms Powell's widely used SQP method
using a damped update. We were able to prove that whenever this method converges it converges R-
superlincarly, without making any assumptions about the augmentation parameter or the Hessian approxi-
mations. A corollary of this result in the unconstrained case is the new result that whenever the standard
BFGS method converges it converges Q-superlinearly. A paper describing this work has been accepted by



SIAM Journal on Optimization.

9. Behavior of Broyden Class Methods for Unconstrained Optimization.

In collaboration with Jorge Nocedal of Northwestern University we have completed an investiga-
tion -f quasi-Newton methods from the Broyden class with negative values of the Broyden parameter.
Interestingly, we were able to establish necessary and sufficient conditions on the Broyden parameter for
Q-superlinear convergence which were quite close together. We also performed experiments indicating
that using negative values of the Broyden parameter has the potential to yield significant improvement. A
paper describing this work has been submitted to SIAM Journal on Optimization.

10. Parallel and Sequential Methods for Global Optimization.

We have designed, implemented, and tested new adaptive stochastic methods for solving the global
optimization problem. These methods are based on the stochastic methods of Rinnooy Kan and Timmer,
but decide adaptively how much work to perform in various portions of the feasible region as the compu-
tation proceeds. On test problems, this approach has reduced the cost of solving global optimization
problems on sequential computers by up to 72%. This approach is particularly conducive to implementa-
tion on parallel computers, fcr it is natural to integrate the adaptive strategy into an algorithm that dynam-
ically assigns work to processors, and eliminates major synchronization points. We have implemented
such a method on a network of Sun workstations, and have achieved reductions of up to 85% over our
previous parallel implementation of the static, synchronous method of Rinnooy Kan and Timmer. This
research is being conducted with a Ph.D. student, Sharon Smith, and is described in a paper by Smith,
Eskow, and Schnabel in a book edited by Coleman and Li. We also have extensively examined schedul-
ing strategies for such dynamic parallel algorithms; a preliminary account of this research is given in a
report by Smith and Schnabel that will appear in the proceedings of the ICASE Conference on Unstruc-
tured Scientific Computations on Scalable Multiprocessors. Recently, we have begun applying these
algorithms to global optimization problems arising in molecular conformation.
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