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Preface

The ticld of arreraft stability and contral provides many examples of successtul applications of system identtication wehnology.
For tixed wing airerat, this approach to determine stability and control derivatives is used with confidence. The application of
the same technigues to helicopters is not so far advanced mainly because the acromechanical complexity ot the helicopter
requires more complicated mathematical madels, and the generally much higher noise levels of helicopter flight gata. Only a
‘o puckdists, mostly 10 research otganisations, have concentrated on rotoreraft system idenufication. The considerable
wvestment required to start up an in-house wdentiication capability causes a major impedance to a widespread adoption of
these eehnigaes in the industry community. As there is no formal arrangement w coordiuete these activities within the
ACGARD nations, it wiss devined approprate for the Flight Mechanics Paacl (FMP)Y of the Advisory Group for Acrospace
Reszarch and Develupment to sponsor a Working Group to focus on the applicational aspects of the variovs individual
approaches and ta evaluate the strengths and weaknesses of the different methods.

In the established Working Group WG 18 on Rotorcraft System ldenafication the tull range of avalable individual sysem
wdentitrcanion approaches was exercised on three common flight test Jata sets (AH-64 of MDHC,BO 105 of DLR, and SA-330
of RALE ). The scope of the work for cach of the data bases was to

1 evalwate the kinematic consistency of the measured data.

2. conduet the wdentification of 6-degrees-of-freedom ngid body derivative models,

3. verify the identification results using flight test data other than thase applicd for identification,

4. oxamine selected special tapics of concern in application rotoreraft system identification resuits: model robustness,

simulation, handling-qualities, flight control.

Six Mectings of the Working Group were held at:

the European Rotoreraft Forum, Ardes, France, 7—11 September, 1987,
STPA, Paris, France, 15—16 March 198K,

AFDD, Mofiet Field, 13—-14 October 1988,

RAE Bedfard, United Kinggom, 11--13 Apnl 1989,

NLR, Amsterdam. Netheriands, 1115 September 1989,

DI.R, Braunschweig, Germany, 19—20 March 1990,

st =

IRV

Lach neecitng providied tiw opperunity for vaiuabie information exciange about the individual technicat approaches and tor
comparisons of the ohtained results and ideas for further improvements. The fact that the Group almost simuitancously
evaluated flight 1est data from three quite different helicopters provided a unique framework for detailed discussions and for a
significant increasc in experience. Another important aspect was the participation by helicopter industry scientists as WG
members which allowed a more in depti appreciation of the poicntiat present status, views, and needs for industry application
of rotoreraft identification techniques. However, the bulk of the work was done by the Working Group Members back at their
homg offices, mostly in their spare time. Their motivation and effurts shouid not be underestimated and ave highly appreciated.

Some WG Members were charged with the preparation of the vanous paris of this report, using the material provided by the
Group. To ackr.owledge their additional effort, the principal authors of the individual Chapters or Soctions are given in the form
of fuotnotes fo the headings.

All contributions were assembled at the LR Institute for Flight Mechanics. Here, special recognition is made to Mr J. Kalctka
and Mr (. Rosenau for the editorial work and the final layout of the individual contributions.

Peter G. Hamel
Chairman, FMP WG-18 Roiorcraft System Ideritification
Member, Flight Mechanics Panel



Preéface

L¢ domaine de la stabilité ¢t du controle des séronefs fournit plusieurs exemples dapphications reussies du technologies
drdentification des ystemes. Dans le cas des aéronefs a voilure fixe, ka wwehnique qui consiste & deierminer tes denivees de la
stabilité ¢t du contréle peut-étre employée avee confianee. Or, I'application des ménte s techniques aux hélicopieres n'est pas au
méme stade davancement. principalement parce que a complexit¢ ac¢romécanique de Uhelicoptere o ige des modeles
mathématiques plus compliqués et parce que les niveaux de bruit des éléments du vol des hélicopteres sont plus cleves.

Seuls quelques spécialisees, pour la plupart employcs aupres d'arganisations de recherche. ont su concentret leurs eftorts sur
lidentification des systemes de voilures tournaates. Liavestissement considérable que repsesente la création d'une installation
d'identification dans I'usinc ménic st l'un des empechements majeurs a Pemplot banalise des ces technigues dans Vindustrie
adronautique.

Etant donné qu'il n'existe audun accord officicl en ce qui concerne la coordination de ces activites au sein des pays membres de
IOTAN, 1l a ¢ét€ jugé opportun que le Panel de 1a Mécanique du Vol de FAGARD (FMP) ¢rée un groupe de travail pour
examiner en particulier fes pessibiités dapplications des différentes witiatives individuelles qui ont €te prises et pour évaluer
les points forts ot les p-nts faibles des différentes methodes.

Une fais créd, le groupe de travail No. 18 sur “1'identification des systémes de voilures tournanivs™ a procédé a l'application de
toute la gamme de méthodes individuelles didentificasion des systémes pour Trois ensembles de doanées d'essais en val
communs (AH64 du MDHC, BO 105 du DLR ¢t SA-330 du RAE). Les taches imposées, pour chague base de donnces turent
les suivantes:

1. Evaluer la cohérence cinématique des données enregistrées.

2. Proccder a Hidentification de modeles dénveés de corps rigides a six degrés de liberté

3 erifier les résultais de lidentification ¢n se servant de donndes d'essais en vel auties que celles utilisées pout

Identification

4. Examiner des questions sélectionnées, ayant un interét particulier, en ce qui concernc les résultas de Ndenufication du
systemus pour applications.

Le groupe de travail s'est réuni six fors:

1. ATEurapean Rotoreraft Forum, & Arles, en Franer du 7 au 11 septembee 1987
2. AuSTPA, aPans. cn France. du 15 au 16 mars 1988.

3. Au AFDD a Moffet Field, du 12 au 14 actobre 1985

4. AuRAE, i Bedford, au Royaume-Uni, du 11 au 13 avril 1988,

S.  AuNLR,a Amsterdam, au Pays-Bas, du 11 au 13 sepiembre 1988,

6. Au DLR, a Braunschweig, en Allemagne, du 19 au 20 mars 1990.

Chaque réunion a fourni Foccasion d'échanger des informations sur des mdéthodes techmghes individuelles, de comparer les
resultats abtenus et de formuler des idées sur d'eventuelies améhorations. Le fait que le groupe a évalug presgue simultanement
des donndes d'essais en vol abtenues sur trots helicapteres tout a tait diffcrents a créd un forum wnigue, qui a permis aux
participants d'entamer des discussions approfondies et d'ennchir leuvs connaissances dans ce domaine.

Un auure aspect important a éié la participation au groupe de travail de scientifiques employes aupres de fabricants
dhélicopteres. Ceei a permis une appréciation plus approfondie de I'état de Vart actuel et potentiel, des avis des intéresses, et
des besaius qui existent dans e domaine des applications industrietles des techniques dlidentification des aéronefs i voilures
tournantes. Toujours est-il que la majorité Ju travail u é effectud sur les licux de travail des diftérent. membres du groupe.
souvent pendant leur temps libre. Leur degré de motivation et les efforts quiils ont bient voulus y consacter ne sont pas a scus

estimer, car ils sonf tres apprécics.

Certain membres du groupe de travail ont été¢ chargds de la preparation Jes difiérentes sections ae ¢ rapport, @ parir des
¢léments fournis par le groupe. Afin de reconnaitre lenrs contributions supplémentaires, les noms des principaux auteurs des
sections ou des chapitres en quustion sont indiqués sous forme de postseriptt aux titres.

I 'ensemble des contributions a £1¢ mis en forme a Ulnstitut de la Mecanice du Vol au DER . [ei, encore. il y a lico de remercier
en particulier M. Kaletka ¢t M. Rosenaa pour Jes travaux dédition et de mise en page détnitive des contributions ind:viduelles.




R T R

Membership of AGARD Flight Mechanics Panel
Working Group 18

Chairman: D Peter Hamel
131.R Institut tar Flugmechamk

Oermany

MEMBERS

Dr Dev Banerjey
McDonnetl Douglas Helicopter Comp.
United States

M. Bernhad Gimonet
CEFRT/ONERA
France

Charles EG.M. Hofman
NIR
Netherlands

Konstantin Kampa
MBB
Cermany

Prof. David Murray-Snuth
The University of Glasgow
United Kingdom

Anselmo Russo

Construzi autiche
Gnovanne Agusta S.PA.
Ttoty

1>r Mark B. Tischler
AFDD Ames Rescarch Center
United States

Andre M. Degquin
Acrospatide. Division Helicopieres
Franve

Jurgen Kaletka
121 R Insiitun far Flugmechanii
Gurmany

Prof. Jaap H.de Leeuw
University of Toronto
Canada

[3r Garceth D). Padticld
RAF
U nited Kingdom

Prof. Dasnict P Schrage
Gieofgia tusitivie of Technaiugy

Umited States

Robert ALFeik, Avronautical Rescarch Laboratories (ARL). Australia,

Jan H.Breeman, NLR, Netherlands, and

Anna Maria Re ncelato, Construzioni Acronautiche Giovanni Agusta S.PA.
participated in WG Muetings as invited guests.




Summary

For fixed wing aircraft, system identification methods to determine stability and congrol derivatives trom
flight test d~va are used with confidence. The application of the same “echnigues to helicopters is nat so
far advanced mainly because the acromechanical complexity of the helicopter 1equres moic
complicated iathemancal models, and the generally much higher noise levels of helicopter flight data.
Only a few specialists, mostly 1 rescarch arganisations, have concentrated on this field and the
application in industry is stil sporadic.

To coordinate these activities within the NATQ nations, a Working Group was constituted by the
AGARD Flight Mechanics Pancl to focus on the applicational aspects of the variuus individual
approaches and to evaluate thie strengths and weaknesses of the different methods. The Members of this
Working Group (WG-18) on Rowrcraft System Identification applicd their individual identification
approaches to three common flight test data bases (AH-04, BO 105, and SA-330; that were provided to
the Working, Group by MeDonael! Douglas Helicopter Con'p. (MDEC), Dentsche Forschungsanstaht
£0r Luft- und Raumfahrt {(DLR), and Royal Acrospace Establishment (RAE).

This Report contains the findings ot the Warking Group. A review of the recent cotorcraft system
identitication activities is given. Comments obtained from a questionnaire that was distnibuted to the
rotoscraft industry are summarized to documient the role, interests, and needs of industry. The Hight test
data bases provided to the Working Group are described in detail, In the chapwer on identification
methodologies the major steps required for the identification are presented: flight test procedures,
instrumentation, data processing and evaluaticn, and identification technigues. For each of the three
helicapters, comparisons of the abtained results are discussed m the form of case studies, covering data
quality evaluations, identification. ard verificazion of the obtained madels. Robustaess issues far system
wlenufication are addressed. Finally three major appiication areas of identification resulis are
emphasized: simulation validation, handling qualitics, and control system design.
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1. Introduction and Overview!)

1.1 Background

Over the last two decades helicopters entering service and required te meet increased operational performance
have with few exceptions, experienced prolonged flight test development to achicve full certification. In many
cases the original requirement has, at a late stage, been reduced to enable release to service. The impact on the
customer and manufacturer has beca considerable and amounts to increased costs and employment of highly
skilled resources and reductions in operational capability. These costly experiences are largely a result of the
rotorcraft not behaving as designed (in terms of flying qualities and performance). The ensuing re-design effort
requires improved and more accurate modeling at the design stage, utilizing advanced wind tunnel rotor model
test data. However, it is indispensable to check wind tunnel predictions with results froin actual flight tests. In
this scnse the evaluatior of flight test data can be used as a tool for validating wind tunnel results, improving
the confidence in rotorcraft mathematical models and, finally, reducing the uncertainty levels of imporiant
aerodynamic stability and control parameters of the model.

‘The methodology of system identification, i.c. the derivation f-om flight test results of a rotorcraft mathematical
model in terms of both model structure and model parameters using the relationship between measured contre!
inputs and system responses, is a key way of overcoming some of these problem (JLif, 1989, [1.1]; Klein, 1989,
[1.2]; Padfield (editor), 1989, (1.3}).

1.2 Basics of Sysiem Identification

The system identification (5.1.) framework can be divided into three major parts (Hamel, 1987, [1.4]):

s Instrumentation and Fit*ers which cover the eatire flight data acquisition process including adequate
instrumentation and airborne or ground-based digital recording equipment. Effects of all kinds of data
quality have to be accounted for.

*  Flight Test Techniques which are related to selected rotorcraft maneuvering procedures in order to opti-
mize control inputs. The input signals have te be optimized in their specual composition in order to excite
all rotorcraft response modes from which parameters are to be cstimated.

®  Analysis of Flight Test Data whi-h includes the identification of the mathematical raodel of the rotorcraft.
An estimation criterion with an itcrative computational algorithm is used 10 adjust starting values or
a-priori estimates of the unknown parameters untif a set of parameter esiimates is obtained which mini-
mizes the response error.

Corresponding to these strongly interdependent topics, four important aspects of the art and science of system
identification have to be carefully treated (Figure 1.1).

¢ Importance of the contro! input shape in order to excite all modes of the vehicle dynamics motions.

»  Type of rotoicraft under investigation in order to define the structure of the mathematical models,

®  Selection of instrumentation and filters for high accuracy measurements,

*  Quality of data analysis by sclecting 1nost suitable time or frequency domain ideatification methods.
These "Quad-M”-requirements must be carefully investigated from a physical standpoint in order to define and
execute a successful experiment for system identification.

1.3 Benefits of System dentification

The obje-tive to validate mathematical models from the knowledge of control inputs and system responses via
flight test data collection and analysis will improve the confidence and reduce the uncertainty of important

aerodynamic stability and control parameters describing rotoreraft flight mechanics (Figure 1.2).

1) Frincipal Author: P. G, | lamel, DR
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Scen from the aspeet of cost effectiveness iinportant benefits of retorcraft system identification are related to
the potential 1o reduce the amount of costly and time-consyming rotorcradi flight testing with respect to spec-
ification and certification requirements. Improved assessment and evaluztion of flyiug qualities becomes pos-
sible (Figure 1.3).

An additional important factor is cmerging from the arca of implementation of active-control-technology
(ACT) concepts offering the promisc of significantly increased rotorcraft performance and operational capa-
bilities. It is well-known, that this approach extends the traditional trade-offs between aerodynamics, structures
and propulsion to include the capabilitics of a fulltime, full-authonty digital fly-by-wire/light control system.
It is imperative that the actual acrodynamic stability and control parameters turn out as predicted, since the
inherent stability margins may be lower and the flight. control system must compensate these deficiencies to
provide required handling qualities. Tn cases of high bandwidth modcl-following flight control systerm designs,
accurate mathematical models improve feed-forward control and, consequently, lower feedback gains for model
deficiency compensation (Figure 1.4).

Still more imponant, system identification techniques are likely to become in the future mandatory for model
validation purposcs of ground-based rotorcraft system simulators. Such simulators require extremely accurate
mathematical models in order to be accepted by pilots and govemment organizations for realistic comple-
mentary rotorcraft mission training (Figure 1.5).

1.4 Requirement for Multidisciplinary Collaboration

Due 10 the highly comple: acromechanical and coupled flight dynamic behaviour of helicopter and other
rotorcraft configurations, long term interdisciplinary scientific knowledge combined with practical rescarch
cxpertisc is required in order to use identification and mathematical modeling tools in 2 most efficient way. It
is also important to establish an improved dialogue between research institutions and industry.

This is one of the reasons that these technigues are mostly concentrated in research organizations like US
Army/ARTA, NASA, DLR, NLR, RAE and CERT/GNERA.

One efficient way of developing this knowledge and providing the rescarch expertisc is hy using the combincd
strengths and complementary facilitics of the relevant NATO nations in a collaborative programme. This 1s
an area ideally suited to the mission of AGARD (Hamel, 1990, [1.57.
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2. Working Group Objectives?)

The AGARD Flight Mcchanizs Panel (FMP) which for the last fifteen years has sponsored activitics in the
field of flight vehicle parameter and system identification, decided in 1987 that the optimum way in which
AGARD could contribute to this arca was to set up a Working Group 18 comprising a wide range of rescarch
specialiats and industry representatives, tasked with exploring and reporting on the topic of Rotorcraft System
Ydentification.

‘The first two objectives of the Working Group are

I. to cvaluatc the strengths and weaknesses of the different approaches and to develop guidelines for the
application of ideniification techniques to be used more routinely in design and development,

2. to define an intcgrated and coordinaicd mcthodology for application of system identification based on the
sirengths of each method.

These objectives Lave becn pursued in a time fiame of about two and a half years (1988-1990), through the
exercising of the full range of available individual system identification methods on three common date sets
(AH-64 of MDIIC, BO-105 of DI.R, and SA-330 of RAE) and conducting a critical review of accomplish-
ments.

Bascd on the work on the first two objectives the final objective of AGARD FMP Working Group 18 1s
3. to provide an overview and expertise to Industry for

®  better understanding of the underlying scientific, technical and operational miethodologies involved
in rotorcraft system dentification, and
® increased utilization of this modem flight test support tool

in cooperation with rescarch centers of excellence it this ficld.

To be as effective as possible in achieving the declared objectives and making sensible recommendations, the
Group has requested Industry to provide information with respect to any experience of using systemn jdentifi-
vaiion ivuls and io indicate wechniques currentiy used 1o validate simuiation modeis (sec chapter 3.3).

2) Principal Author: P. G. Hamel, DL.R




3. Review of Recent Systein identification Activities

‘This chapter first gives some ideas of the use of system identification duning the design, development, certif-
ication, production, and product improvenient processes in fonn of a Syaie-1 Hdentification Roadmap (3.1
‘Then, recent helicopter identification activitics of the YWorking Group Members are seviewed. Bascd on the
evaluation of the answers to a questionnaire ihat was dis*ributed to the 1otoreraft industry, a discussion of
industry’s view and requirements is presented in the section on The Role of Indusery € 3.3). Finally, previous
AGARN-Reluted fdentification Activitics ( 3.4) are summarized.

3.t System ldentification Roadmap?)

Rotorcraft System ldentification is envisioned as a sct analytical tools that can be used throughout the desipn,
development, cortilication/qualification, prodaction and product improvement process. [ts objective 1s to pro-
vide for development, sclection, inprovement, and verification/validation of enginecring and fraiing math-
ematical simulation models. Such models are needed for both real time and non real time applications. While
it 1s realized that rotoreraft system identification does not currently provide this sct of tools an cavisioned flow
of how system identification could cvolve is illustrated in Figure 3.1.1. The flow is initiated by a set of 1otor-
craft design requirements which then cvolve through the life cycle phases and result in a full saission simulation
capability which can be used for tramning and other uses which could greatly reduce the life cycle cost of
rotorcraft. While not specifically illustrated in Figure L.1.1 the approach taken is to try and utilize system
dentification techniques at the appropriate life cycle phase to gain maximum leverage during design and
develepmicnt. With this introduction of the roadmap, system ideotification will be addressed first i its broadest
sense and then with respect to the intricacies of rotoreraft system identification.

Systen identification in its most genesal form could be defined as the deduction of system charactenstics from
measured data. Obwviously, the solution of this postulated “black box™ problem is impossible without further
specification. A more realistic representation would be viewing system identification as a guide for mathemat-
ical modcling as illustrated in tigure 3.1.2 The application of system identification techniques is strongly
dependent on the purposc for which the results are intended; radically different system maodels and dentifiea-
tion techniques may be appropriate for different purposes related to the smne system (IG et al, 1986,
[3.1.1]). n this perspective, system identification techniques are applied to experimental data and depending
on the intended purpose, 4 model s sclected from a set of cardidate models. The purpose intended is the key
to the complexity of the desired model and the mathematical techniques used in the identification process. I
actuality, it is seidom possible to identify a comprehensive model of the systern except for simple systems and
a subficld of systemn identification called parameter identi. cation is often used. Parameter identification is the
process of determining the coefficients or paratneters in the equations of the system with & given structure using
measured output data for known test inputs. In reality, on anything but for fairly simple systems, the param-
cters are really estimates that result in an adequate model of the system for the purpose intended.

For acrospace sysiems, the purpose intended could be associated with estimating :he coetficients ar patameters
in a set of ngid body equations of metion or a set of elastic body equations of motien. For fixed wing appli-
cations, the majonity of experience has been with the paramneter estimation of stability and control denvatives
for obtaining the linearized agid body equations of motion involving six or less degrees of freedom. These
stability and control derivatives can be used to z-sess handling and flying qualitics compliance and for Qlight
co~tiol system design. Ofien, for conventional fixed wing aircraft, decoupled 3 DoF longtudinal and
lateral/directional models have been utilized.

Paramneicr estimation of fixed wing structural characteristics is a less mature field and bas not been used rou-
tincly. Though ali aircraft have obscrvable structural modes, these structural modes cowdd or could not affect
the cstimation of aerodynamic stability and control derivatives depanding on the separation between the
structural modes and the rigid body modes. In gencral, if the structural frequencies are higher than the highest
rigid body modal frequency by more than a factor of 5 to 10, the effect of structural modes in the e¢stimation
of aerodynamic stability and contiol derivatives can be neglected unless the amplitudes of structural deflections
are so large as 1o mask mcasurements desired for the acrodynamic analysis. lowever, if onc or more structural
modes are fouad to affect the rigid body modes, as may occur in large aircraft and spaceeraft, those stroctural
moedes must be included in the mathematical model being analyzed (IIff et al,, 1984, {3.1.2}).

3) Principal Author: D. Schrage, Georgia Institute of Technology
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‘Thus far, the discussion has been concerned with ideatification of lincar models from flight test data. When
cngineenng simulation validation is the intended purpese of parameter estimation, it is often essential to include
nonlincar models and techniques. This is especially true as simulations are banp used to investigate the full and
cxpanded fiight envelopes.

Unlike the flight dynamics of most fized wing aircraft, the dynamics of rotary wing aircraft are characteristically
those of a high 21der system. The lape number of degrees of freedom (Dolf) associated with the coupled
rotor-body dynamics lcads ta a large number of unknown patameters that have fo be estimated, making it
extremely ditficult to achieve success ia the application of parameter identification techniques. A 12 Dol hel-
icopter simulation model structwe, as dlustzated in Figure 3.1.3, is about the minimum required for engi-
ncering simulation validation and flight control system design. However, for handling qualities evaluation, a
6 Dol model may d¢ adequate. In view of the immaturity of rotoreraft parameter estunation, the WG 18
approach is to start at this model structure.

Central to virtually all aspects of helicopter design and evaluation is an appropriate mathematical model. Most
of the recent cfforts in this ayea have concentrated on the development of norlincar simulation models. Though
essential for establishing ground based simulators and for pilot training, these noniincar myodels do not give
clear insight into the vehicle characteristics under various flight conditivns Thus there is a need for the devel-
opment of linear models of the vehicle about various operating points or trim conditions. These lincar mudels
can be used in establisking the stability and control characteristics of the vehiclz and they ate very useful for a
systernatic development and design of the vehicle flight control system. In addition, the linear models are easy
to comprehend and they usually forn the basis for flving qualities cvaluation.

‘Thus system iidentification cfforts can be viewed in two conteais The furst context is developmental in nature
and consists of validation and updae of a copplex engineering sitaulation model using llight test data. The
sccond and the most fundamental context of svstem idemification is to determine the adequacy of rotorcraft
madeling for flight control sysiem design and handling qualities evaluation. In this czse, the rotoreraft math-
cmatical moder should be such that it represents the physical situation as realistically as possible and at the
same time it is sufficiently simple and mathematically tractabl:. As depieted in Figure 3.1.4, developient of
an accurate mathematical modet with sufficient degrees of freedom is a prercquisite for effrctive flight control
systen design and hence an expandea flight envelope.

Since a simple, minimai-ordes medel is a key to physically realizabie control sysinm design, it is impodant to
deteamine the lowest order tlat would best it the flight test data. In order to accomplish this, linear models
of dgiflerent order need to be used in the identfication process. These different-order models may include bedy
as well as rotor degrees of freedom depending on the order of the model:

1. Body longitudinal dynamics alone - ath order model (3 Do)

2. Body lateral dynamics alonc - 4th order model (3 DoF)

3. Body coupled dynamices - 8th crder model (6 DoF)

4. Body dynamics with first order flapping dynamics and enginie response (lomyitudinal and lateral tip path
plare tits) - 1{th order model (9 Dol?)

5. Body dynamics with rotor flapping dynariics - 15th order model (1t Dok)

6. Body dynamics with rotot flanping and lead-ag dynamics - 21st order model (13 DoF)

7. Body dynamics with iotor flapping and lead-lag dynamics and with inflow dynamics - 24th order model

(16 DoF)

Also, identification of different ordes models will give insight into the ccupling present in body degrees of
freedom (coupling between longitudinal and lateral dynamics), rotor degrees of frzedom (effect of flapping and
lead-lag dynanics on body dysamics), and inflow dynamics.

The nced for system idertification in the development of helicopter linear handling quatities models becomes
appareni when one looks at the alternatives available. In general, there are three different methods available for
developing the helicopter lincar modcel about 2 given operating point (3cc Figure 3.1.5).

‘The most conunonly used method is to obtain the linear model from a global nonlmear simulation model
through a numerical perturhation scheme. In this method, using a nunlincar flight :imulation model, the heli-
copter is first timmed at a given flight ondition. From their equilibriuin values, the statea and controls are
perturoed one at a time (o obtain the changes in bedy forces and momenta. Then the stability and conirol
derivatives are obtained as the ratio of chauge in corresponding force or moinent and the perturbation size of
the statc or control. Though simple and straightforward the method can be very sensitive to the perturbation
size. which itself may b dependent on the flight condition. In order for succassful impicmentatioa of the
numerical perturbation scheme, #t ic often necessary to establish first the pesturbation sizes that will result in
appropriate stability and control derivaiive valucs at vagious flight conditiors.
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‘The secend method s to obtain the stability and control denvatives through analytical differentiation of the
foree and moment equations [Jue to the complexity of the helicopter force and moment equations, analytical
differentiation by manual mcans may become formirlable. However, the task involved gets simplificd somewhat
by the use of symbolic processing programs. The advantage of this method is that once an analytical lineas
model 1s obtained, it can be used for paramctric studies on a routine basis.

The third methad is to cbtain the lincar mode] from simulsted nonlincar response data through system iden-
tification Ulsing the global nonlincar simulation program, the helicopter 1s trimmed at a particular flight con-
ditton  From this trim condition, the helicopter response data is obiained for wide band excitation in various
control channels and mcasurement noise can be included. From the input-output data, linear models arc
ubtained that best fit the response data The advantage of this method is that once the methodology is estab-
lished, the same tnay be used 10 obtain linear models from actur] flight test data.

All the three methods described above assume that a very good nonlinear model of the helicopter is available
for lincar modcl extraction. In the nonlinear model development, often there are many assutnptions and
approximations made to represent the complicated aerodynamic cffects such as rotor-body aerodynamic
interference effecis, body aerodynamics, ete. Thus it is required to develup & very good nonlinese model before
any of the lincar model extraction methods can be applied. Hence, the only way of circumventing the problem
of the nonavailability of a good nanlinear model tor linear mode! extraction is to obtain the lincar models
directly from flight test data using aystem identification as illustrated in Figure 3.1.5. Thus, in principle, this
mezihod complements the lincar model extraction from simulated response data. ‘The vehicle is flight tested and
mput-output data is recorded about a trim condition. The type of input sclected is such that it has enough
frequency content to excite all the dynamic modes and degrees of freedom of interest and the magnitude of the
input is liriited to keep the magnitude of the vehicle response from tnm in the linear range. Using the vehicle
input-outpui data from the trim flight condition, linear models are extracted through system identification.

For a new vehicle under development, the linear model eatraction from flight test data is feasible only afier the
pretotype of the vehicle is available. Thus, considerable insight into the problems associated with the model
extraction peculiar to the vehicle under development can be gained by using the simulated response data. Also,
eaponience gained through model extraction from simulat=d response data may be fruitfully uscd in the plan-
ning and execution of subsequent flight testing and the mode] extraction from flight test data.

Based on the above discussion, a unified approach to rotorcraft system identification can be summanzed by
the following five part approach (DuVal et al., 1983 [3.1.31; sec aiso Fignre 3.1 6 and Figure 317}

Generate assumed lincar model from simutation.

Develop methodology for identification from flight test data.
Validate methodology using simulation.

Process flight test daia.

Upgrade simulation to match flight test results.

This approach could be incorporated in the cnvisioned flow diagram of Figure 3.1.1. The remainder o this
report will provide a status report on rotorcraft system identification and what must be done.

Nh -
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3.2 Recent Helicopter System Identification Activities?)

3.2.1 Introduction )

The last 10 years and 5 years in particular, has scen an increasce in the number of organisations developing and
applying the methods of systern identification in rotorcraft flight dynamics. The Special Edition of Vertica
(Padficld (editor), 1989, [3.2.1]) presents the most up-to-daie snapshot of activities from most of the practising
agencies; all present results of identification performed on flight test data gathered over the last few years at four
of the principal flight research labs of the NATO countries, DLR, AFDD, NAE and RAE, together with the
ARI, Melboumne. The availability of a wide range of quality test data, gathered for the purposes of flight
dynamics analysis, has been the stimulant to this rejuvenation of interest. The early work of Molusis (1972 -
1974, (3.2.2]; {3.2.3], and [3.2.4]) and Gould and Hindson (1973, [3.2.5], 1974, [3.2.6)) highlighted the com-
plexity of the rotorcraft identification problems compared with conventional aeroplanes but it was not until
improved methods could be applied to quality test data in the early 1980s that the insight provided by this early
work could be exploited fully. The applications presented in (Padfield (editor), 1989, {3.2.17) reflect a strong
investment of basic zesearch into theoretical methods and test techniques. This Chapter presents the contrib-
utions made by the research agencies to this work, summarising the accomplishments, problem areas and future
thrusts. The coverage is rot exhaustive and omits the work of some non-participants to WG-18, notably
Advanced Rotorcraft Technology Ine, University of York, and NASA Ames. The embryonic Industry activ-
ities in rotorcraft system identification are covered in chapter 3.3.

3.2.2 Activity Reviews

3.2.2.1 DLR, Braunschwely Research Center

DLR system identification activitics are concentrated on both fixed wing and rotary wing aircraft. The close
contact between the analysts and the common development and improvement of approaches and methods has
proved to be very beaeficial. For example, the 3211 input signal, which has become onc of the standard input
signals for identification, was originally designed for fixed wing aircraft flight testing by Marchand et al., (1974,
[3.2.77).

The first rotorcraft experience was gained in the lete 1970s in collaboration with MBDB using a least
square/instrumental variable approach (Rix et al., 1977, [3.2.5]; Kaletka ct al.,, 1977, [3.2.9]; Kloster ct al.,
1980, [3.2.10];. The, now classical, helicopter identification problems were revealed - need for accurate meas-
urcments with sufficient data information content in the response, model structure aspects and careful test
conduct (Kaletka, 1979, [3.2.11]). It was alse demonstrated that the information content of only one mancuver
with a single control input is not sufficient for the identification of a coupled six degrees of freedom model.
An approach was developed that allowed the combination of independently flown mancuvers to increase the
data information content and to extract one common model. This so called concatenated run evaluation has
shown its effectiveness and is now used routinely in aircraft identification. With the acquisition of a dedicated
BO 105 by the DLR in 1977 and, consequently, an easy access to appropriate flight test data, a standard
appreoach to identification evolveu, covering instrumentation and sensor calibration, data processing and state
estimation, identification and verification of rotorcraft models (Kaletka, 1984, [3.2.12); Holland, 1987,
{3.2.13)). Significant progress could be made after three major software developments: )

1. the Maximum Likelthood method was extended for concatenated run evaluation, \

2. a Maximun Likelihood method for the identificatinn of nonlinear systems was developed by Jategaonkar
et al., (1983 and 1985, [3.2.14]; [3.2.15)),

3. afrequency-domain Maximum Likelihood technique was developed (Fu et al., 1983, [3.2.16]; Marchand .
et al, 1985, [3.2.17)). )

Until recently, coupled 6 DoF rigid body models were used with an equivalent time delay to approximate the
main rotor influence. Such models have been satisfactory for describing flight behaviour below about 13 rad/s.
A principal application area at the DLR is modelling to support the BO 105 in-flight simulator, ATTHeS.
Here, however, rescarch has shown: that higher order models are required for the control system design and that
6 DoF models with cquivalent time delays are inappropriate for the BO 105 (Pausder et al,, 1988, [2.2.18];
Kaletka et al., 1989, [3.2.19]). Thercfcre, extended model formulations were developed. The present ATTHeS
control system design is based on a model that approximates rotor charactenistics by using the roll and pitch

4) Principal suthor: G. D. Padfield, RAE




15

accelerations as statc variables. ‘The identification of this model necds no rotor measurements and the result
showed a significant improveracnt in bandwidth validity (Kaletka et al., 1989, [1.2.20]). The present work is
concenirated on the extraction of higher order models with explicit rotor degrees of freedom. Here, rotor blade
flapping measurcments were requirsd. First results arc discussed by Fu et al., (1990, [3.2.21)).

As part of a Memorandum of Understanding {MOU) on Helicopter Flight Control between the United States
and Gemany, DILR and AFDD have worked in a close cooperation ou identification research. The joint
cvaluation of XV-15 and BO 105 flight test data by applying the individual techniques have led to a decper
understanding of the approaches and a significant improvement of the methodologies of both research centers
(Tischler et al., 1987, [3.2.22]; Kaletka et al., 1989, [3.2.19]).

3.2.22 AFDD, Ames Rescarch Center

AFDI2 activitics in rotorcraft system identification have focussed on the development of nonparametric and
parametric frequency-domain techniques since 1983 (Tischuer et al., 1983, [3.2.23]}. The primary applications
of these tools have oeen to

1. validate comprehensive simulation models (Tischler, 1987, (3.2.24]; Ballin et al., 1990, [3.2.25]).

2. document response characteristics of rotorcraft with advanced flight control systems (Hilbert et al., 1986,
[3.2.26]; Tischler, 1987 [3.2.27]; Tischier et al., 1988 {3.2.28]).

3. demonstrate required compliance testing procedures contained in the specification for military rotorcraft
(Tischler et al., 1987, [3.2.29]).

Research, begun in 1988 (Tischler, 1988, (3.2.30]), has led 1o the development of a comprehensive frequen-
cy-response approach for identification of rotorcrafl stability and control derivative models. Applications of this
approach to the XV-15 and BC 105 helicopters (Tischler et al,, 1987, [3.222]; Tischler et al., 1990,
[3.2.317), has shown its benefits specialiy in model structurc determination for an accurate multivanable fre-
quency-domain charzctenzation, such as is needed in modem Mulii-Input Multi-Output (MIMO) design.
Fletcher of the AFDD has developed a procedure for measurement system error identification and state
reconstruction using Kaiman filter/smoother techniques (Fletcher, 1990, [3.2.32]). AFDD has worked in close
cooperation with the DLR in ioint identification rescarch activities as part of the Memorandum of Under-
standing (MOU) between the United States and Germany on Helicopter ¥light Conirol. Comparnisons of
AFDD frequency-domain resulis and DLR time-domain results for the XV-15 and BO 105 aircraft (Tischler
et al., 1987, 3.2.22]; Kaletka et al., 1989, [3.2.191) has significantly improved the methods and tools used by
both reszarch ceatres.

The AFDD tools are integrated into a software facility for system identification CIFER (Comprehensive
Identification from FrEquency Responses), which is described in the literature (Tischler et al, 1990,
[3.2.31]). This facility is an interactive uscr-onented package for the identification and verification of high-order
coupled linear models. Recent applications of CIFER to the BO 105 WG data base has yielded a high-order
model of the coupled body/rotor flap-lag dynamics (Tischler et &l., 1990, {3.2.31]) that is accurate 10 frequen-
cies of up 1o 30 rad/s, making it suitable for application to high-bandwidth tlight control system design.

A key problem that is being addressed by AFDD is the formulation of higher-order models that represent ihe
coupled body/rotor/inflow dynamics i a form suitable for system identification rescarch. Flights are being
conducted on the NASA/AFDD UH-60 BlackHawk to collect data useful for this research goal. Also, ana-
Iytical methods are being used in paralicl to formulate parametric model structures suitable for identification.

3.2.2.3 ARL, Melbourne

‘The principal driving force has been the development and validation of adequate simulation models for rotor-
craft flight dynamics. The application has benefitted from a wide expericnce gained with fixed-wing aircraft cg,
ability to analyse flight records not previously amcnable to analysis, improved and guautifiable accuracy, the
provision of a large amount of information from a relatively smal! amount of testing. In addition, a range of
methodology techniques in state and parameter identification developed for fixed wing applications are proving
useful for helicopters e.g. least-squares equation and output error methods, maximum likelihood and extended
Kalman filter. Current activities czntre around the analysis of flight data gathcred on a Sea King MkSO (Guy
et al., 1985, [1.2.33); Williams et al., 1987, [3.2.34]). A study of the aircraft’s vertical response in hover indi-
cates the need to include inflow and flapping dynamics in the model structure and also 1o take account of blade
flapping dynamics {Padfield (editor), 1989, {3.2.1]). The work is being extended to cyclic and pedal responses
and forward flight. The approach being taken is to study each chennel scparately in limited flight regimes,
thereby building up a complete represcntation step by step. Another activity involves identifying landing gear
dynamics from drop test data.
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Two problems are identified. Firstly, the lack of a well cstablished model structure and the identification of
manoeuvses which provide sufficient information for the accurate extraction of all the parameters of interest
within a defined model structure. Secondly, the application of data compatibility checking procedures appears
more difficult with helicopters arising from the coupled motions and generally noisicr environment.

3.2.2.4 NAE, Ottawa

Pioncering work in the carlicr 70s was motivated by the design requirements for a full-authority, multi-channel
autopilot for the Bell 205 airborne simulator. Stability and control derivatives were estimated, using a modified
Newton-Raphson method for uncoupled longitudinal and latezal/directional motions (Gould et at., 1973 and
1974, [3.2.5], [3.2.6)). Fcllowing this early work, and to support the establishuneni of a helicopter industry in
Canada, a new effort was made in 1985 based on the use of the NASA MMLE3 (time-domain) program at the
University of Toronto, and a new series of flight tests on the Bell 205 and 206 helicopters. The initial results
were proinising, but indicated the need for performing the flight tests vnder near ideal turbulence free condi-
tions. Preliminary analysis with this test data and a 6 DoF linear model structure has been published (Padfield
(editor), 1989, {3.2.1).

Current acu nties involve a further series of tests with the Bell 205 with an emphasts on hover and slow flight
conditions. A joint project with Bell Helicopter Textron of Montreal is underway, in which parameter esti-
mation techniques will be studied by comparing flight test data obtained with the Bell 206 with computer
simulations performed with the C-81 program. At the Univessity of Toronte work is in progress to study
ground based helicopter simulation, involving the comparison of flight test results with the prediction of can-
didate real-time simulation programs.

A major problem area is the selection of model structures that are as simple as possible under the circum-
stances, together with the determination of suitable control inputs and measurements to evaluate, in a mean-
ingful way, the parameters defining that particular level of model.

3228 RAE*. 4/ University of Glasgow

The principal a “UK rescarch in this ficld 1s to support the development and validation of predictive sim-
ulation models »  “ving qualities and dypamic peiformance. In a collaborative aciivity between RAL and
NASA, techniquc  veloped for the RSRA flight programme were applied to RAE SA- 330 data to investigate
adequate model structures for low frequency dymnamic motions (4 rad/s) (Padfield et al., 1982, [3.2.35]). Based
on this initial experience, UK efforts were channelled towards the development of an integrated methodology
encompassing state est tiun, model structure estimation and parameter estimation (Padfield et al., 1987,
[3.2.36]; Padfield, 198t {3.2.37]; Black et al., 1986, [3.2.38]), including a frequency domain (state-space)
maximum likelihood estimator (Black. 1988, [3.2.39]). Analysis in the frequency domain was considered
essential to isolate .. .~~cific modes of interest. A parallel activity focussed on equivalent system transfer
function modelling {Padfield (editor), 1989, [3.2.1]; Houston, 1988, {3.2.40]). Applications of the UK tools
have highlighted a number of issues,

1. great care needs to be taken when model building with equation-error techniques; singular value decom-
position techniques can increase confidence in identificd parameters (Black et al., 1986, {3.2.38]; Black,
1987, [3.2.41)).

2. including equivalent tie delays in modei structures can usefully extend identifiect frequency tange; the
method 13 particularly successful for low-offset articulated rotor helicopters (Padficld (editor), 1989,
[3.2.1]; Black et al., 1986, [3.2.38]).

3. including cross-coupled effects as pseudo-controls has proved successful for helicopters without strong
couplings (Padfield (editor), 1989, [3.2.1}).

4. & 3-degree-of-freedom model is required for vertical axie dynamic behaviour up to about 18 rad/s,
including inflow and coning dynamics (Padfield (editor), 1989, [3.2.1)).

A central problem area being tackled is the design of effizient and robust control inputs to enable the identifi-
cation of a largs number of parameters with confidence. Current and future cfforts are focussing on the use of
systern identification in validating non-lincar simulation models including blade element rotor formulations.
Flight tests with the RAE Lynx in 1990 will provide the test database for this new work.
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3.2.2.6 CERT/ONERA Toulouse

A vanety of different techniques have been developed over the years, principally for application to fixed-wing
aircraft e.g. Airbus, and a range of industrial processes. Recent involvement with rotorcraft has been conducted
in collaboration with Aérospatiale (scc chapter 3.3). Current concerns include the optimal sequencing of tests
to enable fully coupled models to be identified and the correct use of flight path reconstruction results.

3.2.2.7 Georgia Institute of Technology

The motivation behind rotorceaft parameter identification rescarch at Geargia Institute of Technology, which
started in 1986, is the development of an accurate mathematical model for effective control system design and
flight envelope expansion. Botk stochastic linear filter and extended Kalman filter identification algorithms are
in use. Results have been obtained using simulated data (Fitzsimons et al., 1986, [3.2.42]) and UH-60 flight
test data (Fitzsimons et al., 1988, [3.2.43]; Padfield (editor), 1989, [3.2.1]) highlighting consideration of record
length, input frequency content and the nced for multi-axis inputs. Current activities involve the application
of the NASA Langley ‘regression” package to AH-64 and BG 105 data.

3.2.3 General Remarks

More than 10 organisations in the NATO countries are now practising rotorcrafl system identification and have
access to quality flight test data. A common application arca is simulation model validation, in support of
conirol system design work. Analysis methods and test techniques have been developed over the last decade
that are particularly suited to the rotorcraft identification problem - highly coupled dynamics with rotor modes,
nonlincarities and often significant measurcment and process nuise. Particular arcas of concem gleaned from
a review of current activities include:

. defining an adequate model structure for particular applications,

2. ihe high level of resource/expertise required to design experiments, gather data and conduct identification
analysis,

3. the uncertainties in data compatibility checking in the presence of unknown levels of measurement and
process noise,

4. the exteasion of linear paramcter identification to the nonlincar case,

5. the extension of the presently oftep used 6 degrees of freedom models to hugher order models with rotor
degrees of freedom.
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3.3 The Role of Industry®)

3.5.1 Introduction

The AGARD Working Group 18 was tasked to review the maturity level of system identification for applica-
tion in the Rotorcraft Industry and to make recommendations in three areas.

1. Expertise required to integrate methodology into design - developims 1 - certification hfe cycle.
2. Measurement and analysis techniques that offer cfficiency, reliability and robustness.
3. Identification and alleviation of limiting factors from an Industry viewpoint.

Although the membership of WG 18 includes Industry representative from both Liurope (Afrospatiale, Agusta,
Messerschmidt-Bélkow-Riohm) and the US (McDonnell Douglas Helicopter Company), it was considered
important that an opportunity be given to other manufacturers to comment on the utility of system identifi-
cation, and particularly to draw altention to current methods that system identification may augment or even
replace. A Note and Questionnaire was produced soliciting Industry’s views under seven headings.

1. Any experience of using system identlfication methods? If so, please give roference and
summarise main conclusijons. If not, please comment on your pe:ception of the methodol-
ogy.

2. What techniques are currently used to validate simulation models used in design for per-
formance and flying qualities?

3. What techniques are cuirently used to determine cause of probleins and correct deficien-
cies during flight test development?

4,  Are improvements required in the techniques outlined in (2) and (3)? If so, please quantify
if possible.

5. Provide exampie(s) of case(s) where the behaviour during flighi {est deveivpment was
unexpected and required design changes. How was the design solution arrived at (tech-
nique rather than engineering aspects) and what part did flignt test data and the engi-
neering simulation model play in the activity?

6. Arethere any examples of unresolved {light behaviour anomalies that system identification
may be able to shed light on and that your organisation would be prepared to release the
relevant test data?

7. Are thers any other comments that Industry wish to make?

Responses were received from all eight major manufacturers in Furope and the US:

Acrospatiale,

Agusta,

Bell Helicopter Textron fnc. (BIITT),

Boeing

Messerschmidt-BSlkow-Blohm (MBB),

McDonnell Douglas Helicopter Corporation (MDHC),
Sikorsky,

Westland.

N A R~

It is clear that there is considerable intetest in the techniques in Industry, balanced by a cautious scepticism.
‘The experience level is varied but many common concerns and problern areas have, not unexpectedly, been
dentitied. This section reviews the responscs in more detail and draws conclusions where possible and makes
recommendations for next steps.

Direct quotations from the Industry responses are included in {talics.

%) Principal author: G 1). Padfield, RAE
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1.3.2 Industry Response

3.3.2.1 Question [ - Exporience and erception

"This question was aimced at establishing the experience level within the manufacturing industry and theiv per-
cephion of the maturity and poteaniial of the techniques. The 1esponses are summarised 2s follows.

1.

Aérospaviile

Farly, limited expericnce on SA3210 (1973), but more recently a joint activity has been conducted with
CERT/ONERA, with Aérospatiale responsible for the flight test data and CERT/ONERA far the
devclopment and validation of tme domain identification tools. Aérospatiale have drawn sotie carly
conclusions:

¢ high quality tncasurciments, careful testing and test time durations in vpposition with the require-
ment for short flight test development,

¢ identified linear models not as useful for validating and improving siteulation models as expected,

©  identificd bncar models good it mid speed range (70-110 kn), but, ac higher or lower speeds, tests
are far more difficult and resuits of poorer quality.

Agusca

Currently use time-domain least-squares techtigue to minimise error between flight lest and simulation,
compated by nontineas ARMCOP model. A constrained subset of cffective configuration pamuneters ave
denved for cach flight condition c.g. grometric and acrodynamic characteristics of vehicle components.
Method has been applied to A109 and SA-334 (WG 18) flight rest data.

Beli Helicapter Textron Inc. (BHT])

Force determination methods are used by structural dynamics groups c.g. 206 [.M pylon loads, AH-IW
tail rotor gearbox loads. No formal Syster Identification methods usad in handling gualities groups. The
Systemn Mdentification field has not, in our judgement, reached the same level of maturity as force deter-
mination as evidenced by the lack of validated software. The helicopter irdustry lacks evidence of the
capability of the incthods when used in design guidance or flight test problem correction.

Boeing
Cumrently two activities:

1) Use of ERESPID (1JS Army freguency domain} techmique on ADOCS to docament the closed
loop command/resnonse (conducted July 1988) at hover and 80 kn. Close correlation between flight
test and analytical predictions of gaia and phase.

2) Deveiopment of time doman maximum likelihood estimation {MEEY and Orsthogonalised Pro-
. - p. . . . . . . g

jection Estimation (QPE) algorithies for stabifity and eontrol derivative ideriification. The MLE

approach is proving more robust.

Rocing currently perceive a trade-off with he two approaches:
1} dues not require a defized model structure and is talored fer single input systems while
2) requires a pre-determined model siruciure and can handle multiple inputjoutput systeins.

Messerschmidt-Bolkow-Blohm (MBR)}

A joint activity between MBB and DLR (Braunschweig) began in 1377, Two phascs, both with a fly-
by-wire RO 195, coveredd 70 kn and extended flight envelops conditions raspectively (Rix ¢t al., 1977,
(3.3.15; Klosta et al,, 1980, [3.3.2]1. Flight data problems included vibration, speed signal drift and puor
accuracy of huvar sccelerations. Data were filtered to suppress rotor systen dynanucs Timne history
comparnscns between flight .1 theory were good but denivatives were sometisnes poor.

McDonnell Douglas Helicopier Company (MDHC)

Currently utilist both MLE and basic Outpat Esror (033) methods with trade-oft that OF is poor w' 2n
pro.ess noise excessive and MLE more difficelt 10 implaent and converge to a solution Applicstion
area is flight simulation model validation. MDIC have a very positive appro.ch to the methodology:
System tdentification techniques are the most logical ond systemoiic meap: for validation ond
upgrude of vur motelling so/tware. Ii U5 plonned to extend their applicaticn to lirear hondliny
qualities odels and aerodynomic,performonce modals.

Y
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1. Sikorsky

Stkorsky invested significant effort tn helicopter perameter tdentification in the early 76's

durtng the pertod of time that John Molusis ond Ray Hansen were employed here. Parameter (den- i
tiftcation technigues provide the possibtlity of extracting phystcally mearingful parameters from

flight test data. The premise (s thot these jlight-test-derived porometers may provide lnsight

toward a better understanding of heltcopter flight dynomics, provide @ means of validating

ex(sting simulations tn both the time and frequency domailns, and provide a valldated model for

use tn design and development (e.y. AFCS development).

Much of the work done by Molusts and Haasen during thut time ls (n the public domaln. After «
stgnificant expendlture of time and effort however, tt hecame obvious that the derived parameters,
while able to reproduce time histories accurctely, were physically meaningless (had the wrong
signs, for example). This led to a perted of disenchantment with parameter ident!{catlon methods
at Sikorsky.

More recently, Stkorsky has vtilized frequency domain methods (nonparamctric identiftcation) with
some success. The Technical Evaluatton Program (TtP) on the (H-53E helicopter tnvolved approxi-
mately 188 hours of flight testing to validate the stability characteristics of the aetrcraft when
flylng with external loads. These data have been used to validate the GENHEL model in the fre-
quency domain. The result of this work is proprietary at this time, but a descriptlon of the
program and some resvlts were presented by Steve Hong at the 1989 AHS Annugl forur tn Boston
(Kaplita et ai., 1989, {3.3.3]). At this time we feel comfortable in applytng frequency domain
methods and now use it routtinely with stmulation. The new Hondling Qualittes Speciftcntions, of
course, make its use mandatory in order to show compliance with some parts of the specification.

There was an attempt at opplylng the modtfted ‘'pEst' parameter estimation code (Murray. 1987,
[3-3.5)) to flight test dato, but it did not give sqgtisfactory results end hrs been dtsconttnued.
At this time, based on our experience, no parometer identification code ts avqtloble that (s
robust ond mature enough for industry use.

8. Westiond

Ng specific capencnce identificd that hias been consciously thoughi of us sysiem ideniijicuiion, as
sromulgated in learned publications. Westland do, however, offer a shrewd perception on the merits
of system dentification:

The methasology Is perceived as providing a mechantsm for reproducing a particular phenomenon
vader @ porticulor set cf clrcumstances but without necessartly advancing the understanding of
the phenomenon ... Such an understonding forms the basts of any sound sclutlon to real life
englneering problems. In most instences, the more {ntractoble problems elther involve a large
number of varicbles or are highly nonlinear or, more often, both. Under these circumstonces,
spurtous volues are possibly attributed to those parameters which are tncluded (n the model as
compensation for any shortcomings in the postulated structure of the model. A good fit obtatned
Jor one condttion may not be valid for other condtttons. Thc Westland view here perhaps echoes
the concerns of many in Industry who feel that, in the extreme, the tools are inuppropriate. Westland go
further and underscare their scepticism,

Any success s related to englneering expertence, flair, judgement ond understending of the
phystcal factors tnvolved ond which underiy the proposed model structvre rather than any
sophisticated sy tem tdentificattion methodology.

3.3.2.2 Question 2 - Techniques For Simulation Moda! Validation In Design

The validation of simulation models used during the design of a new type is seen by WG 18 as a critical
application area for system identification. Techniques currently used by Industry need 1o be understood to
provide the foundations on which the new methodology could be built.

1. Aérospatiale

Principal method is through comparison of measured and calculated data for trim and dynamic reaponse.
For the latter, the methed only applics to short runs because any tiim ermors soon integrate to significant
attitude differences in the simulation. For similar reasons, the response to high frequency inputs are dif-
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ficult to analysc. Aérospatiale stress that they consider these rnethods insufficient: The dtrect compartson
method used for model valtdation ts not sufficlent, espectally when the range of frequencies used
by the ptlot are constdered. frequency domatn tdentiftcatton seems to be a more interesting tool
in this area.

Agusta

Model validation is derived from comparison between flight test and sumulator time histeries; improve-
ments are achieved through parameter modification, constrained by a physical understanding of the
problem.

Bell Helicopter Textron Inc. (BHTI)
No input
Boving

Both time and frequency domain methods are used to conduct validation of 6 DOF models agzinst higher
order, non-real-tune models and flight test data. In the time domain, dominant mode frequencies and
dampings are derived from step responses. The ADQOCS activity was an exception, where gain and phasc
of the frequency responses were matched.

Messerschmidt-Bélkow-Blohm (MBB)

Corapanson of simulator and flight fest data for trim, loads, perfonnance, stability of aircraft and rotor
modes and vibrations throughout the fhght envelope forms the principal method. Linearised stability and
control derivatives have been more difficult to obtain with confidence. The most significant damping,
control and cross coupling derivatives are obtained by matching low order equivalent systems and the test
data.

McDonnell Douglas Helicopter Company (MDHC)
Three techniques currently in use,

®  adjustment of preselected model parameters to satis{y pilot perception of differences between simu-
lator and representative aireraft response e.g. time constants in dynamic inflow model.

*  companson Of trims and response to control inputs.

¢ flight measurcments together with (Kaltnan filter) estimated aircraft states are used to drive the
simulation mode! in a wind turnel mode to determine the aerodynamic loads. System identification
method used to mode! the aerodynainic loads on various components e.g. main rotor, horizontal tail
etc..

Sikursky
Comparisons of steady state trims, time and frequency domain control responses.
Westland

Cormnpanson with flight test data for trim, transient response to contral and gain and phase relationships
across various components of the total system loop. Engineering judgement is used to assess acceptability
of comparisons.

Comments

The emphasis in the question was on the validation of models used in design. Industry responded, without
erception, by refeming to comnparison with flight test data which, of course, is generally not available during
the design process. It has to be assumed therefore that Industry consider that a simulation model can only be
validated once test data becomes available ie. after the aircraft has been built and flown.

3.3.2.3 Question 3 - Techniques For Problem Solving During Flight Test Development

Achieving performance and flying qualities standards and requirements eariy in the flight test programme is rare
and has prohably never been realised in practice. Highly skilled resources are often requived to resolve problems
and the resulting re-design and repair work can be time consuming. Both the manufacturer and potential cus-
tomer will press for efficient resolution. Again, it was important that WG 18 pay cognizance to the established
successful methods; it is assumed that problems have not been predicted at the dzsign stage.
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L. Aérospatiale

Currently, dynamic stability of the bare airframe presents the major handling qualitics problem to be
solved during flight test development, to ensure an acceptable safety level in the case of autopilot failure:
It (dvnomic stubtlity) ts the more acute, as stmulation {s only valid to compare configurations
but does not provide an gccurate estimotion in this field. Aérospatiale search for solutions to sta-
bility deficiencies by modifying the fuselage/empennage design and initially rely on the experience of pre-
vious cases. When this is insufficicnt the phenomena are explored at model scale in the Marignane wind
tunnel; eventually, solutions found in the wind tunnel arc tested in flight.

2. Agusta

Personal experience Us currently used to solve problems.
3. Bell Helicopter Textron Inc. (BHTI)

No input
4. Boeirg

Typically, when probiems occur at flight test, stmulation models with (ncreasing degrees-of-
freedom are used until the problem is predicted. If still unresolved, the situation is re-examined with
respect to modelling adequacy and missing elements.

5. Messerschmidi- Bolkove-Blohm (MBB)

Similar techniques used as for question 2. The substantiation of flying qualities and flight per-
formance at crittcal loading, atmospheric, and flight conditions has to be proved. Modern ano-
lytical methods are able to cover a majority of these aspects, but in extreme conditions at the
boundary of the flight envelope, tests are still necessary. Included in the list of test conditions
provided by MBB are role related flying tasks. The information provided reflects a systematic approach

to establishing substantiation and the identification of problems but says nothing concerning methods for
cause and correction.

6. McDonnell Douglas Helicopter Company (MDHC)

Principal micthod uscd to determine problem areas i3 close scrutiny of fhight test data. Mose basic rescarch
i3 required in the area of control input design to support this process.

7. Sikorsky
More flight tcsting combined with sinulation.

8.  Westland

A central and significant activity in the Westland approach is examinaticn of flight data for conformation
of tne flight crew’s quaiitative reporting of the handling issue and hence a definition of the problem.
Possible explanations are formulated but: g major difficulty s betng able to tncorporate the vartous
pteces of tnformuation into a form which s compatible with the mathematical model, e.q. nonlin-
earitles in the power servo, and 'engineering (ntuition' {s required to devise an oppropriate
model structure. Once o physical understanding is achleved, desiga modifications are modelled
and assessed leading to a preferred solution. The approach highlights the crafi-like nature of
modelling to solve flight dynamic problems and emphasises the fact that problems stem from uneapected
situations and are always absent in the design model.

3.3.2.4 Question 4 - Improvements Required

A particular concem to WG 18 was whether Industry could clearly perceive what improvements in the tech-
niques addressed were required.

1. Aérospatiale

Systematic approach to modifying fuselage/empznnage, outlined in the answer tc question 3 breaks down
when a reference aircraft case does not exist and then the objectives of the tunnel tests are more difficult
to define. Stmulation could kelp to establish the minimur cerodynamic characteristics of the

fuselage fempennage leading to acceptable stability, but this would need improved simulation
models.

SRR L A Ottt I "
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Agusta

A quantitative method is called for to unprove both model validation and flight test activitics. Identif1-
cation methods can give an estimate of the quality of the mathemotical model through the cost
function value.

Bell Helicopter Textron Inc. (BHTI)
No input

Boeing

Three areas are addressed

®  need for a practical mathod of directly mapping transfer function models to state space form and
hence derivatives,

*  improved and dedicated flight cxpeniments,

o  methods which [ncorporate Kalman filters/fobservers should be expanded (improved} to bridge
the gap between required signals and sensor avatlabtlity.

Messerschmidt-Bétkov:-Blohm (MBB)

A standardised identification procedure for the complete set of stability and control dervatives is neces-
sary.Most applications for these results are valtdation of linearised, flight mechanice!l computer
codes and support (n the design of electronlc augmentation.

McDonanelt Douglas Helicopter Company (MDHC}

The Company considers that its approach is a correct and adequate une and that fully exercising the
methods outllined in (the response to) Question 2 should lead to a valid simulation model. For flight
test development, it is recognised that more work needs to be done.

Sikorsky

Reducttons in flight time will be directly proportional to confidence in the validated model.
Ideally, a dependable parameter tdentiftcatton procedure for rotorcraft should be one of the
procedurcs tsed routinely for volidating simulation models.

Westland
Following arcas are cited as examples where current practice could be improved.

improved occurance reporting,

enhanced data gathering, particularly in rotating system

improved information about amplitude-conscious non- lincarities,

extension of frequency domain methods to multi-input/multi output,

improved information about choice of frequeacy domain inputs e.g. manual or auto sweeps,
Schroeder phased signals,

®  extension of frequency domain methods to higher frequencies.

e & ® & &

3.3.2.5 Question £ - Examples Of Unexpected Behaviour Requiring Design Changes

1.

Adrospatiale

see (Roesch et al., 1981, [3.3.4]).
Agusta

No input

Bell Helicopter Textron Inc. (BHTI)
No input

Boeing

Experience reported regarding the ADOCS development - Flight test data from siep disturbance
inputs were examined and compared to both & DOF and 20 DOF model predicttons. Some of the problems
relattng to unexpected time delays were identifted with the lower order model; other responses
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due to coupled rotorffuselage effects were tidentified with the higher order model. In addition,
both models were used to design lead compensation to further tmprove stabtlily, gatn and phase ’ ;
margtn characler{stics.

5.  Messerschmidi-Bélkow-Bloks (MBB)
For the BK 117 prototype, deficiencies occurred:

tail shake in descending flight - eliminated by fiiting of hub cap and removal of aft fuselage spoilers

®  early tests showed weak directional stabtlity at high speeds and climb rates. A refined
analytical study and dynomic pressure measurements (n the tatl area reglon showed that an
tmprovement of the stafic latercl stability and dihedral stabillty could solve the problem;
the end plate cunfiguration was changed by increastng the greu and shape.

In general it is difficult to model interference effects and also the nonl tnear aerodynomic/dynamic effects
on a blade (flutter, dynamic stall, 3-dimensional effects on future blade tips).

6.  McDonnell Douglas Helicopter Company (MDHC)

Flight tests on YAH-64 with T-tail configuration revealed unexpected problems ¢.g. nose-up attitude at
low speed/climb, sudden forward trim changes when accclerating from hover to high speed. The stmu-
lation model played a key role in redefining the tall with a scheduled stabilator and increased
capacity tatl rotor. Powered wind tunnel data were made available to model the matn rotor to tatl
surface gerodynagmic Interference.

7. Sikorsky
No input
8. Westland
Three areas have been identified:

. The accurate retrimming of a helicopter to a destred airspeed with an attitude hold term
within the ASE. This was addressed by applying regsensd changes to the ASE {n the flipght
development programme and by education of the long time constant nature of the alrspeed
response. The inabtlity to reproduce the ortginal extent of the problem ln the stmulator
was ottributed in part to the ‘clintcal' stmulator environnent.

© A persistent poorly damped small osctllatton in roll on a hingeless roior under development
was investigated by the tn-flight testing of AFCS modifications leading to an operating
technique which reduced the effect without entirely eliminating it. Although a number of
relevant design parameter changes were simulated, the voriation (n this phenomenon over the
speed range could not be satisfactortly reproduced to form a basis for recommending design
modificaiion.

®  Pltch up in the low speed flight envelope due to wake Impingement on the tall cone/ftailplane
which was stgnificontly greuier thun predictton. This was oddressed by flight testing
mechantcal modifications to the helicopter.

3.3.2.6 Question 6 - Unresolved Flight Behaviour

This question was intended o give Industry the opportunity to identify any outstanding handling problems t
which might be tackled (by a future WG?) using system identification methods. No specific examples were ;
identified but two areas where identification may prove useful were highlighted - the detcrminaticn of main and {
tail rotor thrust (Agusta) and the estimation of wake (effects) parameters in main rotor flapping models.

3.3.2.7 Question 7 - Commesits

This question provided an opportunity to address issues or concerns not covered by the specific questions. 3
Three of the US 1nanufacturers responded with positive and optimistic comments. The main comments were: :

1. Aérospatinle

(No comments).
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2. Agusta
(Na comments).
3. Bell Helicopter Textron Inc. (BHTI)
We encourage both the development of algorithms and validation of the technique.

BHTT went further and recommended a sequenced cvaluation of emerging algorithms in cstimating sta-
bility derivatives from time history data. Credibility in the methods could be established by a step-by-step
demonstration using linear simulation data, nonlinear simulation data and corrupted simulaticn data.

4.  Boeing

As system tdentification techniques tmprove, they will become an (integral part of handling
quality, optimisation and flight testing

Messerschnidt-Botkow-Blohm (MBB)

17,

{n thcir responsc to the question, MBB re-iterated the range of potential application areas addressed by
the questionnaire, but also suggested that the methodology could roise the confidence of certification
guthorities to theorettcal results (certification phase) to allow acceptance of larger theore-
tteal extrapolation with respect to the whole welght, atmosphere und temperature regime and o
reduction of dangerous flight tests (e.g. engtne fatlure). MBB completed their response by stating
that the methedology would be used (f it has odvantages to the currently practised flight test
procedures with respect to costs, accaracy, test ime and handling and that it was important that
companics understand the limitottoas of the methods in terms of frequencies, stability levels
and flight conditions.

6. McDonnell Douglas Helicopter Company (MDHC)

MDHC ts moving uggressively to implement system ldenttfication techniques in linegr handling
quulities end nonlinear flight simulotion models and also in oiher applications where modelling
paraneters are not adequotely quantifted.

~3
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Improvements are necessary which account for the inherently more complex nature of the rotorcroft
system. The rotorcraft community has rerently made (arge advances in pgrometer identification
methods as applied to helicopter flight dynamics. (Kaletka et al., 1989,[3.3.6]). This research ond
development work needs to be matured ond transferred to Undustry. Stkorsky intends to pursuve this
area of investigation, usting its experfence based on the CH-53F flight test progrom.

8. Westland

(No comments).

3.3.3 Concluding Remnarks and Recommendations

This section has presented in condensed form the response by helicopter manufacturers to a questionnaire
relating to the work of AGARD WG 18 - rotorcraft system identification. The questionnairc called for infor-
mation on Industry’s experience with, and perception of, the methodology and a description (and limitations)
of current methods used to identify and cure (handling and control) problema in design, development and
certification.

The eight major manufactuzers in Furope and the US responded and the following general points can be
made:

1. Current expenence with system identification in Industry is limited but will increase when maturity levels
grow and limitations are clearly defined.

2. Itis vital to appreciate that system identification mcthods are no substitute for understanding physics of
flight behaviour.

3. In the arcas of model validation and trouble shooting during flight test development a strong reliance is
placed on experience and engineering judgenient in the interpretation of anomalies between simulation
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and test time historics. Time history comparison stands out as the most common practice for information
gathening.

4. Complete sets of stability and control derivatives (for AFCS design) are not obtainable from test data
with confidence.

5. The Industry responscs have emphasised the crafi-like nature of modelling rotoreraft flignt dynamics and
the need for sysiem identification tools to be compatible with this approach.

6. Within the framework of sysiem identification, the concept of model structure adequacy would appear to
be the most familiar and important in Industry. Methods that provide clear insight into this area should
be given priority.

7. Many of the flight dynamics examples provided by Industry could, potentially, have been explained using
system identificatior. techniques.

The generally positive response from Industry has provided additional impetus and urgency to the work of
WG 18, The fact that Industry appear to have got by without system identification so tar docs not reduce the
scale of the effort required to increase the efficiency and robustness of the methods. Projects of the future,
entirely reliant on active control for safe flight, will require that handling and control be ihe foremost design
driver. Diesign simulation models will need to be considerably more accurate than is normally the case ioday;
flight test techniques for handling qualities will need to be carefully designed for efficiency. System identification
methods will need to play a key role in supporting the desigr: - certification lifc cycle of these new types.

References

[3.3.1] Rix, O,; Huber, H_; Kaletka, J.
Parameter ldentification of a Hingeless Rotor Helicopter
33rd Annual Forum of the AHS, 1977

[3.3.2] Kloster, M.; Kaletka, J.; Schiufele, H.
Parameter ldentification of a Hingeless Rotor Helicopter in Flight Conditions with Increasing Instability
6th European Rotorcraft forum, Bristol, UK, 1980

=
s
i
[
e

Wanlita T T ap At

Yoplitz, T. T.ct 2l

Helicopier Simulaiion Development by Correlation with Frequency Sweep Flight Test Data
45th Aanual Forum of the AHS, 1989

{3.3.4] Roesch, P.; Vuillet, A.
New Designs for Improved Aerodynamic Stability on Recent Aérospatiale Helicopters
37th Annval Forum of the AHS, 1981

[3.3.5] Musrray. ). E.
The pEst Version 2.1 User's Manual
NASA TM-88280, 1987

[3.3.6] Kaletka, I.: Tischler, M. B.; von Grinhagen, W.; Fletcher, 1.
Time and Frequency-Domain Identification and Verification of RO 105 Dynamic Models
15th European Rotorcralt Forum, Amsterdam, NL, 1989

:
1




30

3.4 AGARD-Related System ldentification Activitiest)

The AGARD Flight Mechanics Panel (FMP) is one of the four original Panels cstablished in 1952. As ori-
ginally conceived, the Panel’s primary focus was on flight test problems. One of the very first activitics was
related to flight test problems and future test requirements of primary interest to the member nations, leading
to the publication of the AGARD Flight Test Manual (1952 - 1959, [3.4.i]). The importance of extracting
flight vehicle stability and controi parameters from flight tests has been discussed at a Flight Mechanics Panel
meeting in Paris as carly as 1958 (Leblanc, [3.4.2]; Zbrozek, [3.4.3); Huff, (3.4.4]; Lenigk, [3.4.5]). Classical
methods of parameter estimation had already been integrated in the second Yolume of the AGARD Flight
Test Manual. Additional general considerations including practical aspects have been published in an AGARD
report (Wolowicz, 1966, [3.4.6]; Péré, 1966, [3.4.7] Burns, 1966, [3.4.8]) and in confercnce proceedings (1966,
[3.4.9)).

Special reference sheuld be made to the Conference Procedings of a FMP Specialist’s Meeting on Methods of
Aircraft State and Parameter Estimation held at NASA Langley Research Center in November 1975 {3.4.10].
This was the first Flight Mechanics Pancl interdisciplinary mecting of its kind to bc organized for flight test
engineers and -pilots, handling qualitics and simulation experts plus aircraft and control system designers to
share their understanding, knowledge and experience in the area of aircraft system identification. It was dem-
onstrated that conventional (c.g. fixed-wing) aircralt system identification methods have becen successfully
applied. But it became also apparent from specia! helicopter contributions (Gould, 1975, [3.4.11]; Molusis,
1975, {3.4.12]) that rotorcraft paramneter identification is a much more complicated task mainly due 1o strong
rigid-body and rotor coupling, rotor-induced measurement noise and the inherent instability of these vehicles
(Hamel, 1976, {3.4.13]). As a direct outcome from this Specialist’s Meeting a Lecture Series (1.5-104) on
Parameter ldentification was organized by the FMP at two locations (Delft and London) in 1979 (Hamel
(editor), {3.4.14]). A first critical assessment of international experience in rotorcraft identificar 1n so far was
given (Kaletka, 1979, [3.4.15]).

In the mean-time the Flight Mechanics Panel sponsored major revisions and additions to the AGARD Flight
Test Manual since 1968 leading to the current series of volumes in the two AGARDographs Flight Test
Instrumentation (AG-160, 1972 - 1978, [3.4.16]) and Flight Test Technigues (AG-300, 1983 - 1988,{3.4.17] ).

Within the AG-200 serice a special volume on Identification of Dynamic Sypstems was propared in 1985 on
request of the I'MP which addresszs the parameter identification methodology in a morz systematic and generic
way (Maine, [liff [3.4.18]). Related practical aspecis are documented in another volume 4pplication to Aircraft.
Part I: The Output Error Approach by the same authors (Maine, 1liff, 1986, [3.4.19]).

Only extremely limited further rotorcraft system identification related AGARID publications became available
(Kaletka et al., 1983, [3.4.20]; Padfield, 1985, [3.4.21}; Tischler et al., 1986, [3.4.22]) since the AGARD
Working Grecup WGI1B on Rotorcraft System ldentification has been set up by the Flight Mechanics Pancl.
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4. AGARD Working Group Data Base’)

4.1 Introduction

A prerequisite to perform the work on helicopter paramneter identification in the Working Gioup so that the
obtaincd results can be compared is the sclection of a common data basc. I‘rom the flight test data offered by
WG Members, data scts from theee different helicopters were chosen for paramcter identification purposes:

e  M.Donnell Douglas Helicopter Company (MDHC) provided data from an All-64 (Apache), an attack
helicopter with an articulated rotor.

®  ‘Ihe Deatsche Forschungsanstalt fiir Luft- und Raumfahrt (DLR) provided data from a BQ 105, a light
transport heiicopter with 2 high equivalent hinge offsct rigid rotor.

¢ ‘The Royal Acrospace Establishment (RAL) provided data from a SA-330, a transport helicopter with an
articulated rotor.

in this chapter, the measurements and the flight test manoeuvres given in the data bases are chasacterized. It
should be noted that the BO 105 and the SA-330 are operated by rescarch organizations (DR and RAE)
which have been working in the ficld of system identification since several years. In consequence, the definition
and development of the aircraft instrumentation was influenced by system identification requiretnents and the
provided flight test data were generated particularly for identification purposes. The AH-64 data base was
generated by MDHC, a company not yet involved in system identification work. ‘T he installed instrumentation
and the flown manoeuvres were defined for other test objectives.

Some characteristic responses of the three helicopters on one-axis input signals are shown in Figure 4.1
through Figure 4.4

4.2 System ldentification Data Base

.2.1 Requirements

3.

An “ideal’ data base for system identification should mainly provide:

1. Data runs flown at practically the same conditions to allow concatenated run cvitlations.
This is true not only for helicopter charactenstics like mass and (G location, but also for the enviran-
mental conditions, ¢.g. airspeed and altitude, and test conduction with respect to trim condition and input
signal generation.

2. Control inputs particularly defined for system identification purposes, response amplitudes within small
perturbation assumptions, and long enough time duration of the run to also provide sufficient low fre-
quency information.

Redundant tests to show the repeatability and give the possibility to select the ‘best suited” data.
Test runs with different input amplitudes to reveal nonlinearities.

Test runs with sign converted input signals to reveal asymrnetries.

L O

Different input signals to be used for the identification and the verification of the obtained models.

Here, the basic idea is to extract a inodel from flight test data with one input signal type (e.g. 3211 signals).
‘Then the mode! reliability is evaluated by comparing model prediction to measurements using flight test
data with dissimilar control inputs (¢g. doublets or frequency sweeps).

7. Measurements of at I=ast all state and control variables of the model to be identified.
As an example, for tbe identification of a 6 Dok rigid body model, measurcments of the speed compo-
nents, rates, attitude angles, and controls should be considered as the absolute minimum of required data.

To mect all these requirements generally Jeads to a flight lest program spccifically conducted for identification
purposes. However, depending on the individual applicaticu of the identified model, some of them can be
reduced or neglected. Then, the conscguences must be quite clear. For example, a short data run may give a

) Principal Author: C. F. G. M. 11ofinan, NLR
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reliable model for the higher frequency range, low frequency characteristics however cannot be determined.
Or, a verification of the identified model is only possible and meaningful when data arc available that are sig-
nificantly diffcrent from thosce used for the identification itself but are stil] within the sarne frequency range.

4,2.2 Measured Quantitics and Conventions Used

Table 4.1 lists thc measured contiol displacement and the sign conventions used for them on the different
helicopters. On the BO 105 and the SA-330 these displacements were measured on the pilot’s controls as on
these two helicopters autostabilisation was not available or disengaged, respectively. On the All-64, however,
micasurements were taken at the actuators, some runs having autostabilisation engaged.

The sign conventions for the measured response variables are listed in Table 4.2,

4.3 AH-64 Apache
4.3.1 Introduction

The flight test data for the MDIC Al1-64 helicopter have been gathered for doublet and frequency sweep
manoeuvres with control inputs in all axes at a 130 knots flight condition. Flights with pulse control inputs
were made available for longitudinal and lateral cyclic inputs. All flight tests were sclected from an existing data
base with etnphasis on practically the same helicopter state (mass, CG position, ete) and flight condition.

4.3.2 Manoeuvres

Table 4.3 lists the manoeuvres provided.

The data base included

¢ Two doublet runs for cach control axis, cach starting in opposite dircction.

®  Qqe pulse run for cach, forward and aft lengitedina! centrel, and fght lateral control.

*  Sinusoidal frequency sweeps ranging from 0.1 Hz to 3 Hz for all controls (three sweeps for the longi-
tudinal control, two for the lateral and the pedal and one for the collective control).

*  One sinusoidal frequency sweep ranging from 0.3 Hz to 13 Hz for each, the lateral and the collective
control.

All doublet and pulse inputs were pilot generated. The stability augmentation system was disengaged. The
inputs for the frequency sweep control manoeuvres, however, were produced by a specially designed Gold
Oscillator Box (GOB) unit. To maintain off-axis stability during the test, the stability augmentation system
provided low gain feedback on the off-axis responses. The primary axes werce in open loop configuration.

The data runs with doublet or pulse inputs were only about 13 scconds long. Data with frequecy sweep had
a time duration between 118 and 158 seconds consisting of a sweep up to the high frequency and then back
down to the starting frequency. In total, 21 manoeuvres were proviaed (8 doublets, 3 pulses, 10 frequency
sweeps).

4.3.3 Measurements

The AlI-64 flight test data were mainly obtained from six different subsystems:

1. A noschoom with pressure sensors and vanes.
A boom is used to measure the air data: total velocity, angle of attack, and sideslip (V. @, 8). The boom
is mounted out in front of the aircraft to avoid main roter wake interactions, From the measurements,
the speed components u, v, w can be calculated.

2. A sensor package with gyras and linear accelerometers.
A sensor package installed close to the CG position is used to measure

® roll, pitch, and yaw rates (p. q. 1),
e roll, pitch, and yaw angular accelerations (B, ¢. 7).
¢ longitudingl, lateral, and vertical accelerations (a,, 8. &),
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3. ’Pilot scat accelerometers’.
A package of lincar accelerometers was installed at a position close to the pilot's scat. It provided the
pilot’s scat longtudinal, lateral, and vertical accelerations (8, 8y, 8;0),

4. Hcading attitude wefercnce system (HARS).
An incritial system (HARS) gave roll, pitch and yaw attitude (@, ©. W) and the vertical velocity w.
Based on the attitude measurcments, the Euler rates (@, ©, W) weic computed.

5. A Doppler system provided the forward and lateral ground speed components.

6. Contral input generation and measurement.
‘Three types of input signals were flown. Doublets and pulses were gencrated by the pilot, frequency
sweeps signals were produced electronically. To eliminate uncertainties in control linkage and actuator
dynamics, control positions were not taken at the pilot’s stick or pedals but at the actuators: pitch, roll,
and yaw actuator, collective (8,5, S éped- o)

Table 4.4 lists the measured control variables and Table 4.5 the measured response variables provided for all
manoeuvres with some exceptions:

¢ Runs with doublet or pulse inputs and the collective sweeps had no HARS vertical speed and Doppler
data (for the identification these data are not necessarily needed).

®  The collective sweeps had no pitch attitude information which is in gencral needed for the identification.

*  Two of the longitudinal sweeps, the two lateral sweeps (0.1 to 3 Hz) and the pedal sweeps had no boom
data (making identification very difficult) and no pilot’s scat acceleration measurements.

4.3.4 Processing/Consistency Checks

No filtering or smoothing has been performed on the data. Changes have been made to the sample rate. The
sample rate of the onginal flight test data varied from sensor to sensor. To climinate cxcessive data and to
provide 2 uniform smnpling rate, the raw data were sampled at 102 Hz. A 7ero vrder hold was applicd to the
measurements originally sampled at 59 Hz (attitude angles and heading).

Before delivery of the flight test data to the WG members a number of consistenicy checks have been performed
on the raw data to determine the fidclity of the measurements.

I.  Accelerometer measurements from different locations on the aircraft (including the pilot’s scat and the
CG accelerations provided) were found to agree within a 1° alignment error.

2. Rate measurcments including both body rates and Euler rates from each test were integrated and com-
pared to the attitudes to determine if any ias existed. Some small biases were found and corsequently
removed from the data.

3. Measurcd angular accelerations were also integrated and compared to the body angular rates. Despite the
significant process noisc, the integrated accelerations showed the same general shape as the rate signals.

4.4 BO 108
4.4.1 Introduction

Flight tests, especially designed for system identification purposes, were conducted with the DLR BO 105.8123
helicopter at DLR in Braunschweig. The tests were defined to meet three main objectives:

1. Investigate the influence of different input signals.

2. Allow identification with time-domain and frequency-domain techniques.

3. Generate measusrements of blade motions for the identification of extended maodels with eaplicit rotor
degrees of freedom.

The trim configuration for the BO 105 (to1al mass between 2250 kg and 2100 kg) flight tests was stcady state
honzontal flight at 80 knots and at a density aititude of about 3000 ft standard atmosphere. (Depending on the
outside temperature the actually flown indicated pressure altitude was iteratively adjusted). Main emphasis was
placed on calm air flight conditions.
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4.4.2 Manocuvres

‘The BO 105 manocuvies provided to the WG are summarized in Table 4.6. Thice ditteient types of control
input signals were flown:

I.  Doublcts (2 scconds total time lenglii) for each control inpul and cach contro]l dircction
(positive/ncgative).

2. Moudified 32//)-signals (time length 7 seconds) for each control input and cach control dircction
(positive/ncgative).

3. Frequency sweeps for cach control input. The frequency sweeps ranged from about 0.U8 Hz up to the
highest frequency the pilot could generate (5 Hz to 8 Hz, depending on the control).

For redundancy rcasons the doublet manoeuvres were flown twice and both the 32//-signals and frequency
sweep manocuvres three times. Within one test run only onc control was used ta excite the on-axis response
and to avoid correlation with other controls. Because of the fong time duration of the frequency sweeps, these
tests required some stabilization by the pilot to keep the aircraft response within the limits of small perturbation
assumptions for lincar mathematical mnodels. At the end of the 32//-signals and doublet input signals, thc
controls were kept constant and the recording of the helicopter response was continued until the pilot started
to retrim the aircraft.

At the beginning of cach run the main piiot carefully trimmed the aircraft to the defined steady state condition
of 80 knots horizontal flight. He then flew hands-off while the second pilot generated the prescribed single-
contro} input signal without touching the remaining controls to avoid corrclations. A CR1 was used as input
signal indicator showing the desired input signal shape and the actual controt position versus time. During the
first test flights the input amplitades were determined so that the aircraft response within a 30 scconds test was
in agreement with lincar model small gerturbation assumptions. Here, it was pnmarily tried to limit the devi-
ations in pitch and roll attitude angles to about 25 degrees.

To avoid larger changes in mass and CG location the helicopter was refucled afier a total flying time of about

one hour.

4.4.3 Measuremenis

The development of the instrumentation followed the concept of using individual sensors that arc independent
from cach other. ‘The instrumentation used for system identification purposes was:

1. Three rate gyros for roll, pitch, and yaw rates (p. q. 1),
2. A vertical gyro for the roll and pitch attitude (@, ©) and a gyro for heading (W),

3. Three linecar accelerometers, installed close to the aircraft CG to measure the longitudinal, tateral, and
vertical accelerations (a,, a,. a,),

4. Potentiometers at each pilut's controi (stick, pedals, collective lever) to mecasure the control inputs
(dlon' 6Iat' dped' Jcol)'

w

A tachomcter at the main rotor shaft for RPM,

6. /1 HADS (helicopter air data system) was used that is designed for speed measurements in the total speed
range of the helicopter including hover. The sensor is a swivelling prabe installed under the rotor. It is
designed to operate in two different flow conditions: for hover and low airspeed it is working within the
downwash of the rotor and it aligns with the resulting flow {downwash and helicopter speed). For speeds
higher than about 35 knots the sensor is out of the downwash. Then it aliyns with the actval speed vector
of the helicopter. Based on the pressure and probe angle signals the forward and sideward aircraft speed
is derived (u, v). For the out-of-downwash condition the vertical speed (w) is obtained in addition.

All data were digitized and recorded on boaid of the helicopter. The standard sampling ratcs were 100 Hz or
50 Hz, dcpending on the signal frequency content; duc to the high vibration level, lincar accelerations were
sampled with 300 Hz.

Tabic 4 7 sunmaziizes the measured contro) variables and Table 4.8 the measnred (ospenge variables provided
to the Working Group.




4.4.4 Processing/Consistency Checks

During the flight tests, the measured signals were sent by telemetry to a ground station where time historics
from selected vaniables were prescated on both a monitor and plotter for on-line quick looks. A first computer
supported data compatibility check was conducted to isolate data inconsisteucies. Using these on-linc data
checks together with piiot’s comments it was relatively easy

1. to control the tests,

2. to detect major data errors (e.g. sensor malfunction, signal saturation, ctc.), test inaccuracies, disturbances
(c.g dnfts, large coupling in the controls, turbulence, etc), and

3. todecide if the test was a "good” one or if it had to be repeated.

Ground-based data processing included a.0.:

®  Data conversion 10 a unit system with mcter, radian, second, Newton and percent,

e Calculation of the speed components along the helicopter axes,

e Digtal filtering of lincar accelerations and raies to reduce vibrations (zcro-phasc-shift filter with 12.5Hz
cut-off frequency),

*  Digital differentiation of the rates to obtain angular acceicrations,

*  Correction of speed components and linear accelerations with respect to the center of gravity.

e Conversion of all data to a unique sampling rate of 100 Hz.

‘Tune histones of all measured and derived data were plotted and vicually checked for significant errors (c.g.
sign, amplitude, dynamic characteristics, noise, drop outs). Before delivery of the flight test data to the W
members, data compatibility calculations, using the non-linear kinematic equations, were done for calculated
rotational accelcrations/raics, satcs/attitude angles, and linear accclerations/speed components. It can be con-
cluded:

®  Rates and angular measurements agree almost perfectly, but the agreement beiween integrated yaw rate
and measured heading shows some differences because the directional gyro is of fower quality (heading
i3 not used for the identification).

e Concerning the comparison of integrated lincar accelerations and mcasured speed components it csn be
stated that in gencral a satisfactory agreement was found.

4.5 SA-130 Puma
4.5.1 Introduction

A flight 1est database for system identification research was gathered on the RAE Puma A W24! dunng the
period 1981-87. Flight conditions flown included hover and forward flight trims at 60, 80, 109, £20 knots. Test
points were generally flown at 2 high cnough altitude to estoblish calm (i.c. low turbulence) and steady condi-
tions which in practice were found between 3000 ft and 4000 f pressure altitude. Aircraft configuration could
be vaned in tesms of mass and CG position bui the datum configuration with full fuel and ¢ crew members
was about 5800 kg and neutral. T'ypically. at each trimmed flight condition the piot would hnld the controls
fized for about five scconds, apply the required control input and continue to hold fixed controls until the
disturbed response had decayed or a sufficiently long manoeuvre duration had been recorded or the excursions
hecame large enough to warrant intervention. Following a control response the aircraft would be retrimmed
in the initial condition and two repeat manoeuvres performed giving 3 records in all, enabling repcatability to
be checked. This procedure would be repeated for the opposite control direction (e. g. left/right, up;down) and
for all four axes, amounting to 24 events per input {ype and size, pei flight condition. The duration of the
recorded manocuvres varied with input type and size, and varied from a few seconds for a single-step input in,
sav, longtudinal or lateral cyclz 10 about 20-39 scconds for a return-to-trim, multi-step ¢.g. doublet, 321 1-sig-
nal, to more than 100 scconds for & frequency sweep. Repeat runs at different control amplitudes weie some-
times recoided to check for lincanity in the response.

4.5.2 Manocuvres

‘I'he manocuvee cases provided to WG 18 are listed in Table 4.9. Two different data seis were given:

1. The primary sct was flown at 80 kn and included 32// multi-sicp in both initial directions of all four
centrol axes.
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2. A secondary set included multi-step and frequency sweeps for longitudinal cyclic only at the three speeds,
60, 80 and 100 knots.

Control amplitudes are typically + 2 % (longitudinal cyclic) and 45 % (lateral cyclic, collective, pedal) of full
range. Response amplitudes varied with different inputs of course but maximum excursions were about
+ 15 kn airspeed), 4- 6° (incidence), & 10° (sideslip) and + 10°/s (roli-, pitch-, yaw rate),

The data were selected from various flights. This explains the flight condition differences in altitude.

4.5.3 Measurctnents

For the SA-330 the largest number of measured variables were provided although several measurements, not
needed for the Working Group, were either not engaged or not yet transformed to ergineering units. The fol-
lowing is, therefore, only concemned with those measurements that were of interest for the WG objectives. The
measured control variables are given in Table 4.10, the measured responsc variables are given in Table 4.11.
Basically, signals are obtained from individual scnsors, an ‘aglity oackage’, a noseboom, and control meas-
urements.

1. Redundant data from individual sensors and the agility package.
The SA-330 provides redundant data obtained from two different sources: Individual sensors are acceler-
ometers, raie and attitude gyros. The ‘agility package’ is an inertial system integrated in one box so that
it can casily be installed for flight test measurements in an aircraft. Both systems provide:

*  roll, pitch, and yaw rates (p. q. r and p,,, Qag: Magh
e roll and pitch attitudes (O, © and mag, %.g)

2. Additional individual sensors.

°  heading (W) is measured by a directional gyro.
*  longitudinal, lateral, and vertical accelerations (a,, 4y, 2, and a,,,, 8 ... 8,,4) are obtained from
linear accelerometers.

b

Moscboom.

A pressure transducer and two vanes are instalied at a boom to give total airspeed, angle of atiack, and
sideslip (V. @, f). The boom is installed at the nose of the helicopter to avoid disturbances in the meas-
urements due 1o rotor downwash and fusclage influences.

[ ]

4. Controls.
Potentiometers are used at the pilot’s stick, pedals and colicctive lever (8,0, 61a1. Speg Scar):

The data were recorded at a variety of sampling rates. All channels were passed through anti-aliasing filters at
72 Hz before digjtising; in addition, the agility package data was further filtered by a 2-pole Butterworth at
10.6 Hz. The measurcments were recorded in digital PCM form (12 bit numbers) on-board on magnetic tape.
No de-skewing techuiques were adopted, resulting in a maximum data skew of about 16 ms. For the AGARD
WG data base, all measurements were transformed to a uniform sampling rate of 64 Hz

4.5.4 Processing/Consistency Checks

The only pre-processing carmied out on the data before dispatch to WG 18 members was a convessica to
engineering units and a sorling ioto binary files. No referencing of data to the CG location was carried out.
Time history traces were examincd visually for obvious anomalies and observable emors. 1n addition, a direct
comparison of air data velocities with integrated accelerations, and fuselage attitude with integrated angular
rates was made. From these visual compasisons a number of observations can be made concerning data quality.

1. The angle of attack vane measurement and the normal acceleration require a reversal of scale factor signs.
Signal 10 noise ratios in the longitudinal and iateral accelerations are typically of the crder unity. except
for the larger yaw manoeuvres when the latter is of the order 10.

3. Duparture of velocity and attitudes indicate possibility of small calibzation errors on inertial and vane data.

4. Auspeed data contain process noise, possibly caused by rotor wake/fusclage interference at the boom.

Assuming that cach organisation would be conducting their own kincmatic consistency and state estimation
checks, the recorded measurements were considered to be of high enough quality for system identification
work.
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4.6 Summary and Concluding Remarks

When the three data bases (AH-64, BO 105, SA-1330) provided to the WG are compared to an ‘ideal” system
identification data base as characterized in sectior: 4.2 it can be stated:

L

The minimum requirement for the available measurements is easily met by all three data bases. All data
bases provide even more data like linear accelerations and, in particular the AH-64 and SA-330 give a high
level of measurement redundancies from addittonal sensors.

Considering requirements like uniform flight test conditions, redundant runs, sign converted inputs, and
different input types for all controls, the 30 105 data base takes its advantage out of the fact that all
provided data were flown within one flight test program. It was conducted only for system identification
purposes right after the first WG Meeting and, therefore, included most of the WG requirements. Cut-
rently, it is certainly one of the most comprehensive data bases available for system identification, the
more so as it alzo includes flapping measurements for all blades (not provided to the Group). However,
data were only generated for one flight condition and the data base still has 1o extended into other flight

regimes.

The AH-64 data base was not produced for systern identification purposes and, therefore, no input signals
were used that are felt to be most suited for the identification. In addition, most data runs are very short
so that the low frequency information content is probably too small. Nevertheless, the Group decided to
alsc work on these data in ordur to demonstrate what system identification can achieve with a typical
industry generated data basc.

Variables Helicopter

Group Quantity AH-64 BO 105 SA-330
= Forward/Aft Cyclic n.mn. stick eft stick forward
'E
g‘s Lateral Cyclic n.m. stick right stick feft
23
oo
3 2 T
58 Collective n.m. up up
2%
3
S right pedal left pedal

Pedals n.m. forward forward
2 Forward/Afl Cyclic stick aft n.m. nm.
&
g g Latera! Cyclic stick right n.m. n.m.
5 g Collective up n.m. nm.
g3 :
5
© Tail Rotar Collective n%;l:w[:((lla] n.m. n.m.
Table 4.1. Conventions for Positive Signs of Centrol Displacements
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Variables All studied helicopters
Group Quantity (All-64, BO 105, SA-330)
B Angle of attack flow from below (nose up)
Angle of sideslip flow from starboaid (nose left)
I Airspecd forward
3 Longitudinal spced forward
.'i L ateral speed right
Nomal speed down
Rate of climb up
'.‘83 Longitudinal specd forward
g .
8 Lateral speed right
3
[ Normal speed down
- Longitudinal acceleration forward
g
g3
_E’ £ Lateral acceleration right
Normal acceleration down

Bank angle

Right side down

é\’;': {Rol angic)
3 Inclination ang)
nclination angle
45 (Pitch angle) Nose up
g3
< Azimuth angle . .
(Yaw angle) Nose right
- Rate of roll Right side down
23
g
i Rate of pitch Nose up
é Rate of yaw Nose night

Table 4.2, Conventions for Positive Signs of Response Variables
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Variables Oﬁgiqal
. Source Sampling
Group Quantity Rate
(in Hz)
§ Forward/Aft Cyclic Actuator 470
E Lateral Cyclic Actuator 470
g Collective Actuator 941
a
‘3 Tail Rotor Collective Actuator 470

Table 4.4. AH-64 Control Variables
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Variables Original
G o Source Sa;g:l‘l,ng
rou| uan
P Quantlty in Hz)
Angle of attack Boom System 944
b1}
§ Angle of sideslip Boom System 470
5
Airspeed Boom System 59
£ Longitudinal speed Coppler radar 941
e
£ @ Lateral speed Ooppler radar o
o
& Normal spead HARS aT0
g Longitudinai acceleration Accelerometer at CG 470
8
5=
2 g Laterail acceleration Accelerometer at CG 470
dg
§ Normal acceleration Accelerometer at CG 470
2 Longitudinal acceleration Acceterometer at pilot’s seat 470
o
]
5=
2 § Lateral acceleration Accelerometor at pilot’s seat 479
Jo
§ Normal acceleration Accelerometer at pilot’s seat 941
Rolt angle HARS 59
1] -
LR
222 3 Pitch angls HARS 58
L Lwc
Ea
Yaw angle HARS 59
Roll rate Rate gyro s41
&,
22 Pitch rate Rate gyro 941
2
<«
Yaw rate Rate gyro 941
Euler roll rate Calculatad from roll angle 470
B
é’,;g Euter pitch rate Calculated irom pitch angle 941
s
<
Euler yaw rate Calculated from yaw angla 470
2 Roll acceleration Angular accelerometer 941
-]
L=
%g Pitch acceleration Angular accelerometer o4
“]
Yaw accelergtion Angular accelerometer 941

Table 4.5. AH-64 Response Variables

Data pravided &t g uniferm sampling rate of 100 He.
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Vanables Original
. Source Sm‘?ph"g
Group Quantity Rate
(in Hz)
9 Forward/Aft Cyclic Potentiomcter 50
g
—s Lateral Cyclic Potentiometer S0
g Pedal Potentiometer 50
g
8 Collective Fotentiometer 50
Table 4.7. BO 105 Control Variables
Variables Original
. Suanti Source Sax;&l;ng
roup Quantity (in Haz)
Longitudinal aisspeed HADS 50
3
é Lateral airspeed HADS 50
Normal airspeed HADS 50
g Longitudinal acceleration Accelerometer at CG 300
g8
8 £ Lateral acceleration Accelerometer at CG 300
Normal acceleration Accelerometer at CG 300
e~ Roll angle Vertical gyro 50
8
g o
.§ g Pitch angle Vertical gyro 50
<~ Yaw angle Dircctional gyro 50
Roll rate Rate gyro 100
g
g
_g) Pitch rate Rate gyro 100
2 —
Yaw rate Rate gyro 100
<]
3 RPM Tachomeier S0
Table 4.3. BO 105 Resporise Variables
Data provide:d at a uniform sanypling rate of 100 Hz.
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Variables Original
G i Source Sa;? ;‘tlclng
t
JTOUp Quantity (in 17)

g Forward/aft cyclic Potentiometer 128
_g Lateral cyclic Potentiometer 128
-g Pedal Potentiometer 128
e
8 Collective Potentiometer 128

Table 4.10. SA-330 Control Variables
Data provided at a uniform saapling rate of 64 Hz.
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Variables Qriginal
A
G . Source Sa;n 5'.'"'
roup Quantity (In Hz)
Angle of attack Nascboom vane 128
§ Anglc of sideslip Noseboom vane 128
4 . . ~
< Airspeed Noseboom Pitot probe 128
Climb rate Static pressure probe 128
4 longitudinal acccleration Accelerometer at CG and agility package 256
g 1 ateral acceleration Accelerometer at CG and agility package 256
g
E Normal acceleration Accelerorneter at CG and agility package 256
Roll angle Vertical gyro and agility package 128
£=
g%
.g g Pitch angle Vertical gyro and agility package 128
=
Yaw angle Directional gyro 128
Roll rate Rate gyro and agility package 256
8
g
% Pitch rate Rate gyro and agility package 256
Yaw rate Rate gyro and agiiity package 256
g
c’é RPM Tachometer 256
Table 4.11. SA-330 Response Variables
Data provided at a uniform sampiling rate of 64 Hz.
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5. ldentification Methodologizs

5.1 Introduction

Reliable identification results can only be cbtained when all individual sicps in the slentification approach are
carefully conducted. Therefore, this chapter concentrates on cach of these steps. The scction on Flight Test
Procedures ( 5.2) includes a discussion on input signals and the plannung and conduction of appropriate {light
tests. Then, instrunentation requirements, data processing and evaluation are addressed (5.3 and 5.4) Finally,
Identification Techniques applied in the Working Group are characterized (section 5.5).

5.2 Fligit Tuest Procedures®)

5.2.1 Jitrouvction

‘The success of aircraft sysiem identification techniques depends, to a considerable cxtent, on the des m and
conduct of flight experiments. It is important to recognize that such flight experiments should be designed and
perfonned specifically for the purposes of systern identification and that satisfactory parameter estimates arce
seidom obtained from flight experiments which had some other primary objective. It must also be recognized
shat safety is of paramount importance at all imcs.

5.2.2 Planning of Flight Tests

The preparation of a complete matrix of flight experiments in advance is essential. This must cover factors such
as the forms of test input to be used, the amplitude and duration of test signals, together with the precise set
of timmed flight conditions for whicl: test inputs age to be applicd. Iixperiments are usually repeated several
times since replication provides valuable insight concerning robustness and allows averaging of the residual
effedts of iubulence. Tesi sigmais are aiso normaily repeated in both dircctions for cach control input.

Decisions must be made in advance, on the basis of previous flight expericnce, concerning the usc of any form
of stability augmentation dunng the flight cxperiments. At an cayly stage it is also necessary to establish whether
signals are 10 be applicd manually by the pilot or through some special form of inpat device such as that
described by de fecuw ct al (1989, [5.2.1]).

For test signals which involve a long sequence of control movements, such as a frequency sweep, it may be
necessary for the pilot 1o take corrective action 1o easure that the aircraft response is kept within specified
limits. A clear policy must be established regarding such intervention. Policies must also be cstablished con-
cerning recovery action by the pilot at the end of each test and clear guidelines must be provided concerning
acceptable excursions from the nominal trummed flight condition.

Tt s essential that all the fhight crew and others concermed with the conduct of the flight experiments arce fully
bniefed and have detailed knowledge of the purpose of the tests. Fvery potential nsk must be assesscd carefully.
In the planning of a scquence of tests for a range of pointe within the flight envelope it is important to cnsure
that experience is built up incrementally from a known (or low sisk) conditicn towards an unknown (or high
nsk) condition. For example for tests involving hover conditions it is appropriate 1o start the test scquence at
high altite. fes and work down into ground cffect, if required, in a series of well-defined steps.

Iccisions must be made i planning fiight cxperiments abort the pos ible necd for additional cockpit instru-
mentation. One cxample is a CRT show.ng both the desired test input signal and the actual control movement
(scction 6.2).

Arrangements must be made to provide test pilots with practice in achieving timmed flight for specificd flight
conditions 2nd in applying the required test input signals. 1t is also important to cnsure that ground-based staff
are fully conversant with the equipment used for monitonng the flight and for on-line detection of crrors in the
measurements.

%) Prncipal Author: D). J. Murray Snuth, Glasgow Umversity

—y




52
5.2.3 Selection of Test fnputs

Many factors should be taken into account in the design of practicaj test input signals but there arc two aspects
of the test input selection process which are of critical importance. Firstly the frequency content of test signals
must be chosen to ensure that modes are excited sufficiently. Model responses to simulated test signals must
shiow some sensitivity to variations of chosen inodel parameters if parameter estimation is to be achieved from
flight data for those quantities and the accuracy of estimates can be highly dependent on frequency content.
Appropriate allowance must, of course, be made for actuator dynamics in considening the frequency content
of the inputs. Secondly, for the identification of linearised denvative maodels, the form of test input selected
musi ensure that the motion remains within a specified flight region. In addition, the form of input rnust ensure
that the correlation between mcasured states and between separate control inputs is sufficiently low to give
well-conditioned sets of equations at the identification stege. Ill-conditioning is often associated with near
linear-dependence of the measured variables and this can be detected using measures based upon the informa-
tion matrix o7 dispersion matrix (Beck et al., 1977, [5.2.2}).

Piactschke et al.,, 1979, {5.2.4] have provided a useful review of practical input signal design methods with
particular emphasis cn multistep signal design by frequency-domain methods. Leith ct al. (1989, [5.2.5]) have
also applied frequency-domain mnethods to the design of multi-step signals and have provided details of expe-
ricace gained in the application of such test inputs to a Lynx helicopter.

One form of multi-step test input signal which is traditionally used for the identification of fixed-wing aircraft
1s the doublet. Doublet inputs can be applied very effectively to excite the short period mode in longitudinal
motion and the Dutch roli. Pilots can use such inputs to search for natural frequencies of the aircraft responscs.
As has been pointed out by Plactschke ct al. (1979, [5.2.4]) many denivatives are readily identifiable in the
vicinity of natural frequencies, although some can only be found as ratios. In the case of the helicopter, doublet
inputs arc of limited value, although these inputs are capable of exciting modes in cither axis very well. The
highly coupled form of model structure presents difficulties using simple test signals of this kind and it is gen-
crally accepted that doublets are not ideal as test signals for helicopter identification although they are of value
when used in conjunction with other types of input.

A second form of multi-step signal which has been used widely for rotoreraft and aircrafi system identification
ts the so-called “3-2-1-1" band-optimized signal (Marchand et al, 1974, [5.23}: Plaetschke et al.. 1979,
[524); Kaletka, 1979, [5.2.6]). The numbers used in the designation of this input refer 1o the time umnits
between control reversals. Such inputs can, in principle, provide broader-band excitation than the doublet but,
for cases in which stability margins are small, use of such signals may not allow an adequate length of data
record without the vse of stability augmentation or pilot intervention during the unforced part of the responsc.
(Kalctka, 1979, [5.2.6]; 1eith et al., 1989, [5.2.5)).

The Cramer-Rao bound, which relates the variance of parameter estimates t» elements of the dispersion matrix,
has led to algorithms for the design of inputs which minimize some appropnate function of the dispersion
matnx or information matrix. The use of such design methods is based upon the assumption that an efficicit
cstimator exists. (ptimal test inputs designed in this way are therefore most useful in situations where test
records are available which are long compared with the time constants of the system under test so that the
asymptotic propertics of appropnate estimators {e.g. maximum likelihood estirnators) apply. This approach to
test input design has been found to be uselul for the selection of simple multi-step signals for manual applica-
tion in rotoreraft identification (Leith et al., 1989, [5.2.5]).

Roubustness of test inputs is an important but often ncglected aspect of the input design process. As already
discussed, only an approximate model of the vehicle is available prior to testing and the inputs used should
be as insensitive as possible to errors in the model. FFor manual application, responses niust also be insensitive
to errors in timing and amplitude of the inputs.

A second important point is that inputs should not contain a d.c. component (non-zero mean value) since this
will tend to change the operatity condition of the aircraft away from the initial trim state unless this is specif-
ically required (e.g. classical speed-stability tests).

Typically, the transfec function between a given control input and a given statz variable will contain resonant
peaks. If an input excites such a rescnance the response will tend to be large and may become non-linear thus
leading to a short test record. Hence by designing inputs which avoid exciting these resonances it is possible
to obtain longer test records.

‘The requirements that the dispersion matrir. is reasonably “small” can be satisfied in terms of the frequency-
domain if the autospectrum of the input is chosen to avoid frequencies around the resonances but to excite the
remaining frequencies over the frequency range of interest. Leith et al. (1989, [5.2.5]) have found that, by using
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frequency-domain methods to tailor muiti-step signals to avoid excitation at resonant frequencies while giving
a satisfactory dispersion matrix, it is possible to obtain practical broad-band rmulti-step inputs. In the case of
the Lynx helicopter a double-doublet form of input, designed in this way. provided useful test records, without
stability angmentation, of more than thirty seconds duration before pilot intervention became neccssary. Using
3211 inputs with the same helicopter useful test records could not be obtained since corrective pilot actions
were required very early in each test and resulting records were of very short duration. It should be noted that
a maodified form of 3211 signatl involving a reduced amplitude of the initial step has been used by de Lecuw et
al. (1989, [5.2.1]) to reduce the magnitude of the initial excursion and to balance the total perturbation about
the uim.

A different form of broad-band test sign=l which has been used increasingly in recent ycars is the ‘frequency
sweep” (Tischler et al., 1985, {5.2.7]). Such signalx are generally initiated by applying two low frequency sinu-
soidal cycles having a period which corresponds to the lower bound of the freGuency range required. The fre-
quency is then increased gradually until the control is being driven at a relatively high frequency but with a
smaller amplitude of mc. ;on. The control is then retumned to trim. The overail period of this test sequence is
chosen ideally to allow good ideatification of the low frequency modes and to give an cven cxcitation of the
vehicle dynamics over the frequency range of interest (Tischler, 1987, [5.2.8)).

In designing a test signal for identification a three-stage process may be adopted. The first stage involves initial
stmulation and analysis, based on the best currently available matheratica) model, to obtain a first estimate
of the dynamic range for testing. ‘This provides a basis for the second stage which involves the design of a
preliminary experiment using broad-band test signals such as frequency sweeps. Analysis of results from this
initial characterisation is of considerable value for the design of the flight eaperiments from which parameter
cstimates are 10 be obtained. For example, assumptions of overall linearity can be checked by cxamining the
coherence for sciected pairs of input and output variables and the tests provide opportunities to characterize
the linear and nonlinear dynamic characteristics of the actuation system. Prelirninary tests of this type should
be monitored in real time with particular reference to the assesement of the ioading of critical components. ‘Test
signal amplitudes should be small initially and should be increased gradually until it hecomes clear that all
modes of significance have veen captured while avoiding problems of nonlinearity and ¢xcessive loading.

Requirements in terms of test signal frequency range are detertnined by the most demanding application of the
identified model lixamples of demanding applications include flight contsol sysicin desigu, ihe deveiopment
of rescarch flight simulations and their application in handling qualities studies at the limit of the envelope.
Typical requirements involve upper frequency limits of at least 20 rad/s in order to capiure regressing lead-lag
and flap models in helicopters such as the BO 105, With lower order modcls and less demanding applications
it is appropriate to use test inputs conditioned to avoid high frequencies which could excite higher order rotor
and engine modes.

It is important to note that in the application of any form of test input design process initial cstimates must
be available for the parameters to be determined by system identification. The design of truly optimal inputs
is thus impossible and the process of selecting the nrost appropriate form of test input is thus an iterative one.
An experienced test pilot can provide valuable assistance in the process of searching for the best input for a
particular application. It should be noted that since the response following the application of the test input is
dominated by the natural modes the run length required for estimation of stability derivatives is generally
greater than that needed if only control derivatives are to be estimated. The ATI-64, BO 105, and SA-330 {light
data used by the Working Group contained three differcat types of control input waveforns: doublets, 3211,
and frequency sweeps. Each of these types of inputs were used to perform system identification by at least some
of the Working Group members. The purpose of this study is to examinc, in the frequency domain, the effects
of control input design on the identification results. Since all three input types weie available in the BO 105
data base, the comparison will make usc of this data source.

Figure 5.2.1 shows

®  the input autospectrum of cach of the three input types,
*  the identified roll rate due to lateral stick frequency responses for cach of the three types of inputs. Mag-
nitude, phase, and cohcrence are given.

The input autospectrum indicates the frequency distribution of the input excitation. Broad band excitation, as
indicated by a fairly flat input autospectrum, is a goal of input design for system identification. The coherence
function may be interpreted as that fraction of the output autospectrum which may be accounted for by linear
relation with the input autosprctrum (Otnes et al., 1978, [5.2.9]) and is therefore a good measure of successful
excitation as a function of frequency (Tischler, 1987, {'5.2.8]). Factors which may cause the ccherence function
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to drof; telow the ideal value of unity are: non-linearities in the system to be identified, process noise, and lack
of input power and/for lack of response power (Bendat et al., 1980, [5.2.103; 1986, {5.2.11)).

Examination of Figure 5.2.1 reveals lazger values of coherence over a wider frequency range for the sweep data
compared o the other two input types. This is particularly true at very low frequencies (< 1 rad/s) and high
frequencies (> 10 rad/s). Comparison of the input autospectrum curves shows that the drops in coherence for
the doublet and 3211 inputs correspond in frequency to drops in input power. This lack of input power causes
the frequency response curves for the doublet and 3211 inputs to appear less smooth than the sweep results for
frequencies between 5 and 7 rad/s and to diverge from the sweep results at low frequency. Generally, larger and
less variable coherence, as well as refatively smooth and strong input power over a wide range of frequencies,
makes the frequency-sweep results more favourable for use in system identification. The primary drawback of
such inputs is their longer duration.

It is interesting and somewhal surprising to notc that, despite its larger input power at most frequencies, the
3211 input yields a frequency response with generally lower coherence values than that produced with the
doubiets. This s particularly true for frequencies less than 1 rad/s and can also be seen at frequencies greater
than 10 rad/s.

Comparing the frequency respoase results in the 2 to 3 rad/s range we sec distinct differences in the response
characteristics despite high coherence values for all three input types. The resulting dutch-roll mode for the
3211 result appears to be more heavily damped than that for the doublet result but less damped than that for
the sweep result. Since the doublet and frequency sweep input autospectra are practically of the same magni-
tade in this frequency range this result cannot be explained simply as a non-linear dependence on input mag-
nitude, but perhaps there is a dependence an input shape.

What can be said, however, is that a model derived from frequency sweep data and then verified with doublzt
data will appzar to be overdamped. Indeed this was the experience of the AFDD dunng its identification and
verification work with the BO 105 data. This is itlustrated in Figure 5.2.2.

Another interesting result of this study is that the identified response characteristics of the flapping modes for
the doublet and 2211 type inputs are very similar damping and natural frequencies (approximately 14 rad/s)
while the frequency sweep result is slightly less damped and has a natual frequency closer to 15 rad/s. Again,
the diserepancy may reflect dependence on the input shape.

Compatison of the frequency-response identification results for differcnt input types shows that significant
differences in the identified results may occur when input characteristics are changed. ‘(hese differences must
be kept in mind when conducting identification and verification and when comparing results.

5.2.4 Conduct of Flight Experiments

Calm air is essential for accurate system identification. Gust or turbulence influences usually cause significant
problems during the data evaluation. In principle, techniques like the Maximum 1 ikelihood method (incor-
porating a state estimator like a Kalman fiter) are able to account for process and measurermncnt noise,
assuming certain statistical characteristics. FFor fixed wing aircraft, such approaches have deinonstrated their
utility for the identification of 3 DDoF models from flights in turbulent air (Jategaonkar et al., 1987 [5.2.12]).
For helicopter models, however, with a higher number of unknowns to be determined, such successes | we
not yet been obtained. As rotorcraft identification is already complicate in itself, it is advisable to avoid prob-
lems due to atmospheric disturbances. But what is considered as ‘calm’ air? Usually the flight test engineer has
to rely on pilot’s comments and judgement. So, if possible, the best way to conduct the tests is for the pilot
to be asked to find an area with favourable cunditions and to apply some test inputs. Then, telemetry data are
additionally ©:.ed on the ground to check the data for any turbulence cffects.

Dunng the fust flight, some time is needed:

I.  To familiarize the pilot with the specific tests.
‘This includes the aircraft trim at the desired flight condition, the generation of the controf input signal
either manually or by any control input device, and the retrim of the aircraft.

2. To train regarding the shape and timing of the control input signal, if it 1s generated manually by the pilot.

3. To determinc appropriate control input amplitudes.
For the identification usually locally linearized maodels are applied that are only valid for small perturba-
tion maneuvers. L.arge response amplitudes violate this assumption and lead to the problem of suitable
nonlinear model formulations and their more complicated identification.

4. To check the instrumentation syatem and to detect and eliminate any measurement errors using (for
example) quick-look evaluations and first consistency analyscs.
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For a reliable system identification it is niecessary to apply control inputs that sufficiently excite the airc.aft
modes of interest. Input signals like doublets, 3211, or sweeps have become standard. There are arguments
whether these signals should be generated by the pilot or, if possible, by an electronic device (Tischler et i,
1987, [5.2.13]). When the signal shape is not too complicated, pilot involvenient scems to have some advan-
tages. It was shown ihat after a iraining phase a pilot can fly such signals with the required accuracy. His
expertisc and possible suggestions for alternatives (eg. in the scquence of the controls, when more than onc is
used) are valuable. Pilots also prefer to be actively involved as they have a better conirol of the test and are
more prepared to react to unexpecied situations. Tests in more unstable flight conditions or longer lasting tests
also often require some additional control inputs to stabilize the aircraft and to keep the amplitudes within the
stnall perturbation range. This can easily be accomplished by a pilot using pulse type control inputs. A SAS
would work with a continuous feedback and consequently can cause unwanted high input/output correlations.

A practical way for pilots to gencrate control inputs might involve the following procedure as exercised in the
BO 105 flight tests:

i.  the main pilot trims the airciaft in the prescribed flight condition.

2. the copilot generates the input signal for the desired control with hands-off for the other controls. During
this phase. the main pilot flies practically hands-off but is prepared to react to any uncxpected situation.

3. atthe cne of the test, the main pilot retrims the aircraft.

Such an approach is helpful in ensuring that, as far as possible, corrclation between the control inputs is
avoided (except for the stick with some coupling between longitudinal and lateral stick). Although described
in terms of a situation involving a pilol and a copilot the procedure can zasily be modified for a single pilot.

During the test, the engincer on the ground carcfully obscrves the flight test data provided via telemetry. At the
end of each test he has to decide whether the test was a ‘good” one or has to be repeated. Criteria arc the
accuracy of the trim, the quality of the input generation, the excursions from the trim cendition, the data run
length, disturbances (turbulence) during the test, and others. Although it highly depends on the specific test
and the considered aircraft, a usefu) guideline may be that the run duration should at Jeast be about 25 10 30
seconds when lower frequency modes have to be identified, and that the pitch and roll attitude angles should
not exceed about 20 to 25 degrees from tnm to stay within small perturbations. After each test, pilot and
ground enpineer briefly exchange their communts before the next test is defined. In any case, cach test should
be repeated (if possible twice, but at least once) to provide some data redundancy for the evaluation. Usually,
a large part of the total flight test costs occur when the aircraft is still on the ground (instrumentation, cali-
bration, trouble shooting, adverse weather). Savings obtained froin reducing flying hours are only small in
comparison to the total costs. Therefore, in order to obtain a comprehensive data base, every effort should be
made, while in the air, t¢ collect as much usable data as possible.

5.2.5 Procedures Following Flight Experiments

Activitics imimediately after a flight test can be divided into opesational aspects for preparing the next flight and
the checking of the measured data.

As with other forms of flight tests, carcful de-briefing must be caried out to assess any problems encountered.
Here, pilots” more detailed comments about the flight and suggestions for modifications asc taken into account
in the planning of the following flights. In addition, the aircraft must be prepared for the next tests. This
includes a routine safety check, refueling, or any modifications (like additional weights) to mcet weight and
CG location requirements.

it is extremely important to do as much evaluation as possible with the latest measured data to make sure that
they can be used for identification. Often, the data ace recorded on-board. Right after the aircraft landing these
data must be checked for their suitability and measurement quality. "f'his is not an casy task and it is often
neglected or not done carefully cnough under the time pressure for the next scheduled Hight. In consequence,
measurcments later turn out to be useless or they sequire much effort for defining meaningful cotrections and
reconstructions.

‘The data quality check should at least include a thorough visual ingpection of time history quicklook plots of
al] data nceded for the identification. Data errors like drapouts, saturarion, large offsets, non-realistic noize
level, or the absence of a signal can casily be seen. If possiblc, a fitst data consistency analysis should be used
as it helps in finding more ‘hidden” errors, like sign inversions, scale factors, and biases. Sources for such errore
are mostly in the instrumcntation or data processing units and must be eliminated before the next {light test
can be conducied. In addition, a detailed data inspectior; should confirm which data runs seem to be suiiable
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for the identification. Then, the next flight test program can be defined with new test conditions and, if neces-
sary, repeats of previous runs.
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5.3 instrumentation and Data Processing?)

$5.3.1 Introduction

Independent from the actually applied method, the general systein identification approzct is always hased on
the same principle: the measured inputs and outputs of a system are uscd to extract the unknown system
characteristics. There arc many differences in the complexity of identification techniques and their require-
m:nts: ‘parametric’ methods need an a priori knowledge of the model structure and often parameter starting
vilues, whereas ‘nonparametric’ methods (e.g. spectra analysis) work without model structure. But a!l methods
rely on the information provided by the amplitude and phase relationship bLetween

¢ the measured control inputs and
*  the measured system responsc.

Consequently, errors in the measurements must also cause crrors in the identification and it is ¢vident that an
appropriate instrumentation is necessary. Although methods to detect errors and to correct or even completely
reconstract unreliable measurements have been developed and are successfully applied, they cannot avoid that
information is lost that could have been provided by accurately measured data.

In the following it is concentrated on the system identification carried out in the Working Group. "The required
measurements are bricfly surrunarized, some typical problem areas and sensor characteristics are discussed in
more detail, and the main data proccssing steps are addressed.

5.3.2 Required Measurements

In the Working Group it was dccided to concentrate on the identification of a lincas rigid body helicoptes
model with six degrees of freedom. It is given by a system of eight coupled fitst order differential equations:

% = Ax 4 Ru (5.3.1)
with the state vector

X =(u v.wop qr O 0) (53.2)
and the control vector

U = (bion Siat Scor Sped)- (5.3.3)

The measuremnent (or observation) vecior y defines the measured variables to b compared to the calculated
model response. Or from an identification point of view: the parameters of the mo:lel will be modified to obtain
the best possible agreement between the model response and the measurement vector. The rneasuremeat vector
is

y=Cx+Du (5.3.49)

The variables to be includedl in the measurement vector can tc a certain extent be chosen by the analyst. In
general, the measured state variables are used or equivalent data like dynamic pressure, angle of attack, and
sideslip angle instead of the speed components. In addition (or eventually in replacement) however. measure-
ments like linear and rotational accelerations, or helicopter position data, etc. can also be included. There are
closz relationships between instrutnentation, observed variables, and parameter identification:

1. In any case, the measurement vector and the helicopter instrumentation are directly dependent from each
other. Usually, the instrumcntation is given and the obscrved variables can only be sclected from the
available measurements. The request for additional measurements ofter. leads to an extension of the
instrumentation.

2. The selection of the consider mzasurements can have a significant effcct on the identified parameters and
the model validity. When only measurements dominated by the low frequency helicopter characteristics
are chosen, like speed components and attitude angles, the model will give a good representation of the
lower frequency range but it can be less accurate for higher frequencics. The apposite result will be
abtained by the use of mainly higher frequency data like accelerations and rates. Although it depends on

9 Principal Author: J. Kalelka, DL.R
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the intended application of the modci, it is in general advisable to use both data groups in thic observation
cquations.

For the six degrees of freedom models tike they were used in the Working Group, a “standard’ set of suitable
variables to be measured can be recommended:

l.  conirols
2. airspued data

*  spced componcents in longitudinal, lateral, and normal direction (u. v, w),
or
*  airspeed, angle of attack, and angle of sideship (V, a, 8).

3. angular information,

. rates (p, q, ),
and
. roll and pitch attitude (O, 0),

4.  acccleration information

*  lincar accclerations (a,, a,. ),
and optionally

¢ rotational accelerations (9, q. r).
The measurement of helicopter rotational accelerations is difficult and often not available. Therefore,
diffcrentiation of the measured rates is probably more appropriate.

Usually, helicopler instrutnentation systems can easily provide these measurements (see documentation in the
chapter 4 on AGARD Working Group Data Base). There is no spzcific preference for an instrumentation con-
cept, like inertial system packages or individual sensors. In any casc ii is absolutely necessary to know the
sensor charactenstics and, probably even more important, the data proccessing like filtering and sampling rates,
that is done along the data flow from the sensor to the data recording. For commercially available instrumen-
tation packages it is ofien difficult to obtain more detatled infoimation. Trom ihis poini of view some advan-
tages are scen in the use of individually installed sensors. They can also provide more redundancies in the
measurements which can be usced for data quality investigations.

A hjgh mecasurement accuracy is the dominant requitement for system identification. "The transducers used for
the measurements of centrol positions, lincar accelerations, rates, and attitudes arc usually potentiometers or
synchros, lincar accelerometers, and gyros. The today available sensors generally provide high accuracics and
are approprate for identification purpuses. However, when transducers are selected and ins.alled, emphasis
should be placed on two aspects:

*  the measuring range has be chosen to, on one hand, provide a high signal resolution and accuracy and,
on the other hand, avoid signal saturation for the planned flight test cxperinients.

®  cross axis sensitivities can generate significant problems and must be kept as small as possible. They can
be cauied by both, sensor characteristics and installation misaligninents.

i contrast to the measurements of accelerations, rates, attitude angles, and control positions, it is problematic
to obtain reliable airspeed data. ‘This subject will be discussed in more detail in the following section on problem
areas (section 3.3.4).

5.1.3 On-board Data Processing

Extensive on-ooard data processing is needed for all processes that are based on the immediate availability of
measurements. Such on-line data processing is for example a prerequisite for control systems, ranging from
mode stabilization up to in-flight simulation. As rotorceaft system identification still is an off-line procedure,
no specific on-board data processing is required except for the standard signal conditioning steps converting
sensor signals 1o the appropriate format for data reeording. They include all modifying operations applicd to
signals like the adaption of transducer outputs to the input requircments of the data handling system (e.g.
synchro te analugue conversion), signal amplification, filtering, multiplexing, digitization, and data recording
(often on board of the uircrafl to avoid disturbances from the telemctry). ‘The data conditioning is certainly
necessary and helps to maintain the data quality, [owever, some of the procedures can significantly modify the
onginal scnisor output data.
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For system identification. care must be taken with analogue (anti-aliasing) filters, causing phase shifts, and with
data sampling where data are scanned sequentially with time delays between the individual channels. These
cffects can be corrected during the further data processing. However, it is evident, that the analyst must know
cxactly what has ‘happened” to the data. Only then, appropriate corrections can be made. In practise, here is
quite often the main gap: the instrumentation engineers arc not informed of the data requirements for a specific
cvaluation and the analysts are not aware of the data conditioning steps that can already have deteriorated the
data for their applications. Therefore, a close cooperation and a detail=d information cxchange hetween these
two groups is absolute necessary. It can be more important than increasing a sensor accuracy by another tenth
of a percent in order to generate more reliable data

5.3.4 Problem Areas

Some of the typical problem arcas in helicopter flight data measurement were also seen in the data provided
to the Working Group. They are mainly duc to helicopter and sensor characteristics but also can occur during
the signal conditioning. Some examples are illustrated in more detail:

1. Airspeed measurement

The conventional sources for air data measurement are vanes and pressure probes. They were originally
devcloped for fixed wing aircraft and are also used for helicopters. Rotorcraft, however posc special
problems in accurate sensing of air data: The sensors have 10 be installed on a relatively long boom to
keep them away from main rotor wakes. '1'ne boom must be quite stiff to avoid oscillations excited by the
helicopter vibration. With decreasing 3peed, pressure measurements become mor: and maore inaccurate
and near hover hoth, pressure tubes and vanes cannot be uscd ot all. Although these deficiencies are
obvious and well known, only a few air data systeins are available that were designed to alss operate in
the low speed regime of helicopters.

The All-64 and the SA-330 use a beom to provide air data. For the flight conditions considered in the
Working Group (129 kn for the AH-64 and 80 ka for the SA-330) the systems gave good imeasurcments.
(The AH-64 i3 additionally equipped with a low range airspeed system. These data however were not
provided to the Working Group).

The BO 105 uses a helicopter air data system. It consisis of a swivclling pitot static probe installed at the
fusciage close to the rotor. For low speed it is designed ta work within the rotor downwash. Measure-
ments are dynamic pressurc and probe angle of attack and sideslip. ¥-or the flight condition considered in
the Working Group (80 kn) the sensor is out of the rotor downwash and aligns with the total flow. The
measurements however show that rotor wake interferences cannot be avoided in dynamic flight manoeu-
vres. Figure 5.3.1 shows the helicopter respanse due to a iongitudinal stick doublet input. in the speed
data, and particularly in the latcral speed, significant disturbances arc scen. They are caused by sotor wakes
that “hit’ the sensor when the helicopter pitches nose-down. Then, the senser rotates to the kft and
indicates a high sideslip angle and consequently a high sideward speed. In the signals this effect is scen like
a data drop-out. It can last for even a few seconds until the sensor is in undisturbed flow again.

2. Measurement of linear accelerations and rates

In gencral, all measurements of the helicopter metion are influenced by a high vibration level. This is
particularly true for the linear accelerations and the 1ates. For BO 105 data obtained from a longitudinal
stick cuntrol input Figure 5.3.2 first presents the actually measured unfiltered data. Then, o the same
scale, it shows the data after being filtered by a digjtal low-pass filter with a cut-off frequency of 12.5 Hz.
From the companison it can be seen

¢ the high frequency noise (mainly blade harmonics) can easily be removed by low-pass filters. Aa
system identification results are very sensitive to phasc errors, zero-phase shift digital filters should
used.

¢ for the linear accclerations (and in particular the forward and sideward accelerations) there is a very
low signal-to-noisc ratio. In this test, the helicopter forward and sideward accelerations are less than
0.5m/s”. (In general, helicopters cannot produce large lincar accelerations, except for the vertical
anis). The vibration level on the data is more than 5 m/n2 and reaches even higher values in other
flight conditions (flare and hover). Corisequently, the measusing range of the accelerometers is
praclimllar defined by the vibration levels. Therefore, the BO 105 was equipped with sensors of a
412 m/s* range for 8, and 8. Although the ‘useful’ part of the signal is less than 5 % of the total
sensor range a high accuracy 13 required for system identification.

eIy |




i-—-

61

Tortunately, linear accelerometers belong to the best sensors in an aircraft instrumentation. They
have a high linearity and resolution with only smail hysteresis and work in a wide bandwidth without
significant phase errors. Nevertheless, the sc 1sor range should carefully be sclected to avoid satu-
ration and still to provide a high <ignal resolution.

Helicopter responscs due to coutrol inputs are primarily rates (not linear accelerations). Thercfore,
the ‘useful’ signal in the rate measurements is still dominant althongh it is also highly deteriorated
by the hclicopter vibration. Together with linear accelerometers, rate gyros have reached a high
quahty and, for the identification, rates certainlv belong to the most accurate and unportant meas-
urernents.

Measurement of rotational accelerations

Rotational accelerations where only measured in the AH-64. Fos the identification they are useful as they
provide more high frequency information for the determination of the moment equations. Figure 5.3.3
first shows the measured roll and pitch accelerations due to a longitudinal control mput. The high
vibration level is obvious. Then, the filtered data (digital filter, 12.5 Hz cut-off frequency) arc plotted
together with data that werc obtaincd by differentiating the measured rates. The agreement is very good
and proves a high consistency although the measurements still show a higher noise level. It cannot yet
finally be answered how helpful measured rotational accelerations can be for the ideatification in com-
parison 1o differentiated signals obtained from accurately measured rates.

Measurement of the control inputs

The influence of data crrors on the identification results aiso depends on the apphed identification tech-
1ique. Least Squares cquation error methods assume that all variables are accurate whereas more complex
output error techniques allow measurement errors on the response variables. All techniques, however,
fully rely on accurately measured control inputs and, at best, can compensate for noise on the measure-
ments. Although it is relatively easy to measure the control positions, there are two main crror sources:
signal resolution and sensor position.

The control inputs for system identification purposcs are usually small to allow « lincarised model for-
mulation, whereas the sensors, e.g. potentiometers, normally measure the full range of the controls. For
the ideniificziion Jaia, il musi be made sure that the range of interest 1s sutficiently resolved.

Control positions are often measured at the pilot controls. When they arc used in the identification the
characteristics of the (mechanical) linkage and of the hydraulic system have cfien to be neglected.
Atternpts to model and identify effecis like backlash, flexibility, hydraulic charactenstics lead to highly
non-linear models and sigrificantly complicate the identification. Therefore, it should be tried to measured
the control inputs as closc to the rotor as possible. In any case, the measurement must be related to the
control input at the blades. When feedback systems are engaged, the sum of both, the pilot inputs and
the control system activity, must be measured unless both inputs are provided separately.

I'or the AH-64, mcasurements of the hydraulic actuator positions at the main rotor (or tail rotor)
swashplate were given. These Jocations have the advaniage of being close to the rotor but still in the
non-rotating system.

For the BO 105, stick deflections, collective lever, and pedal positions were used. Control linkage effecis
were assumed to be negligible and the hydraulic system was supposed to be represented by a time delay
or time constant on the control measutements. Specific measurements have shown that these assumptions
can be justified.

The SA-330 data base gave control positions obtained from three different locations. However, except
from pilot controls (similar to the BQ) 105) the other data were chtained in the rotating system at only
one control rod and one blade root. A transformation into the fixed axis system was not given. For
dynamic tests, it also seemns to be necessary 1o include at least three blade control angles to derive three
contrals in the non-rotating syetem. ‘T'herefore, the inputs measured at the pilot position were used for the
identification.

Signal filterin;

As some measurements of the helicopter motion are very noisy, low-pass filtering is usually applied before
the data are uscd for system identification. It must be taken into account that analogue filters pot only
reduce the high frequency amplitudes but also influence the phase characteristics of the measured signal.
In particular with higher ordzr filters, the phase shifts can already be significant at frequencies far below
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the filter cut-off frequency. Considering that the identification is based on the amplitude and phase
relationship between the individual measurements it is quite obvious that fiiters can strongly deieriorate
identification results and even render them unusable. Therefore, it is absolutely necessary that all meas-
urements are passed through identical filters. This requirement is often neglected 25 it is not so important
for most data evaluation other than system identification. Only when zcro-phase shift filters with a con-
stant gain of 1.0 in the frequency range of interest are applied, it is possible to filter selected measurcments.
Here, digital off-line filters ure applied.

When sensors with integrated (analogue) filters or sensor packages {c.g. inertial systems) are used, it is
cssential to know the built-in signal processing. As an example Figure §.3.4 compares linear acceleration
measurements obtained from an ‘agility’ sensor package and from individual accelerometers. The package
signals do not follow the more dynamic manoeuvre part in the data when the control input is given. A
closer view also showed that therc is a phase lag between the accelcromceter and the package data. It
indicates that some strong damping or filtering was done in the agility package although the data are still
very noisy.

For the identification it was decided 1o use the irJividvally measured linear accelerations.

Signal resolution

For system identification usually only small amplitude control inputs arc applied to keep the helicopter
response so small that linear models can be used. When the amplification or scaling of the data is based
on the maximum helicopter responsc capability, the small amplitudes can probably not be resolved sat-
isfactorily by the data recording system. For the pitch and soll attitude response duc to lateral and col-
lective control inputs Figure 5.3.5 demonstrates that the digitization of the vertical gyto signal could only
resolve about 0.3 degrees per bit. As the tests with controls other than collective (e.g. the shown lateral
control input) produced attitude angles between 20° and 30° the resolution errors probably do not affect
the ideniification results significantly. However, such problems can usually be avoided when signal
amplification is based on the expected maximum amplitudes of the specific tests.

Control input generation

It is widely agreed that for system identification specific contro! inputs should be uscd to properly excite
the aircraft modes. Some of the designed input signals are quite complex so that the cannot be generated
by the pilot but require electronic devices. Only the AH-64 was equipped with a specially designed Gold
Oscillator Box (GOB) unit. it commanded sinusoidal frequency sweeps in two ranges from 0.1 Hz to
3 Hz and 0.3 Hz to 13 Hu. For the BO 105 and the SA-330 only pilot generated inputs were used. (In
the BO 105 a relatively simiple display was installed. It showed the prescribed sigrial and the actual control
position.) The input signals used in the Working Group, doublet, multistep, and Jrequency sweep could
be generated by the pilot without any real difficulties. It proved that system identification does not require
an electronic control input device when rigid body models have to be identified. It is only nceded when
frequencies exceeding the human capability (more than 2 Hz to 5 Hz) are required.

5.3.5 Off-line Data Processing

The off-line data processing for system identification purposes mainly includes:

¢ S @ ¢ @

conversicn to & consistent unit system,
detection and removal of data drop outs,
low-pass fil'ering,

corrections for the centre of gravity, and
the calculation of additional variables.

Theze procedures are standurd for flight testing and thercfore this section will briefly document the off-line data
proccssing conducted within the Working Group and, for completeness, give the applicd equations.

A more detailed data analysis for detecting and comrecting data deficiencies is cousidered as a first essenuial task
in data cvaluation and system identification. It will be described in the chapter 5.4 on Data evaluatior: and
reconstruction.

Unit systere

The measurements needed for syste.n identification were converted to the Iniemational Unit System (S1)
based on 1neter, second, kilogram and radian. Control displaczments were given in percent with 100 per-
cent as full travel.
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Data dron outs

When data drop outs ase restricted to only a few sanples it can be justified to climinate these sampies and
reconstruct a new value by interpolation between the neighbouring data. Of course. this technigue cannot
repraduce the lost data, However, it gives a more realistic value fer the sampie instead of keeping the drop
out data. It is also the only possihility to avoid cven marc data distortion which occurs when the uncor-
rected measurement is filtered. For the data in the Working Group only minor work had to be donc to
eliminate drop-outs.

Digital low-pass filtering

Problems associated with analogue filtering have already been addressed. Analogue filters significantly
influcnce the phase where this effect increases with higher filter order. As identification results are very
sensitive to phase errors it sl.ould be tned to reduce analogue filtering as much as possible. Here, high
sampling rates make it possible 1o usc anti-aliasing filters with a high cut-off frequency. When, in addition,
these filters have almost identical charactenstics their influence in the frequency range of interest is small
and similar. Then, zcero-phase shift digital filtering can be applied] to

a.  ecliminate the unwanted higher frequency eficcts and noise, and
b.  to reduce the sampling rate.

This approach was consequently used for the measurement of the RO 105 data, where almost all ana-
logue filters where removed. Comparisens of the obtained data to previous flight test measurcinents with
strong analogue low-pass filtering clearly showed the data quality improvements.

The efficiency of digital filters has aircady been show in Figure 5.3.2.

Calculation ot speed components at the sensor position

Using the measured airspred, angle of attack and angle of sideslip (V. a. 8) the longitudinal, latesal, and
normal speed components at the sensor position (boom) were calculated by

Uy,=V.cosa-cosf
Vp=V.sing {5.3.5)

wy=V.sina-cos g

Correction for CG Position

In contrast to data obtamed from rate and attitude gyros, the measureinents of linear accelerations and
acrodynamic data are influenced by the distance between the sensor position and the helicopter centre of
gravity (CG). Ideally, these sensors should be installed at the CG. Linear accelernmeter locations can at
least be close to the CG. Air data sensors, however, are usually installed far in front of the aircraft. During
dynamic flight tests the measured signals also contain acceleration or speed components due to the heli-
copter angular motion. Mathematical models as used for system identification always describe the forces
and moments with respect to the CG. There are two different approaches to handle the influence of the
CG Iecation on the measutements:

a.  the measurements are corrected for CG position, or
b.  in the measurement equations the model response is transformed 1o the individual scnsor Jocation.

In the Working Group the first approach was chosen.
With the scnsor locations in

x-direction (positive forward): X
y-direction (positive to the right): Yo
7-direction (positive downward): Z

the speed components at the CG {ug,. Veg. we,) are obtained as
Ug=Uy=2Zm - q+¥y !

Veg=Vo=Xm T+ 2y P

Weg=Wp—¥m P t+x,-q
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For the currections of the lincar acceluration measurements the rotational accelerations (B, 4, r) are
necded. When no measureinents are available, differentiated rates are used. Then, the lincar accelerations
at the CG (8,0, 3yeq. Zpco) ATT:

axcg=ax—zmd+ymr'~(ymp»—xmq)q+(xmr—2mp)r

8ycg 2a, - J(m’:“f'zmp"' (7o q — ¥m Nr+mP~Xndp . (5.3.7)

Beg =8~V B+ Xl — (5t = 20 PYP+ 20 @~V N @

For the helicopters studied by the Working Group, the lincar accelerometers were located close to the
CG. The All-64, however, was equipped with a sccond accelerometer package installed at the pilot scat
position with a distance of about 1.50 meters from the CG. T demonstrate the influence of the (stil
relatively small) off-CG location, Figare 5.3.6 shows for a tail rotor input

a. the uncorrected and the CG corrected longitudinal accelerations obtained froin the pilot seat sensor,

b.  the uncorrected and the CG corrected lateral accelerations obtained from the pilot seat sensor,

¢. the CG cormrected lateral acecleration obtained from the piiot scat sensor and the lateral acceleration
obtained from the CG aceelerometer package.

Considering that the helicopter response to a pedal input is primarily a yaw motion, it mikes sense that
the longitudinal acceleration is not muck influenced by the CG distance. “The lateral aceeleration however
clearly shows differences. ‘The improvement obtained from the signal correctinn becomes cvident i the
last part of the figure where the sinals obtained from the different sensors are in good agreement.

5.3.6 Summary

As far as the availability of sneasuremerits is concerned it is seen that the inshamentation systems of the three
helicopters provide more signals than wsually needed for systern identification 'The flight tests have also shawn
that no specific instrumentation, like clectronic control input boxes, is reqaired. Vo generate reliable and uscful
data scems to be more 1 task of properly defined measurement ranges, carcful data provessing, and of course
the flight testing itself. In conclusion some main guideiines can be given:

1.

Control inputs can be generated by the pilot. Some training and if possible a display type device are
helpful. Electronically generated inputs with a direct link to the control are not necessary unless high
frequencies are needed,

if possible, the sensors should have a measuring range that is suitable for the expected signal ansplitudes,

If analogue filtering of signals is applied it is important that all signals used for the identification arc filtered
and the filters have identical characteristics,

The signal digitization range should be defined by the maximum signal amplitudes in the tests to obtain
a good signal resolution,

Standard data processing steps, like removal of drop outs, digital-low pass Rltering, CG correction, ete.,
are applicable and adcquate.
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5.4 Data Evaluaticn and Reconstruction!?) :

5.4.1 Introduction ‘

The quality of the measurement data determines the quality of the parameter identification rcsults. Therefore
it is of the utmost importance 10 ensure the datx quality before any attempt at identification is made. In prin-
ciple the best time to perform dala quality checks is in dedicated tests before or during the actval flight tests:
in the instrumentation laboratory, on the flight line and during instrumentation check-out flights. Accurate
determination of each individual emor effect can also be done best in a dedicated test. These tests ate ideally
performed with a computer in the aircrafl to reduce the loss of time and the cost of flight tests with inaccurate

micasurements. 1

‘The evaluation of the data quality from cristing flight test data, as was the case for the Working CGroup, is
generally much more difficult. But it is still very important to do this evaluation for the following reasons:

1. A particular measurcment channel may deteriorate or fail during the course of a flight test program.

2. A specific error effect may only be present during actual flight tests, such as static pressure distortions in
dynaric flight conditions. These effects can only be determined from the flight tests.

Yor the members of the Working Group there were two extra reasons to spend a considerable amount of time
on the data quality. The first reason is that the data recordings were made by another institute. Within onc
institute, one is familiar with the verification procedures in use by the instrumentation department an one
knows how far they can be zelied on and when caution is nceded.

Al o B, o

e

A more important reason is the fact that the evaluation of the data quality also gives a good feel for the data
content. It gives a first indication of the actual accusacy of the measerements and it can clear up misunder-
standings in the deinition of measured vanabics (e.g. sign conventions).

Apart from complete failure, which is often (but not always) easy 10 spot there are a number of crrors that can
occur:

I Sensing: the transducer may not sense the desired quantity directly, for example a static pressure may be
distorted by the flow around the aircraft.

2 Transducer: change in bias, sensitivity, range. Change in sensitive axis {misalignment), hysteresis, output
noise, spikes.

3. Deta acquisition system: changes in offser, gain and range in the analog components, suck; as amplifiers, :
pre-sample filters and AD converters. Change in filter characteristics of the me-sample filters. Bit errors 5
in the rec »rding chain (diopouts). Time shifts ard other phase errors.

Because of the large number of possible error sow 1, an intimate knowledge with the characteristics of the
instrumentation system is absolutely necessary for successful correction of data erors.

5.4.2 Techniques : .

5.4.2.1 Data ingpection

Visual inspection of dataplots is an unportant first step in the evaluation of data quality. The measurements
can ke scrutinized for obvious crrors such as wrong signs, excessive measuremsent noise. data Jropouts, spikes
and missing (or even switched) data channcls. H

in addition, frequency domain techniques can be very useful for data quality evaluation. Examples ave:

1. Time shift of a signa! can be determined by examining the slope of the ph:se response with respect to a
reference. This method is very sensitive, but it is most useful in ground checks, because it may be difficult
1o {ind a suitable reference measurement in flight. Time domain modelling can alsa be used to determine
time shift.

19)  Principal Author: J. 11. Breeman, NLR
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2. Initia} checks of compatibility between varjables may be quickly performed in the frequency domain. For
instance it can be verified that ¢/© has a 1/w frequency response charactenstic. Sign errors 2re also casily
detected by inspecting the phase response.

3. The coherence function can be usd to ensure that both input and output signals have low noise contents
and are weil correlated with each other.

4. Noise spectrurn can give an indication of the correct functioning of a transducer (channel). Excessive noise
(perhaps in part of the frequency spectrum) cun give an indication of malfunction in scnsing, transducer
or data acquisition. For example discrete frequencices in a gyroscope signal could indicate a bearing failure,
noise spikes could be a vibration problem or a faulty wiring or connectors.

The noise analysis also gives vital information for the design of data processing filters, which remove the
measurement noise and allow the sampling rate to be reduced.

‘This may also be a good place to warmn for the effect of pre-sample filtering. If a failing transducer has high-
frequency noise or sudden steps in its output, the pre-sample filters will transforma the signals in smooth signals,
thus masking the problem. In normal operation pre-sample filters are essential to prevent aliasing errors, but
it may be 4 good idea to record the unfiltered signals as an instrumentation test. Another important point is
the negative effect of phase errors in the analogue filters on the parameter identificution. Some authors cven
recommend dispensing with anti-atiasing filters altogether.

If the recording technigues permit it, it is therefore recommended to use the highest possible sampling rates
(and pre-sample filter bandwidths) and to reduce the sample rate in the analysis by digital filtering in the ground
processing. This has the added advantage of allewing a more considered choice of samnpling rate in the data
aralysis.

54.2.2 Compatibility checking
$4.2.2.1 Introduction

Any redundancy in the measured variables can be exploitcd (o verily i daia yuabiiy. T1 :re are a jarge number
of techniques in use for the purpose of data quality evaiuation. 1a fact everyons has his »wn private tricks.

The measurement of a single variable by two different transducers is a simple example:

1. 1f the transducers are of the same type, the outputs of the two measurement channels can be compared
to find discrepancies in sensing, transducer or data acquisition.

2. If the two transducers are of a different 1ype, the characteristic enors will be different. This difference can
be used to determine if one of the signals is wrong.

3. Even if one transducer is much better than the other, a comparison is still very useful, if only to show that
the “etter” transducer has failed completely.

In practics it is rare that two redundant transducers are used, but it is not uncominon to have a standard aircraft
instrument as well as a flight test instrumentation sensor. In this case it is strongly recommended to record the
aircrafl instrument output as well. The disadvantage is not so much the extra data channel to be wised in the
aircraft, but rather the extra effort needed to calibrate and evaluate the aircraft instrument, which is necessary
to allow its use for data quality checks.

Redundant information can also be used in 4 complementary filter approach, ¢.g. rate gyro data is used for the
low {requency range and angular accelerometer data is used for the higher frequency range (this is just a special
case of the state estirnation techniques described below). It is very important that undesirable error character-
istics, such as hysteresis, nonlineantics or spurnious responses, do not destroy the quality of the resuit. In the
example given, rate accelerometers tend 1o have these undesirabie error characteristics.

5.4.2.2.2 Kinematic compatibility checking

A special case of compatibility checking is Kinematic Compatibility checking. Here the kinematic relationships
that exist between the differcnt measured variables are used. The procedure can be applied in many forms: fram
the simple companson between two signals to the complste 6 DoF flight path reconstruction. The procedure
is also cajled Kinemalic Consistency Checking or Flight Path Reconstruction. The chosen name reflects
whether the procedure is scen as an indeperident check or as an integral part of the processing. Descriptions
can be found in (Gerlach, 1970, [5.4.1]) and (Wingrove, 1972, [5.4.2]). Klein et al. (1977, [5.4.3]}. scem to
have introduced the term compatibility checking.

i
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Table 5.4.1 shows the 6 Dol* kineraatic equations. Linearizing these equations leads to the basic error model
a8 skown in Figure 5.4.1. The errors in the velocity components 1, v, w, the attitude angles @, 9, W anl the
posivion in carth axes arc the components of the state. The errors in thc inertial measurements
4, 8, a4, p, q, r ac treated as inputs to tke state equation. In addition, the wind speed components w,,
Yy and wyy are inciuded as inputs to the model. The idea is that the errors in the input signals drive the errcrs
n the state.

In principle any measurement which depends on the state vector can appear in the observation equation, for
example air speed or doppler velocity, pressure or radio altitude, angle of attack or angle of sideslip, Jutirude
and longitude from Inertial Navigation Systems, VOR/IDME or the Global Positioning System. The error in
the measurements, whethee in the input or in the observation vector, can be modelled as bias, scale factor, time
shift and white, gaussian random noise. If the random ncise is not white and gaussian it may be necessaiy to
e~tend the state with a model of the noise characteristics.

With modern inertial sensors the measurement errors are very small. As a consequence the variations in the
wind components during a recording become the dominrant error source. This makes it possible as well as
desirable 10 estimate these wind variations. The estimation of the absolute wind components requires the
presence of absolute position or velocity references of reasonable accuracy, e.g. from an Incrtial Navigation
System, Global Positioning Sysiem or radio beacons. However, it should be noted that ir gencral only the
variatious in the wind speed components are of interest for flight mechanics, because constant wind compo-
nents only affect the error in the absolute velocitics in carth-fixed coordinates. This means that absolute posi-
tion refecences arc not strictly required, although they can be of great use.

One simple way of modelling the wind variations that works very well in practice describes the wind variation
as a linear trend in time and/or as proportional to altitude. A more sophisticated description is a colored
gaussian noise model, e.g. integrators driven by white no;se.

An interesting variation in the problem formulation is presented in a block diagram form in Figure 5.4.2. Here,
the position in earth axes X;, v, and Z;, the Euler angles ©, © and ¥ and (optionally) the wind velocities in
ea.r;h c;mrdinatcs Ung: Viwg: and wyg at the right hand of the figure can be treated as measureme: ts or estimates
OF Goth,

‘The estimation of wind components is an example of the use of estimation procedures to reconstruct an
unmeasured state component. Another practical example is the estimation of the angle of attack in the case that
ne direct measurement is available or the dircct measurement is unusable. See section 5.4.3 for further discus-
sion on how the reconstructed statz should be used.

It is in general not possible to identify this large number of error components. If too many error compoenents
are included the standard deviations of the estimates and the corrclation cocfficients increase rapidly. The degree
of correlation is also dependent on the type of and shape of the manoeuvre, so it is feasible to perform specially
designed mangeuvres for the purpose of identifying the ertor components, but these manoeuvies will not nec-
essarily be optimal for parameter identification. It may be more fruitful to comnbine several different manocu-
vres in a multi-manceuvre analysis and then estimate ar ertror model which is valid for all the recordings {see
section 5.4.3).

A simple example is the comparison of a rate gyroscope and an attitude gyroscope. The rate signal is integrated
and compared with the altitude signal. Error models for each of the two types of gyroscapes can be defined,
e.g. bias and fime shift for the rate gyroscope and linear drift and time shift for the attitude gyroscope. The
difference signal can then be attributed to various errors sources and the parameters of the error model can be
eslimated using parameter identification.

Even this siinplc example already points out a common problem, e.g. the bias of the rate gyroscope has exactly
the same cffect as the linear drift of the attitude gyroscope and the same is true for the time shifts. This means
that the errors in the different measurements must have different chasacteristics in order to be useful for com-
patibility checking. If it couid be assumed that the attitude gyroscope has negligible drift and the rate gyroscope
has a negligible (or perhaps known) time shift, then rats gyro bias and the time shift of the attitude gyro can
be put in the esror model and values for these parameters can be found. But in general thesc assumptions are
difficult to make and nced the advice of the instrumentation department.

The bias in the rate gyro will always have the same effect, a linear increase of the error with time. But a scale
factor error, e.g. in the attitude measurement, will only be noticeable if larger excursions are present. Even in
the case of large excursions, the cstunate of bias any scale factor may be highly corvelated, e g. when the attitude
angle also increases lincarly with tigac. This demonstrates the dependence of identifiability on the manocuvre
shape.
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In the more complicated cases all these problems are also present at the same time and are even more difficult
1o detect. For example, in manoeuvres that do not deviate too much from level flight the following simnplified
equation is valid:

w=qu+a,

This shows that the effect of a bias in the normal acceleration a, is equivalent to the effect of a bias in the pitch
rate signal §. In the cstimation procedure this will show up as a high correlation betwecen the estimates of the
two ertor parameters.

5.4.2.2.3 Solution techniques

The formulated problem can be solved by a number of different methods. For more detailed descriptions sec
(Maine et al., 1985, [5.4.4]) or (Moulder et al., 1979, [5.4.5]). In principle no one methaod is theoretically
superior. because all estimators can be shown to be Maximum Likelihood estimators for a specific choice of
error model. In other words the assumed error mode! determines which solution method applies. The tech-
niques used by the Working Group are:

1. Weighted Least-Squares (WLS)

This method solves the case where the random erior is in the inpuls (so-called state noise). It is a very
simple and efficient procedure.

2. Extended Kalman Filter/Swoother (EKSF)

A standard Kalman filter estimates the state of a linear system with an error model which allows noise in
the inputs (state noise) as well noise in the observations. The Kalman algenithm is a recursive formula,
which proceeds sequentially (filters) through the data. For a fixed time intetval a substantial improvement
in accuracy can be obtained by adding a smoothing step 1n the reverse time direction.

Noniinear state equations arc handled by linearizing around a nominal trajectory (usually the current best
estimate of the state is used) and bias and scale factors can be estimated by including them as undriven
states with unknown initial condition (Jonkers, 1976, [5.4.6]). The EKSF is more cxpensive than the
WILS method, but much cheaper than the OE or FE methods discussed below. Because of the recursive
formulation the computer memory requirements are also modest. The disadvantage is that is is not casy
to include other erroi components into the error model.

3. Output Error (0F)

This method applies in the case where all eirors are in the observations, i.e. there is no state noise. In
principle the method compares a simulation of the actual system with the measurements, while integrating
the sensitivities, which describe the influence of the model parameters on the state. After one simulation
run, a Gauss-Newton optimization is used to find new estimates of the model parameters. In practice this
process has 10 be repeated for several iterations, which makes this method expensive in computer iime.
In addition the semsitivity matrix can be of large dimension, which adds to the computer memory
requirements. The advantage of the OE method is that it is very easy to incorporatc parameters in the
error modcl. The incorporation of nonlinear rrodels in the OF method can be handled by deriving the
sensitivity equations analytically by hand, but this makes it difficult to change the error models quickly.
Numerical calcalation of the sensitivities is a beiter solution here and resulis in very flexible programs.

4. Filter Error (FE)

‘This method solves the most general problem formulation, i.c. with state noise and obse vation noise. In
principle it is a combination of 2 Kalman Filter in an Output Error parameter identification iteration.
‘The FE method is the most expensive in computer time snd the most coraplex ta use and. thercfore, is
scldom used.

Of course it is not always possible or even necessary to use the complete error model. Omitting error compo-
nents or observations which ase not important can reduce the problem formulation considerably, but the same
solution techniques apply. For example it can be assumed that the air data measurements do not give enough
infermation on the estimation of the atiitude errors. This allows the separate estimation of attitude and velocity
equations.
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5.4.3 Usc of Ervor Corrections

After all error corrections have been determined as far as possible, the question remains what to do with this
information. Therc are two extreme philosophies:

1. The identified error components are put in an error model, which is added to the aerodynamic model.
The parameter ideatification procedure is then performed on the combined model, using the ofig. u
measurcd variables as observations. The determined values of the errors components are sometimes used
as initial conditiona.

2. All error cormrections are applied to the measured variables and the parameter identification procedure is
performed on tke corrected variables.

"T'he first procedure has the advantage that the paramcter identification results arc a true Maximum 1 ikelihood
estimate of the corplete problem, in other words the solution is theoretically optimal. In the second procedure
the parameter identification is much simpler due to the smaller model. In fact if all measurement errors are
corrected (and the complete state can be reconstructed), the Maximum Likehhood estimator reduces to
Equation Error.

In practice a compromisc between the two approaches is always made: for some error components it cannot
be expected that better values can be found by including these in the parameter identification model and the
corrected instead of the original measurements are used. For other emor components it can be expected that
the comnbined parameter identification will yield the best values. It is not possible 10 give a clearcut recom-
mendation which error component should be included and which one not and the actual choice will have to
depend on the judgement of the analyst.

Finally the instrumemtation department should always be asked 1o verify the estimated instrument errors. it
may turn out that an error which is successfully modelled in one way, should be attributed 10 another causc
which has the same cffect (for an example see below).

Whea a large number of manoeuvres are conducted in a particular flight condition, the error model identified
for cach of the manoeuvres should be the same. This makes goud phiysical soise since the calibration of the
instrumentation will change very little during one particular flight. Failure of a sensor or other instrumentation
components during the flight would, of course, be an exception.

The same logic suggests that when a sufficient number of events exist, mean velues of the biases and scale
factors should be used as corrections for the whole flight. Simple statistical analysis can be performed to
establish i the sample is large enough so that statistically significant values can be determined. If only some
of the estimated error ccimnponents are significant, it may be necessary to reducc the size of the ertor model until
only sigmficant pararneters remain.

5.4.4 Data Compatibility Tools in Use 2t the Institutes
I.  Aecronautical Research Laboratory (ARL)

Compatibility checking of helicopter flight data at ARL is based on the full nonlinear 6 Dol* kinematic
equations, supplemented if necessary by the three equations describing the aircraft position in carth azes.
The accelerometer and gyro measurements are regarded as inputs and are assumed to bc subject to sys-
tematic bias and scale factor errors. For more details see (Evans, 1985, [5.4.7)) and (Feik, 1984, [5.4.8)).

Two solution methods are in use. The first method is a Maximum Likelhood estimator (ML), which is
a very flexible programn that easily allows different combinations of observed outputs, alternative problem
formulations and error models. The sensitivity matrix is calculated numerically, which makes the esti-
mation of parameters in general non-linear systems possible, including systems with discontinuities and
tine shifts (Rlackwell, 1988. [5.4.9]). The second method is an Extended Kalman Filter (EKY) which
models random erors in the inertial instruments, but allows a morc restricted set of outputs.

2. Aeroflightdynamics Directorate (AFDD)

The AFDD unses the program Smoothing for Aircraft Kinematics {SMACK) for consistency analysis
(Bach, 1985, [5.4.10]; [5.4.11]). This program solves the full nonlinear, six-degree of freedom aircraft
kinematic equations and cstimates time-varying winds, states and measurerents. In the process meas-
urement biases and scale factors are identified. The program is based on a zero-phase-shift backward
information filter and forward smoother algorithm which produces a zero phase shifted output estimates
with a cutofl frequency which is one tenth of the sample rate. The solution is iterative, providing
improved state and measurement estirnates wntil 2 minimum squared-crror is achieve !,
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A 3-DOF angular check is conducted first. Then, the angular error parameters and their covariances are
uscd as start up values in an overall 6-DOF check. The error model is then refined by iteration until only
statistically significant biases and scale factors remain {Kalctka ct al., 1989, [5.4.12]).

Deutsche Forschungsanstalt fir Luft- und Raumfahrt (DLR)

DLR uses a Maximum Likelihood program tor the purpose of flight path reconstruction. The fuli non-
lincar six-degrees of freedom kinematic equations are used. The sensitivity matrix is also calculated
numerically, see (Jategaonkar ct al., 1983, [5.4.13]).

Georgia Institute of Technology
‘The integrated rate signais were compared with the attitude angles.
McDonnell Douglas Helicopter Corporation (MDHC)

‘The biases and scalc factors of the angular azcelerations were determined using a Least-Squares procedure,
which minimized the difference between the integrated angular accelerations and the body rates. A Kal-
man filter/simoother was also applied to ensure data consistency, to reduce the effect of measurement noise
on the state #stimates and to estimate unmeasured states.

Nationaal Lucht- en Ruimtevaariiaboratorium (NLR)

In the past the standard identification procedure at NLLR used an extended Kalman filterjsmoother to
reconstruct the complete state of the aircraft based on an optimal zombination of inertia! and air data
measurements. The accelerometer and gvro errors were modelled as state noise, the bias in these instru-
ments were nodelled as extra states, and pressure altitude, aurspeed and sideslip angle errors were modelled
as abservation noise (Breeman, 1978, [5.4.14)).

In recent years NLR emplays highly accurate inertial sysiems for all its flight tests. “Thercfore the current
state estirnation program is based on a model that includes complex variations in the wind components
and errors in the air data sensors, but no errors at all in the inertial sensors. In the parameter identification
step the smoothed time histories arc used in a linear regression program. Because the helicopter date
provided did not include cither of the above combinations of measurements, NILR used its output crror
program for compatibility checking. This prograrz uses nonlinear kinematic equations and allows esti-
mating biases in accelerometers and gyros.

University of Glasgow
No tools were reported.
NAE/University of Torento

The compatibility check uses the full set of kinematic cquations of inotion. As a first step a least-square
fit procedure is used to determine gyro and attitude offsets and then the reconsiructed attitudes and rates
are used (o determinie accelerometer and velocity biases. The reconstructed state is normally used in the
following parameter identification.

Royal Aerospace Estabiishment (RAE)

Data compatibility checking i. a standard procedure at RAE, where it is a part of the Parameter 13sti-
mation Package (PEP). In the preliminary data interpretation phase the KINECON program perdforins
this task. The aim is to find likely calibration erors, such as bias crrors. Bias estimates can be derived
using a weighted Least Squares outpui-error algorithm.

In a later stage of the processing filtered or smoothed estimates from the measurements and recon-
siructions of unmcasured states are computed using an extended Kalman filter algorithm. The program
DEKFIS (Discrete Extended Kalman I'ilter/Smoother) typically uses measurements from rate and atti-
tude gyros, ac.elerometers and airspeed probe and incidence vanes and has the option to revise calibration
factors.

CERT

Tior flight path reconstruction CERTT applies the same Qutput Error program as used for identification.
The full 6 DoF nonlincar kinematic equations are used and the locations of the sensors are taken into
account. Nonlinear kincmatic terms arc dealt with in the calculation of the sensitivities. Inertial sensors
are treated as inputs and air data and attitude angles are the observaiions. Bias and scaje factor of all
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measurcinents are included in the error model, but time delays are estitnated manually after the first ;
identification results. : i

545 Conclusions i

It can be concluded that data quality evaluation is a neccssary step in the process leading to parameter iden- .
tification. "t he final test of the validity of tnstrumentation crror models is of course in the results of the :
parameter identification.
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Kinematic Equations

U=—qg-w+r.-v4(a, —g-sin®)
V=—r.-u+p-w+(a, +g-cos®.sin ®)
W=-p.viqg-u+(a,+g.cos®.cosd)
D=pi(g-sind®+r-cosP).tan @
O=(g.cos® ~r.sind)

¥ =(q-sin® +r.cos d)/ cos @

xg=u.cos@.cosV+v.(-cos®.sin¥ +sindP.sin®@.cos't)
+w.(sin®.sin¥ +cos®.sin@.cos V) + uy

Yo=u.cosO.sin¥+v.(cos@®.cas'V +sin®.sin@.sin'Y)

+w.(—sin®.cos¥ +cosP.sin®.sin¥) + v,
h=u.sin®—v.sin®.cos®—w.cosP.cos@ — w,
Inputs

Ay ayv a,p.q, r

Error Model for inputs

a,=(10+4,).a

Xtrue

+ bax + Ry — Ty 8

etc.

Qutputs
O, 60 V.hx,y,
Error Model for Outputs
‘Dou':(1.0+/{@)~¢+ b° ‘}'nw— T¢-d)

etc.

Table 5.4.1. Six-degree-of-freedom kinematic equations for compatibility checking
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Figure 5.4.1. The linesrized error meodel for state estimation
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5.5 Idcntification Techniques'')

5.5.1 Introduction

‘This section presents an overview of rotoreraft system identification techniques used by WG 18, More thor-
ough coverage of the genceral system identification field, including extensive treatment of the theoretical hasis
of the various techniquecs, is found in a number of excellent textbooks (Ljung, 1987, [$.3.1]; Soderstrom et al.,
1989, [5.5.2), Bendat et al., 1986, [5.5.3]) and reference publications (Maine et al., 1986, [5.5.4]; Klein, 1980,
[5.5.5]; Tischler, 1987, [5.5.6]).

‘This scction first considers the sclection of model structure. FHere, special emphasis is given to ensuring that the
model structure is appropriate to the intended model application. For example, sitaple decoupled first-order
models that characterize the helicopter dynamics over a limited frequency range mav be suitable for han-
dling-qualities applications, while coupled 6-DoF models suitable for a broader range are needed for piloted
simulation. At the other cnd of the complexity specirum are models necded for use in advanced high-
bandwidth rotorcraft flight control system design that must consider the coupled fusclage/rotor/ainpass
dynamics. Both non-parametric model structures (frcquency-responses) and parametric model structures
(transfer functions and state-space equations) are considered iu this section.

The next step in the identification problem definition is the formulation of the criterion or “cost” function. The
simplest formulation, referred to as “equation-crror” is valid when the measurement noise is small relative to
process noise. This assumption, while often not suitable for the high measurement noise environment of the
rotorcraft, has the advantage of resulting in a cost function that is linear in the unknown parameters. This leads
to the simple and rapidly-implemented least-squares (step-wise) regression techniques for identification. A more
complex formulation, referred tc as "output-error” is valid when process noise is small relative to measurement
noisc - a better assumption for rotoreraft data. Qutput-crror techniques are more mathernatically complex than
equation-errer techinigucs, and also 1equihi¢ mose sophisticated nonhinear scarch algorithms to determine the
unknown parameters. Qutput-error techniques were extensively used by WG 18. A third appoach to the cost
function formulation is based on the use of frequency-responses. This approach requires much more preproc-
cssing of the flight data, but has the advantage of being valid in the presence of both measurement and process
noise. Also, the frequency-response formulation allows for the consideration of the differing frequency content
of the state variables.

Once the modei structure and cost function have been defined, the mode! ix identified {roin the input/output
time-history data using cither time-domain or frequency-domain methods. Iiach method contains at its coic a
sophisticated search method to find the sct of pacameter values that provides the best fit according to the
adopted cost function. Again, the choice of methods depends on the application, the formulation of the cost
function (frequency-response methods are completed in the frequency-domain), the famniliarity of the analyst
with the methods, and finally the availability of computational tools. For example, the extraction of nonlincar
models or identification from flight data with distinctiy non-symmetric wave forms is best completed in the
time-domain. On the other hand, when the madel structure includes widely separated dynamic modes (such
as low-frequency rigid body dynamics and high frequency rotor dynamics) or when highly unstable modes are
presents, the identification in the frequency-domain has some distinct advantages. Both time-domain and fre-
quency-domain methods were extensively used by WG 18.

The final step in system identification is rcferred to as “model verification.” Here the cxtracted model is driven
with flight data not used in the identification process to ensure the correctness of the identification procedure,
and the utility of the model in predicting control responses rather than simply matching them. Model verifi-
cation is completed in the time-domain in the WG 18 study, although frequency-domain verification tech-
niques techniques have also been used (Kaletka et al., 1989, [5.5.7)).

5.5.2 Model Structure

5.5.2.1 General

Selection of made! structure iz a critical siep in system identification, which will greatly affect both the degree
of difficuity in extracting the unknown parameters, and the utility of the identificd model in its intended
application. For exsmple, while 2 1-DoF roll responze model containing 3 unknown paameters (gain, roll
mode, time delay) is fairly casy to obtain and is often quite sufficicnt 1o evaluate on-axis handling-qualities, it

V1) Principal Authors: J. 1. de Leeuw, Mark B. Tischler
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i3 obviously unsuitable for investigations of cross-coupling cffects. On the other hand, a flight contro) design
model that considers coupled fuselags/rotor/airmass dynamics may contain ncarly 100 parameters and will
require rotor state measurcments and significant computational capability. The simplest model structure that
serves the intended application is the best choice.

Model structures can be broadly divided into two groups: nonparamctric and parametric. A nonparametric
model is one in which no odel order or form of the differential equations-of-motion arc assumed. Genaerally,
nonparametric models arc cxpressed as frequency-responses between key input/output variable pairs (cg.
pitch-rate response to longitudinal stick), that are calculated using Fast Fourier I'ransform techniques. Non-
paramctric medels are presented in Bode plot format of 1.0g-magnitude and phase of the input-to-output ratio
versus frequency. Typical applications of nonparametric identification results are handling-qualitics analyses
bascd on bandwidth and phasc delay and simulation model validation. Non-parametric identification is 4 rel-
atively fast and casy process, and has even been implemented in real time for control system performance val-
wdation on the X-29 (Chapter 8).

A parametric model requires the assurnption of both systemn order and the structure of the system’s dynamical
equations. ‘The simplest parametric model structure is a transfer-function, which is a (lumped) pole-zero rep-
resentation of the input-to-output process. These models have relatively few unknown parameters On the
other end of the scale is a full 6-1DoF (or higher) set of coupled linear differ=ntial multi-input/multi-output
(MIMO) state-space equations, derived from Newton's Laws applied to the helicopter system. Such a rotor-
craft model may contain as many as 50-100 unknown paramcters - a formidable identification problem.
Common applications of parametric models include control system design, wind-tunnel validation, and math
model derivation and validation. Key aspects of model structure selection for transfei-function and MIMO
state-space model fonaulation are discussed in the following paragraphs.

of the nonparametric frequency responses. Specific aspects of the model structire that mst be considered are:

Selection of input/cutput variable pairs,

Frequency-range of model applicability,

Physically meaningful order of the numerator and denominator polynomials,
Inclusion of equivalert time delay, and

Fixing, freeing, or constraining coefficients in the fitting process.

In mider to illustrale some of these aspects, consider the selection of transfer function model structure for
handling-quulities analyses. Such analyses are gencrally concerned with lumped low-order (equivalent systems)
charactenzations of on-axis input-to-output responses in terms of gain, natural frequen.y, Jamping ratio, and
tine delay that are representative of the Lelicopter’s response in the pilot's "crossever frequency range” (cg.
0.1-10 rad/s). Results for the AH1-64 show that the short-term pitch dynamics me very well characterized by
such a simple madel. However, transfer-function models for high-bandwidth flight control system design nced
to be of fairly high order (8th order for the BO 105) to adequately predict achicvable gain lcvels as shown in
section 8.3.

MIMO Stare-Space Model Structure Selection The MIMO) state-space model structure problan is much more
complicated than the transfer-function model problem. The analyst must make 2 host of apriori decisions that
will prefoundly affect the difficulty in extracting parameters, and the validity of the extracted parameters. As
in bransfer function model structure sclection, the overall goal is 1o sclect a model structure that is consistent
with the frequency range of mterest. Some of the many important aspects of state-space model structure for-
mulation for rotorcrafi are:

Degree of coupling between the longitudinal and lateral/directional motions

Qrder of model necded to characterize the frequency range of interest

Identifiability of the paramcters as a function of the available measurcments

What parameters are known and should be fixed? (cg. gearing, gravity, filter dynamics)

Physical constraints between the parameters (eg. common actuators, acrodyaaic symmelne, gcometry).

Since mwoeat of the WG 18 effort involved identification of 6-Doli MIMQ) state-space madcels, this mode!
structure is presented in detail below
5.5.2.2 6.1)oF State-Spzace Mode! Structuse Used in WG 18

In the study undertaken by WG 18 ihe arca of application was chosen to be that of helicepter {1y ing qualities,
1.c., the dynamic perfformance of the helicopier in response to its flight controls and as evidenced by the tradi-
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tional flight mechanical variables. As a conseguence, the basic dynamic equatinns selected for the aircraft model '
are the usual equations of flight mechanics as given in cquations (5.5.1) through (5.5.4).

force equattons N
mda +m(Qw-rv) = -mg sin@®
mv +m(ru—pw) =Y 4+mg-0osQ sin® (5.5.1)

mw +mpv-qu) =2 +4immgcos® cosP

Momen! equatlons

LB =l o+ —i)ar ~l,pq =L

- 2 2
I d +U,~1l)ip Hh@l=) =M (55.2)
Lt —Iubp +(,—1dPq +h,qr =N

Ktnematic equattons for Euler rates

& = p +sin®tan® q +cosPtanB s

o - cosPgq —-sin® r (55.3)
_ sin @ + cos @
- cos @ cos ©

Assumpt lons

by =0
b = 0 {5.5.4)
Gyroscopic reactions due o rolaling elements of the helicopter neglected

These equations are non-lincar in structure because of the gravitational and rotation related terms in the force
equations and the appearance of products of angu'ar rates in the moment equatiors. ‘The model also has to
adopt expressions for the aerodynamic fotces X, Y, and Z and moments L, M, and N that are central in the
equations.

In this regard a judgement has to be made which state variables are significant for the particular application
For conventional, fixed-wing aircraft 6 degrees-of-frcedom models involving only the rigid body siates .
. u, v. w. p, g and r, and even the simpler longitudinel or lateral subsystems, have “een remarkably successful.
; For dynamically morc complex aircraft, and this certainly includes helicoptess, additional states and auxihiary i
dynamic equations may be roquised 10 provids a satisiactory representation. In the case of the helicopter, the ] .
dynamics of the main rotor represents such a complication, introducing the poteniia) need of adding state i
variables associated with blade flapping, flexible blade mode, airmass motion or combinations of these.
Another source of complexity is that the rotor drive is governed to maintain constant rotational speed by a
control system which may add states and equations to the model.

g e

Fortunately, i. many current helicopters, the eigenvaiues associated with these additional states are sufficiently
higher than those of the rigid body modes, such that by constraining the fight control inputs to relatively
gradual excitations, the rotor modes approximately are not excited and a model bascd on the rigid body states
can still give useful results. 1t should be pointed out, however, that especially in the highly manoeuvreable
modern helicopter, this approximation to the model structure is likely to be marginal.

w
..

The mode! that has been adopted as the basis for the WG 18 study is the fully coupled, 6 degrees-of-freedom
nigid body systein of equations given in (5.5.1) through (5.5.4).

A sunplitied set of equations results under the assumiption that products of angular rates are small and caa be
neglected in the moment &, ations.
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Furthermore, by dividing the force cquations by the mass and inultiplying the simplified moment equations
by the inverse incrtia matnx, torces and moments are prescated as “specific” quaatities (cquations (5.5.5)
through (5.5.7)). This substitution, however, implics

e that for calculating the full values of the acrodynamic paramceters the knowledye of these mass and ineatia
properties of the aircraft is required and
¢ that these propertics are constants.

Sgecific forces
= X/m

= Y/m (5.5.5)
= Z/m

Ny <)

Spectfic moents

/TN 4
I - Iy 0 =l L
M = o/ 0 M (556)
\ N ~hy 0 4 N/
-~ LU+ N
L= A1
IxIZ le
M= M (557)
[}
Y
N o= _/1_xL+/,;N
Lty =1y

ihis gives the foliowing sets of squations for the accelerations (5.5.8) and {5.5.9), in which the mass and the
momentz of :ncrtia no longer appear explicitly.

Equattons for llnear accelerations

0 =X —-g sin@ —qw  +rv
v Y +gcosOsind —~ru +pw (5.5.8)
W =27 4+0cos0 cos® —pv +qu

Equattons for angular accelerations

pow L
G s M (5.5.9)
i = N

The linear form thet is assumed for the specific acrodynamic forees 20d moments is given in (5.5.10) and
(2"?‘:1.1!::1.’,'1'{;'1 ’,.'
53?“.‘“’?!;."'? the speciftc gerodnamic forces

e Lok
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az
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with
ax X, X, Xe bu X, Xq X, ap
AY Y,y Ve av )+ [ v, g Y aqg
¥ z, z, 2, Aw 2,2, 2, ar

Xélon Xéla( X&ped xdcol Ad
iat

Ydlnn Y&lal YJped y6<:ul Ad
zdlon ZJlat zépod zécol ped
AdCOI

Db (5.5.11)
+ (

tquattons for the speclfic ceroiynamic moments

¢ Ly ac
MY = M |+ am (5.5.12)
N N, aN
with
AL L, L L, Au L L L op
aM | = M, M, M, av |+ | MMM, bDg
AN N, N, N, aw N, Ny N, or
S, (5.5.13)
/Lé:on Ldlal Ldpeﬂ me! AJD
Iat
+ MAlon MJIa( M6ped MJCOI *
85y
Nélon Nsiat NJpea NJOOI B,
col

The derivatives used are the specific derivativers of the 1SO-Standard< 5.5.12].

As the aerodynamic forces are the only external forces in the equations (5.5.10), it is their effect that will be
measured by accelerometers. We, therefore, writc

v ¢
X \ a,
Y )= ¢ {5.5.14) ?
z 8, :

According to (5.5.10) this is decomposed to give

P 7, oF oo\ [/ o, ;
y } =1 7 + | ay A 5.5.15 !
r o r = 80 + 8y { ) :
g Yo ¥4 80 Aa, i

The remaining non-linear terms (products) in equation (5.5.15) can be approximated assuming

¢ small values of the angular speeds (p, g, and 1),
e small vanations of the Fuler angles ® and 8,
*  smal] vanations of the translational speeds (u, v, and w).

This leads to the fully lincanzed equations of the translational accelerations:

u / 8,9 da, —sin 35— 8O cos O, — W g+l
v ]=1ay j+| A5 | +v AD cos B + | ~ur+wyp (6.5.16)
% a8y Aaz, ‘\ cos Oy~ AB s8in O, —VoP+ypq
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In the cstimation anaiysis the control inputs are assumed to be known accurately. In the helicopiers for this
study, the flighi controls arc actuated by hydraulic systems. The control deflection that is measured may rep-
resent the position of a contro! actuator rather than the immediate aerodynamic control input. In licu of
modelling this power control system, an effective time delay between the measured control motior. and the
actual rotor control input is 2ssumed. In addition, although rotor state variabies have been omitted explicitly,
the rotor dynamics can be coarsely modelled as time delay between sotor control applications and the aero-
dynamic response. Although this dclay has to be small, it may still affect the behaviour of the faster rigid body
mades. To acknowledge these effects, the model formulation allows, as a compromise. the introduction of a
singlc time delay for each of the four flight controls.

To complete the inforsnation neccssary for the parameter estimation 2lgorithms, the relationship between the
observed variabies and the state variables has to be specified.

This requires detailed calibration knowledge of the various sensors and their focations, so that carrected values
to the centre of gravity of the aircrafl can be determined. The data supplied by the experimenial groups were
largely preprocessed to supply data relative to the centre of gravity. It was further assumed that the calibration
relationships were linear with unity scale factors, but allowing for unknown bias values.

in each experiment the available mcasured vanables were assessed by several diflerent data compatibility
checks. It is noteworthy that incompatibilities were found that perhaps reflect the difficulty of interpreting
helicopter air data measuremncents with certainty. In principle these air data sensors are to be calibrated in steady,
rectilinear flight over a representative range of speeds and climb rates. This is a difficult task and still only
defines the pedformance of the air data system under static conditions, lcaving the dynamic response charac-
teristics unknown to all intents and purposes. The measurements provided by the ‘incrtial” instrumnents, such
as the accelerometers and angular rate gyros, also contain offsets which (aithough they should be small in good
quality sensors) will vary between experiments. The model for the observation equations is shown in (5.5.17).

Un= u+b,
V= V4D,
W= Wt by,
Pmn=p+0b,
qn= G+by
fm=r4b (5517
0)‘!’\: ¢+b¢
O,= O +by
Bxm = @+ b,
8ym= 8y +b,
Byn= &, +b,

5.5.2.3 General State and Observation Equations

The general state and observation cquations are described in (5.5.18).

X(1) = 1{x(1). u(t), § 0] +F n(t)
y(t) = g [x(t), u(t), §1+ G n(ty (5.5.18)
x(0) = x,

where

x = state vector = (u, v, w, p, q, r.®, ©)'
Y = measurerieni veclor = (U, ¥rn. Wny. P T e @i €. 8 By, a,,n)T
£ = vector of unknown parameters, such as X, L, etc.
Fn(t) = state noise - idealiy zero in output errcr raethod
n(,) = Gaussian, while random identily saquence
Gn(f) = Measurement nolse

u = conirol input vector = (6,4, 1. Scor Spee)’

For cur livear case, they take the special form of equation (5.5.19).
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xX(l) = AX(f) + Buif}) + S + V 4+ Fu(f)
y(t) = Cx(f) + Du(f) + H + Gn{f) (5.5.19)
x(0) = xy

In these cquations

A and B arc the matnces containing the stability and control dervatives.

$ represents vector of acrodynamic bieses, which represent the reference state about wlich the manccuvre
is performed plus the effects of any deviations from perfect trim in the initial state for each manoeuvre.

The vector ¥ contains the gravity and rotation related terms in the force equation.
n(f) is the noise in the state equation.

‘The observation equation is in time discrete form, representing the sampled nature of the expennicnts and
contains the matsices C and D which relate the obscrved variables to the state and control variatics. No
new unknown parameters appear in these matrices il the calibrations contain accurate scale factors.

The vecior H cantains any mecasurcment bijas.
n(f,) represents the noise sequence in the measurements.

With the system » .ucture now laid down, the problem becomes primarily one of estimating the parameter
values that describe the aerodynamic response to changes in the state variables (the stability derivatives) and
the controls (the control derivatives). An important clement of system identification remains in the desclection
of those parameters that de not or only marginally contribute to the fidclity of the model response, a procedure
referred to as mode! structure determination.

35.5.3 Time-Domain ldentificaticn Methods

There is a vast body of theoretical literature on the properties time-domain optimal estitnation recthods, when
special forms are assumned for the noise that appears in equation {5.5.19).

One set of assumptions defincs the so-called output error method, another leads to regression methods or the
so-called equation error method. These will now be discnssed in general terms.

5.5.3.1 Output Error Method

The idealized situation underlying this method is based on the absence of noise in the state equation and the
assumption that the noisc in the vbservation equation consists of a zero-mean sequence of independent randomn
variables with a Gaussian distribution identity covariance. The objective is to adjust the values for the
unknown parameters in the model to obtain the best possible fit between the measured data y,, and the cal-
culated model response y.. For aircrafl identification the Maximum Likelihood Technique is mostly used: For
each sct of paramcter values in the model, the probability of the response time historics taking values near the
observed values can be defined and a maximum likelihood solution 1s obtained for that set of parametnic values
that maximizes this probability. With all unknown parameters collected in a vector §, the Maximum Likeli-
hood estimate of § is obtained by minimizing the negative log likclihood function given in (5.5.20).

N
JE) = %Z LYot ~ Yeg0)] (GG) ™ ¥ () — Yeg(] + 10 |GG (B)| (5.5.20)
ia

with
Y = Measured
and
Yoe = model oulput based on parameter vector §.
‘The difference between the measured and model responsc time histories that appears in the cost function is the
‘output” errar of the model, so cxplaining the name of the method.

Both terms of the sum in this equation include the matrix G which describes the magnitude information of the
measurement noise. (The product GG is the measurement noise covariance mutsix). When the noise is known,
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the sccond term in equaiion (5.5.20), is constant and can be ncglected for the minimum seach. The cost
function thon reduces to (5.5.21).
N
1\ T 1,1
y& = & Z [t — YD1 (68 ) [¥ml®) ~ veg(t)] (5521
r=1

In this case, there is a quadratic critcrion, weighted by the measurcment covariance matnix. So in principle, the
techiique is a weightea least squares output ermor method. In general, the Maximum 1 ikelihood methaod also
estitnates noisc statistivs. ‘This is nut done in the technigues used in the Working Group.

If thz matnix G is not known, the measurement noise covanance matriz must also be determined. 1t is obtained
from (5.5.22).

N
66’ = —‘,\,—y Do) = Yegh] [¥enl®) — Y@’ (5.5 22)
—

(=1

As the off-diagnal terms in this matrix have no physical significance, it is in practice often restricted to be
diagonal.

The set of parameter values that minimizes the Maxtmum Likelihood cost function has to be found by a search
procedure. Several types of such procedures exist and depending on the circumstances one or another may
prove to be more effective. However, the most widespread method is the Gauss-Newton or Newton-Raphson
algorithm, which starts from a set of initial estimates for the parameters and then refines these estimates by an
iterative method that stops when a desired level of convergence has been reached. The updating algorithm is
given in (5.5.23).

T A/ T IR L9) (5523)
with
N
\ T 1.1 N
Ved(§) = ") (D¥ml®) = Yol (66')7 [Tg Vgl (5524
fa=1

N
VI = Z ([Vg¥eut)] (66" (Vg veg1)})
X (5.5.25)

N
+ Z ([¥ml®) = Yegrt' (GGT) ' [T Yeplt)])
im

In the last equetion, (5.5.25), the sccond gradient Vg Yerll) is needed. Its computation requires a high cffort.
As this expression becomes zero when the oplimum set of estimated parameters is reached, it can be justified
to nzglect this tenm at all, when the initial starting values for the unknown parameters are not too far away from
the final “true’ velues. This approach, known as Gauss-Newton or modificd Newton-Raphson approximation,
is comy wationally very efficient and scmetimes results in superinr convergence performance of the iterative
scarch. Neglecting the second gradient does not affect the final optimal values of the parametcrs.

The Maxitnum Likelihood Tcchnique is an iterative procedure. Jt minimizes the differences between measured
data and the calculated respanae of the identified model by modifying the model parameters. ‘The main steps
in the procedure arc:

1. calculation of the cost function value; (5.5.203,
2. determination of the measurement noise covariance matrix; (5.5.22),
3. update of the values of the unknown parameters; (5.5.23),

4. ualculation of the time history response of the updated moded,
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5. calculation of the new value of the cost function.

‘This procedure is repeated until the chaage in the cost function is smaller than a presoribed value. The change
in the cost function also indicates convergence of the estimation. To start the technique, a first guess for the
unknowns, the aprioni values, is nceded. They should be as close as possible (o the “true’ values to improve the
convergence and to avoid that the estimation ends up in ¢ local minimum. To obtain starting valugcs, a least
squares equation error technique is often applied.

‘The core of the computational cifort lies in the calculation of the gradient of the cost function with respect to
the parameter vector. This gradicat can be computed by finite difference techniques or by analytic differen-
tiation. In the .inite differcnce technique the elements of the gradient are deteimined by perturbing each of the
clements of the paramcter vector in tumn, reintegrating the model equations to detenmine the perturbed model
response and then using these pesturbations to form the approximate finite difference forn of the desired partial
denvative. The choice of the magnitude of the parameter perturbation has to be made with carc when the
model equations arc non-linear. In the latter case the alternative of analytic differentiation is not attractive, but
for the cas: of linear systems, such analytic differcntiations often tum out to be much more cfficient.

The Maximum Likelihood estimator also provides a measure of the reliability of cach estimate. From (5.5.25)
the Gauss-Newton Approximation (neglection of the second gradient) yields (5.5.26)

N
E) = Z ( [V vee®] (GG (Vg yee®)]) (5.5.26)
e

‘This 1s the so-called information matrix. For the idealized case of no state noise and "simp'c’ measurement ecror
propertics the Maximum Likclihood estimation leads to asymptotically cfficient unbiased parameter estimates.
‘Then, the inverse of the information marrix giver n (5.5.27)

covar(§) = [1 ()" (5.5.27)

is the covaniance matrix of the cstimation errors, which is a mcasure for the accuracy of the estimated
urikpowns. This uncertainty ievel, calied the Cramer-Rao bound, for the individual parameters is obtained from
the diagonal terms by (5.5.28).

CR(§,) = [covargnr.m)]”"’ {5.5.28}

\J.9.eV}

The obtained values are often referred to as standard deviatiors of the identified paramecters. It should be
mentioned, that these values indicate the lowest obtainable bound. They are very useful for the comparison to
cach other to develop a fecling about the reliability of the estimation. For a practical interpretation they are
usually too small and it is often suggested to multiply these valuss by a factor of 5 to 10 10 make the standard
deviation physically more meaningful.

The covariance matnx (5.5.27) also provides information about the correlation between parameters 1o be
idenufied. The correlation coefficients are obtained from (5.5.29)

covar(mn)

Pl £o) = - 72 (5.5.29)
[covar(nn)covar(mm)]
Both, the standasd deviations and the correlation coeflicients are extremely belpful in the scarch for an appro-
priate model structure. Output error techniques make this informz=tion readily available as it is ¢* ined fiom
the inverse of the information matrix, which has to be calculated anyhow for the estunation procedure.

1t shou'd be pointed out that the reality of the working model obviously represents a considerably more com-
plex situation than that of the ideal asswnptions in the observation equation of no state noise and random
measurement noise of a simple statistical type. In the first place, the reasurement erross are likely to contain
modelling errors, largely because of the limited knowladge of the dynamic behaviour of the air data system.
The magnitude of these medelling e/rors may be appreciated from the data compatibility studies. To the extert
that such medelling errors exist, the messurement error will contain contributions that reflect the particulars
of the manocuvre. Secondly, the assumption of no-state-rioise ie equally, or perhaps even more strongly, vio-
lated. The flight iests may have experienced some residual turbulence which would then represent a random
contribution to the state noise. More importantly, the model we have adopted for the helicopter is only an
approximation to its real chzracteristics and will therefore contribute medelling error to the siate noise. Under
these non-ideal real circumstances it is not possible to state that the use of the output eror algonthms will leaa
to unbiascd estimated parameters. Nevertheless, use of the algorithm to estimate parameter values remains a
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powrful snd useful tol. Also the indicators of the “quality” @ . paramcter cstimates cumbodied i the
Cramer-Rao bounds and conrelation matrix are stifl expected to jndicate in a relative sense which parameters
are tinnly determined and which parameters play a less important role in the model. This information provides
thzn a guide to removing the margiral parameters from the parameter set o be uscd.

In th: WG 18 project several comiputer programs based on the output error method are used. Some of these
are confined to lincar modzl cquations. The usc of these linear algonthms requires cither the use of the
lincarized forms of the gravity and rotation rclated terms in the force equations or, as an alternative, the treat-
ment of these non-lincar terma as known functions cajculated from measured values. If the model with its
ontimally estimated naramneters provides small differences between the calculated model responses and mcas-
ured vanablces, then this approach wall be reasonable und computationally cffective.

£.5.3.2 Equation Errer Mcthod

‘The theoretical ideal case: Icadiug, to the output crror method is based on no-state-noisc so that only measure-
ment noise 1s present and it is assumed to be of a simple random type. A converse ideal situation would occur
when the measurements are without crror and the state-noisc present is assumed to be random with simple
statistical propzrties. In this case the unknown parameters can be estinatcd with non-iterative methods in
wnich the systern model cquations do not have to be integrated. As shown, the application of this method uses
the methodology of regression analysis.

If we assume that a sufficient number of observed variables are available to determine the state vaniables from
the cbservation cquations, then, if the measured vanables are measured without crtor, the state vanables can
also be determined without error. Vhese are then completely deterministic. Now, the hnear parametric repre-
sentation of the specific aerodynamic forces and moments in terms of the perfectly known state vaniables can
be confrunted with the time histories of these forces and moments as determined from the accelerometer
measurements and the angular aceelerations provided by numerical differentiation of the wngular ratc meas-
urements {(or from angular accelerometers, if available):

y() = (o + f.,x(r,) +..+ (n— VX5 + o)

y=XE+e (5.5.30)

‘The functions x,(4) through x, _ ((f) represent the perfectly known state variables and control inputs and y(r)
represents one of the observed components of the specific force or angular acceleration. The function €(f) is
called the equation error. The following assumptions are made:

The equation error € is slationary with zero mean.
& is unccrrelated with the state vanables.

The state variables x, are without error.

& is idenucally distobuted, nncorrelated and has the vanance o’

I vector form, the observation vector y represents the variables measured at N tine intervals, one at a time.
Similarly, the state variables and control inputs are each perfectly known at & intervals. The vector y is then
ax1 and the matnx X is Nxn. Undor these circumstances the patameter vector & associated with the particular
observed variable is estinated 10 be

By = (X'x) 70y (5.531)
The covariance of the cstimaied parameter vector is given by (5.5.32).

E{(Eoxt ~ E)bon — B} = o’ (x'x)"" (5.5.32)
with o estimated by

N
T = fly 2. Sealt)
1=1

and

€agilf) = V() = Yoar(t)

Yout(h) = (Sostlo + (BoshiXa(h) + = + (§garhn — 1%, 1(0)
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When in addition, the state noise is assumed 1o be nonnai, i.c., to have a Gaussian distribution, then the
classical measuics of significance of the regression, the £ numbser, the partial £ numbers and the squarcd mul-

tiple correlation cocflicient, can be expressed as in (5.5.13).

v 2
_gostx y—Ny

F o=
(n - 1s?
PR
R IR0
= (5.5.33)
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A deliberate sclection of the significant parameters can be made by using a stepwise regression procedure. In
such a procedure, the (regression) model increases its complexity by adding one new term at a time from the
group of available state vaniables and contro! inputs to the model. The seleclion can be guided subjectively by
the analyst or o¢ under the control of a computer algorithm. Typically, the first regression variable sclected is
the one that exhibits the lacgest correlation with the dependent vaniable, y. Subsequent decisions are made on
the basis of new, modified regression problems in which modificd dependent vanables e representced at cach
step by their residuals that result vshen the prediction by the model determined in the previous step is sub-
tracted, e.g. afler two steps,

YV =¥~ esdo = Cosht Xy — fosda X2 (5.5.34)
‘The next regressor to be added to the model will be that variable from amongst the remaining candilate
regressor functions that shows the highest correlation with the modified dependent variable. At cach step the
partial F numbers are determined for cach of the parameters that have been entered 1nto the problem and only
those that exceed a threshold for their partial £ valuus stipulated by the analyst will be retained. ‘The procedure
will terminate when no further additions to the modsl can meet the threshold criterion.

Several implementations of the stepwisc regression procedure arc available in commeicial statistics software
packapes, and a number of laboratories have developed their own programmnes. The actual matox anthmetic
in these programmes is finely tuncd to be as efficient as possible and to minimize the effects of puorly condi-
tioned problems

As mentioncd previously, the rigorous theory for this method is based on the assumptions of perfectly known
state va;iables and random noisc. For the £ values 1o be statistically meaningful this random noise has to be
a white, Gaussian sequence. In reality these assumptions are violated. “ven when state reconstructed values
are used for the state variables, hopefully improving their accuracy, these will still not be perfectly known.
Under such conditions, the estimates will no lunger be unbiased. Also the noise statistics do not satisfy the
assurncd characteristics, pastly because of modelling esrors, and he information carried by the partial F values
as determined by the application of the regression method i3 no fonger closely related to the actual vanance
of the paramcter estimates. This is clearly illustrated when the parameter variances calculated on the basis of
applying the method to a number of different expenrimental time histories are analyzed. These turn out to be
significantly larger than the variances inferred from the pa: ial F values. As is the case in the application of the
output error method under non-idea! circumstances, the use of the equation error method and the infurmation
about the relative importance of the various parameters, especially where augmented by practical judgement,
nevertheless provides usable information.

5.5.3.3 Closing Comments on Time-1Jomain Methods

On theoretical grounds the application of both output-error and equation-error methods is flawed in that nei-
ther promises to deliver unbiased estimates of the parameters. Since in the WG 18 project we analyze flight
test data of aircraft for whick the m-odel is not accusately known 8 prion, the preference for a particular method
or combination of methods will depend ot the ability of the identified model to picdivt aircraft performance
in some sense. This ability is assessed via model verification discussed later in this scction and me del robusiness
discussed in section 7.
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5.5.4 Frequency-Domain Mentification iVethods

The starting point in frequency-domain identification methoar is the conversion of time-based data to fre-
quency-based duta. ‘This conversion, which is batch and non-iterative process, involves a considerable amount
of data conditioning not required for time-do-nain methods. However, once the frequency-domain data base
is completed, the computational burden of the parameter nonlinear scarch is cansiderably reduced. Also, there
are some important benefits of formulating the cost function in the frequency-domain. This scction presents
an overview of frequency-demain methods used by WG 18 members.

Overview of Frequency-Domain Methods. Discrete data are converted from time sequences to [requency
sequences using the Fast Fourier Transform (¥FT), in conjunction with data windowing and digital filtering.
These resulting frequency sequences arc estimates of the Fourier Series cocfficients for continuous time-history
signals. ‘These Fouder cocfficients arc used to calculate the signal power ¢ acctral density (PSD) functions,
which provide importan’ information on the frequency content of excitation and response signals, 2s needed
in test input design. The frequency-response function and associated accuracy metric, the coherence function,
are detenmined directly from the PRD results; these are the “non-parametric” identification resuits that are very
useful for handling-qualitics analyscs, simulation validation, and flight control. Frequency-response data
obtained from flight responscs containing multiple control inputs are post-processed to remove the effects of
partially-correlated control inputs.

Parametric identification equations based on output-error and equation-crror cost function formulations pre-
sented earlier for the time-domain lechniques are essentially unchanged for the frequency-domain solution,
once the time index is replaced by the frequency index. Transfer-function identification is completed by direct
fitting of singic-input/single-output (SISO) frequency-responses using an assumed transfer-function mosdel
structure. State-space model identification bascd on frequency-response cost functions is achicved by simul-
tancously fiting the MEMO set of frequency-responses.

Conversion to the Freguency-Domain, Continuous time-histoty signals are convested to the frequency-domain
via the Fourier Transfonm. For example, the time-based signal x(1) is converted to the frequency-based signal
X(n by:

X(f) = f x(1) e " g {5.5.35)

The condition for existence of the Fourier ‘f'ransform X(f) is:

f IX(t)] Ot < oo {5.5.36)

-00

‘This condition for existence is satisficd provided that the time-histary signal x(¢) is bounded (i¢, does not blow
up). The piloted frequency-sweep technique requires that the test starts and ends in trum {(x(0) = x(t,) = 0),
thercby cnsuring that this condition is satisfied. It is important to emphasize hzre that the Fourier ‘Transforn
i1s valid and can be determined without modification for flight data obtdined from helicopters that exhibit either
stable or unstable (most common) dynamic ciaracteristics. Furthermore, the frequency-response function
H() which relates the input and output Fouricr Transforms (X(f) and Y{), respectively) will also exist and be
completely valid for cither stabie ur unstable systems:

Y(f) = H(N) X(f) (5.5.37)

Fiignt test techniques and numerical crampies of extracting unstable responses are presented by Tischler
(5.5.7).

Real time-history da a is of finits time duration T, so the Fourier Transform of equation (5.5.35) becoines the
the Finite Fouder Trwsform:

;
X1 =1 xye Pt (5.5.38)
Yy Author. Mark i?.'l'ls-\:hlcl‘
| SENREA
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The record lenggh T s the fundaunental period of the signal, and defines the anmmom frequencey of identifica-
tion:

Wiyt = 207 (5.5.39) !

Frequencics @ < whp,, do not exist in the data and, su cannot be identificd "padding with zeroes”™ simply
produces interpolation, and docs not allow lower frequencies to be identified}

When the data is in digital forin, as is the casc here, the Finite Founer Transfonm is caleulated digitally via the
Discrete Founer Fransform (D171

N-1
X(f) = X(k Of) = At Zox,,exp[—ﬂn(kn)/N]; (5 5.40)
e
ke0 12 .. .N-1
where:
X(t) = Fourier coefflicients
X, = x(n Ot) =~ data points
At = time in rement
N = number of discrele frequency points
Finally, the Fast Fourier Transform ("FIT7) is a rumerically =fTicient algorithm for cadeulating the DV T he

quality (accuracy, resolution, random crror content) of the achicvable frequency-domain data and resu'ting
model identification results is significantly enhanced by a number of relatively casy, but imponant data proc-
essing procedures (Bendat and Vicr.ol, 1986, [5.5.3); Tischler, 1987, {5.5.6]; Tischler and Cauffman, 1990,
[5.5.R8)):

¢ Digtal prefiltering

®  Overapped / tapeted windovwing
¢  Chirp z-transform

*  Compositc window averaging

When the tme-histery does not end in trim (eg. 3211 test inputs), a correstion termn can be applied to the FE
ta account for the conversion error introduced by the truncation effects in cquation (5.5.38) (I'n ¢t al., 1983,
{5.5.9)). However, this cotrecticn tern is not significant if tapered, overlapped windows are used, as is
recommended.

Spectral Functions. The Fourer cocfficients can be manipulated to determine the spechial distribuiion of the
mput, output, and cross-correlated signals -- the power spectral density ("PSD?) functions:

Input autospectrum:

Gl = 727 IX(f)1% . U = 1.63 for Hanning window

{5.5.41)
= dislributlon of xx as a function of frequency
Outpat autospectrum: '
~ 2 . !
G, (R » — 1Y) :
y»(k) TU I (k) (5542)
= disttibutlon o yy as u function of frequency
Cross spectrum:
g 2
G,,(h) = == [X*(1) Y,
wlh) = 37 (X 0 Y{R)) (F 5.43)

= gistribytion of xy as a function of frequern.cy

Examnination of the input autospectrum provides the bandwidth of the excitation signal, the key charactenstic
for input signal design. Test inputs for syscen identification must have excitation bandwidths that cover the
frequency range of the intended application. Ar example of input signal analysis based on autospectrum cval-
uation is presented in section S.2.

rrequency-Response Caleuletion. The SISO frequency-response H(f) is determined from the PSD functions:
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X0

PO = Sl

(5.5.44)

The frequency-response as detenminted from equation (5.5.44) is unbiased in the presence of both output
mcasurernent noise (aircraft reaponse sensors), and process noise (eg turbulenced. This is a key benefit of fre-
quency-response based identification methods as compared to equation-crror or output-error approaches.

The cokerence function yiy caleulated at cach frequency point indicates the accuracy of the identified
frequet cy-responsc:

2
) 1G{)] 55 45
Fay = B R {55
¥ = Gl Gy
Coherence function values Jess than unity are due 1o nonlinearitics in the input-to-output process, or the
presence of measurement naise or process noise. A coherence function of greater than 0.6 generally indicates
acceptable dentification acturacy for that frequency point.

Freyueacy-Response_Identification When Multiple_Partially-Correlaied lnputs are Piesent. Most test data
generated by z pilot or with computer gencrated signals involve inputs to multiple controls. For example, in
the frequency-sweep test technique, the pilot may apply inputs in the sccondary channels 16 maintain aiscraft
motion near the reference flight condition. If dynamic coupling exists in the system heing identificd, the pres-
ence of comelated sccondary inputs, if ignored, will bias frequency-responses obtained from the SISO
relationship of equation (5.5.44) (Vischler, 1987, [5.5.65) (he cormect responses are obtained from the muly-
nput/single-output MISO solution of the matrix frequ ney-response cquation at cach frequency puint (Otnes
ctal, 1978, [ 5.5.10)):

T(h) = Grilf) Gyylh) (5.5 46)
where

G,u(f) = N xn. matrix of auto and cross-spectra between the n_inputs
G, (k) = 1 x 1 matrix of SISO cross-spectra between each control input and
the singte input

The associated coherence function obtained from the MISO solution is referred to as the “partial coherence™

2
'ley-(nb—'l)ll

2
Yy (ag -1 {5.5.47)

Gx, X - (ng -1)le y-{n =M
‘This solution is repeated oz each of the (ng) oulputs to obtain the (e x ng) MIMO set of “conditioned” fre-
QUCNCy-TCRPONSCS.

Qutput-citor and Equation-Lrror Formulations in the Frequency-Domain, The titne-domain state equations
((5.5.19) are converted to the frequency-domain by taking the Fourier Transform and dropping the initial
conditions and bias terms:

Jw X(w) = A X{w)+ B uv(w) + G, (w)

nn‘

Y(w) = C X{w)+ D u(w) + G,m(w) (55.48)

where:

u(w) and Y(w) are the control (input) and output Fouricr cocfficients obtained from equation (5.5.49)
with w = 2p/.

Gpnlw) is the PSD of the process noise
G,,(w) is the PSI) of the measurcment noise

Including both process and measurermnent noise sources leads to the general trequency-domain Maximum-
Likclihood problem (Klein, 1980, [5.5.5]) The frequency-domatn output-ertor ard equation-error soiutions
follow directly from the cadier time-domain solutions:

G, n{w) = ¢ = Output-ctior
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G, wi = U~ i quation crior

A1 firsi Jovok. o may appear that a great deal of computational eflort hes been eapendaed to amive nght back
at the same equanien error and output-emor solution: ohtainable in the time domain. But, there are some
unportant benefite of uung the frequenty doman fonnulation, especially for dentifving higher-onder models
o heloptes dy ranmncs that include wilely spaced dynamie mades (eg fusclage and rotor mades)  This problem
1s wuseed in detast by Le et al 11990, [S S TED In the current apphication to the wlentificanon of 6-1al-
handhag gquabiies madels, the moat ugnificant benefita of the frequency -domain methods arc:

e iunct estimation of ime delays Thivaie very importam for achieving a representative model Lime delays
arc Bty amd very acouragy detemained with frequency -domam methods, <ince such delays have a bineas
cffecs on the cost fundion Ta contrast. tume-domam methods can estimats these delas s only in an indireet
fashion

s Baw! hnuning data and freguency weginting Inahie frequency-domam fonmulation, the cost function s
cakoulatad anly i the fieguendy range selected by the user This allows the analy<t (o closely match the
data with the medel stractne §os ezample. the 6 Dol sdentification 1< conducted in the frequensy sange
upr 1o the G-t roton reggesang flapiring mode Withan the identification tange . the ficquency -domain fitting
crrers ane ogqualhy weghed at all frequenaes Uinless apedific exphicit weighting i« applied, the time-domain
toniulation prosvydes lugher weighting of the lower frequencics which can degrade the adentification of the
heghice frogquency modes Ao, the data must be digitadly filtered to actueve ime-demaen bazd hioting for
conusunicy with the inodal stroctune

1 iequeny -Response Cost Luncton Famuiation. The frequency -response cost function s formulated by
ahing the aplace Frandonm of cquation (55 41) and sobang for the state-space maodel transfer-fonction T,

T.is) = C{s1 — A]"'B +D (55 49)

A in of nme delays 7 s ndaded i the meodel by noting that

s

Tyls) = (5 550)
Na.the Iregoeney responses of the date-space model are oblained by substituting s = jw
Topw) = (Cyw) - A]7'B +D)e™" {55 51)

The unknown wtate space maded parameters (Q) in the matniced A, 8, and 7 are determined by munimizmg J.
a weygdhited ot fanctien of the ermor @ between the adentified feequeney responses Tgw) [of equation
(5 530)) and the moded seeponses T e {of equation (5§ 81)] over a selected frequeney range

n
o

Al
J(O) == Zc' (wp O)W «(w, ©) {5552

Nwt

The ficquency ranges for the sdentification entenon (uw . w,. ..., w,' are selectied mdwiduoally for cach
nput outpul pae according 10 theis individual ranges of good coherence In this way, only valid data are used
in the fiting process: Within these lieguency ranges. the points are selectad lincarly across the loganthmic fie-
quency 1ange The woaghting matnx (W) i< based on the values of coherence at cach frequency point to

cmphacze the most accuraie dsta These features are key benenits of the fiequency-response approach

A the nive doman methods, the Cramer-Rao bounds and parameter correlation information are ebamned
frain the numencal estunate of the Hesuwan matnx B Fer the frequency -response method.

2
Hevise & =20 wo (55 53)
1)
where O & 6¢,/00, is obtaned aumencally from first differences
The Cramer-Rao kower bound fo; each pasameier CR, it obtained as before:

iR, = \,/(—ic"),, {55 54)

A rcasomable estimaic of the parameter siandard deviation usually requires a scale fsctor of $ to 10 on the
Cruner-Rao hound to account for modelling errors and non-Gauesian noise The frequency-response ratio of
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equation (5.5.44) clisninates the noise eflects, which from cxpenence lowers the appropnate scale factor to
about 2. This factor 1s included in all tabulated Cramer-Rao bound resuits for the AFDD.

Concluding Remarks Regarding Frequency-Dornain Mcthods. #'requency-domain micthods provide some
important benefits in rotorcraft system identification, especially in the identification of higher-order models
with widely spaced dynamic modes. The tradeofi is in the considerable amount of data conditioning involved
in the conversion of the time-domain data base to the frequency-domain data base. The proliferation of data
in this conversion process makes s data-basing capability very imporiant. Also, since frequency-domain
methods tend graphics intensive (spectral curves, frequency-response, coherence, etc), user-friendly graphics.
oniented software is important. The growing availability of frequency-domain identification software is a key
factor in recent growth of interest in these techniques. Sophisticated software for output-error and equation-
error formulations has been developed by DILR and University of Glasgow. The AFDID has developed an
integrated package for the frequency-response based approach.

£5.5 Time-Domain Vciification of Identified Models

Time-domain venfication is completed by driving the identified state-space model with flight data not used in
the identification process. This is useful for assessing the differences between alternate model structures and for
checking the model s predictive capability. A key concemn is that the model, which was identified based on one
input form, must be capable of predicting the response characteriatics 10 other input forms.

The state-space equations are integrated in the time.domain, with the modcl stahility and control parameters
held constant ai their identificd values. Then, the output-error algorithm is used to solve for the unknown
biascs and reference shifts in the venification time-history records.
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6. ldentification Results

In this chapter, identification results obtained from three helicopter data bascs are presented in the form of case
studies. For each of the three helicopters (AH-64, BO 105, SA-330) a bnef characterization of the aircraft is
first given. Then, the flight test data and results from daia quality checks are presented. Beth, identification and
venfication results generated by the Working Group Members are given in the format of tables and represent-
ative time history and frequency response plots, comparing the measured flight test data to the response of the
identified models. A detailed discussion of the obtained results is given.

i
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6.1 Case Study I: AH-64!%)
6.1.1 Introduction

Flight test data from the U.S. Army/McDonnell Douglas AH-64 Apache attack helicopter was provided to the
Flight Mechanics Pancl Working Group 18 from an existing data base. Several of the members applied various
system identification techsuques to identify stability and control derivatives fromn the data. This case study
presents results of the AH-64 identification efforts.

6.1.2 Helicopter and Instrumentation

The AH.64 Apache, shown in Figure 6.1.1, is an attack helicopter specifically designed for the U.S. Ammy for
day, night, and adverse weather operation. It is a two-place, tandem seat, twin-engine helicopter with four-
bladed main and tail rotors. Thc main rotor has a fully articulated retenticn system equipped with clastomeric
lead-lag dampers. The tail rotor is a semi-rigid teetering design. The helicopter is powered by two honzontal-
ly-mounted turpo-shaft T700-GE-701 engines manufactured by General Electric. The physical chzracteristics
of the AH-64 primary components are precented in Table 6.1.1. A three-view drawing of AH-64 i3 shown in
Figure 6.1.2.

The flight controls consist of mechanical and electrical links from the pilot and co-piiot stations to the collec-
tive, longitudinal cyclic, lateral cyclic, and tail rotor actuators. Each actuator hydraulically sums the pilot/co-
pilot mechanical inputs with those frem the electrical link via electrohydraulic servo valves. In the laterai,
longitudinal and directional axes, the electrical links provide authority limited Stability and Command Aug-
mentation System (SCAS) functions for a variety of manually and/or automatically selectable modes. In the
event of a mechanical link failure such as a jam or severance, the electrical link control path provides a full
authority Back-Up Control System (BUCS) in ali four control axes. The SCAS and BUCS control modes
along with their associated monitoring and control logic are implemented in the Digital Automatic Stabilization
Equipment (DASE) subsystem.

The flight control systemn also includes an electrically controlled hotizontal stabilator which is used to adjust
trim pitch attitnde with airspeed. The stabilater actuators are driven by the Stabilator Control Units (SCUs).
The Stabilator Control Urits automatically position the stabilator as a function of airspeed, pitch rate, and
callective pitch position. The Stabilator Control Units can be manualiy overridden by the pilot at airspeeds
below 80 knots to increase visibility at the lower speeds.

Flight test measurements for the AH-64 were recorded on board the aircraft and telemetered to the ground
station for backup recording/filtering and on-iine monitoring. Table 6.1.2 lists the control variable measure-
ments and Table 6.1.3 ihe cutput variable measurements provided for the AH-64 records. The filter cutoff
frequencies (-3dB bandwidth frequencies) were

® 50 Hz for the measurements of the control deflections, the pilot seat accelerometers, and the Euler rates,
® 6 Hz for all other measurements.

Longitudinal and latera! velocity components (from Doppler) as well as the nonnal velocity component (from
Heading Attitude Reference System HARS) were only available for the frequency sweeps and not the doublets
and pulses. However, airspeed V, angle of attack o, and angle of sideslip # from the boom were given to allow
reconstruction of u, v, and w. The boom is mounted ous in front of the aircraft to avoid main rotor wake
interactions.

A strap-down sensor package near the centre of gravity provides bedy angular rates, angular accelerations, and'
lincar accelerations. Body angular accelerations (dp/dt, dq/dt, Jr/dt) are measured independently from the
angular ratea (p, q, r). Euler angles (@, ©, ¥ ) and Eulsr rates (d@/d!, d©/dt, d¥/dt) are prvided by the
HARS. Euler rates are signals computed within HARS based on the Buler angles.

Control positions were taken at the actuators and not at the pilot’s controls thus elirninating uncertainty in
coritrol linkage and actuator dynamivs.

) Principal Authors: D. Banerjee, ). W. Harding, MDHC; D.P. Schrage, C.X. Gardner, Georgia Insiitute of Technolog:
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6.1.3 Fligiit Testing and Data Evaluation

The At1-64 aircrafl was flown in 1984 in a serics of tests for the purposc of transfer function evaluation. These |
tests were designed to obtain aircraft responses to :

. doublet inputs,
e pulse inputs, and
e frcquency sweep type inputs

te each cantro! (Jongitudinal, latcral, directional, and collective) from Jevel flight at 130 knots. Table 6.1.4 lists
the AH-64 manosuvres provided to the Working Group. Files 1 through 11 contain doublet and pulse runs
suitable for time domain identification. Manoeuvres were performed open-loop. Two half-inch doublcts start-
ing in opposite directions are included for cach control axis. Pulses for both forward and aft longitudinal con-
trol and right lateral control are also included.

Control inputs for the 130 knot frequency sweep manoeuvres in files 12 through 21 were produced by a spe-
cially designed Gold Oscillator Box (GOB). It commands sinusoidal frequency sweeps in two ranges from
0.1 Hzto 3 Nzand from 0.3 Hzto 13 11z in one minute sweeps. A typical two minute run consists of a sweep
up to the high frequency and then back down 1o the starting frequency. A modified Stability Augmentation
System (SAS) was used to maintain a stable reference during input sweeps: ‘The primary axes remain open-loop
and are stabilized by pilot inputs.

System identitication results are highly dependent on the quality of flight test data used. Prior 10 any identifi-
cation, a thorough znalysis 2f recorded measurements must be performed. WG icmbers have spent consid-
crable time cvaluating the quality of the AH-64 data base. Although several undesirable characteristics exist,
data consistency has been established and the data has been deemed acceptable for time domain idertification.
The shortcomings associated with the manoeuvres uscd for time domain identification (files 1 to 11 from
Table 6.1.4) include

1. Short record length (12 seconds):
Parameters associated with long period aircraft modes such as the phugoid, which has a period of about
20 seconds for the AH-64, cannot be adequately identified from short duraticn records.
2. large-amplitude response:
Linecar models of ratarcraft are appropriate for predicting smail-amplitirde response onty. The change in
bady attitudes were as large as 20° to 30° for both longitudinal and lateral doublets.
3. Noisy acceleration measvrements:
Accelerations had low signal-10-noise ratios due to 4/rev vibrations (Figure 5.1.5 through Figure 6.1.8).
4. Quantization errors in Euler angles:
Quantization errors were introduced due to the large ranges used when recording Euler angle mcasure-
ments.
5. Gust effects:
Wind condiiions at the time of the test, although small, are unknown.

The frequency sweep data contained some of the same problems listed above but was not acceptable for fre-
quency domain identification for the foliowing reasons:

i.  Limited SCAS activity: !
Sweeps were flown open-loop in the primary axis and clostd-loop in the off axes resulting in a high level ‘
of correlation among the control inputs, which precludes identification of off-axis responses. i

2. Inadequate low frequency information: $
Sweeps were conducted using computer-generated signals that began at a frequency of 0.63 rad/s, which :
precludes the identification of the low frequency (speed) denivatives.

In general, the angular measurements @, ©, W, dd/dt, dd/dt, dW/dt. p, q. and r are consistent for all of the
AH-64 data. Because of the large range used on the attitudes during the recording process, the Euler angles have
smeli quantization errors. This problem has been overcome without too much difficulty either by data recon-
struction techniques or simply replacing the Euler angies with integrated Euler rates.

Trans!ational states are i herently difficult 1o measure, especially on a helicopter where high vibration levels ' ;

lead to noisc in the acceleration measurements and the main rotor wake inicracts with air data systems. In the | {

i AH-64 data base, velocities u, v, and w were not directly available for the doublet and pulse manoeuvres but !
were calculated from V, a, and # from the boom system. Since the boom projects out in front of the aircraft,
: the calculated velocities did not contain wake interaction problems. The acceleration measurements had fow .
R sigral-to-noise ratios, especially in the a, and a, measurements. This problem of small magnitude longjtudinal

———

c———




i

[p—

97

and lateral accelerations is not unique to the AH-64 data basc. Helicopters generally have no means of prod-
ucing large forces along the body lengitudinal and lateral axes. Two noted inconsisteacics in the longitudinal
acceleration include the wrong sense and a bias of about 2.1m/s®. The sign on a, wes corrected on the entire
database and biases were identified by the members separately.

The Working Group concentrated on files 1 through 8 for time dormain identification. These files were scpa-
rated into two groups, onc of which was used for identification and one for verification. Group 1 contained files
1. 3,5, 7 and group 2 contained files 2, 4, 6, 8. 'The main difference between these two groups is a sign con-
version in the control inputs. Coutrol time histories for group | are shown in Figure 6.1.3.

This section describes the methods WG members used for consistency checks and data reconstruction of the
AH-64 data. Results are presented as tables of biases and scale factors and 2s time histories of reconstructed
states

6.1.3.1 McDonnell ?ouglas Helicopter Company (MDHC)
MDHC used scveral metheds 10 assess the quality of the AH-64 data including;
1. Simple comparisons between redundant sensors.

The limited data sct available to the Working Group eliminates the availability of most redundant senser
checks cxeept accelerations. However, multiple acceleration measurements were available. Accelerations
from the contre of gravity (CG) and the pilot scat (which were transferred to the CG) were compared and
found 10 be consistent for several manocuvres. The only differences were small biases in the a and a
signals. Since 1t could not be determined (at this stage in the consistency checks) which signal comaincé
the bias, no action was taken.

2. Compansons between kirematically redundant sensors
Scveral comparisons between kinematically redundant sensors were carried out:

*  The body angular accelerations (dp/dt, dg/dt, ¢r/dt) were integrated and compared to body angular
rates (p, g, r). Scale factors and biases were identified using Least Squares (Figure 6.1.4). To elimi-
nate quantization errors, Euler angles (8, @, W) were reconstructed from Fuler rates d2/dt,
gw/ot, d¥/df) caicuiated wiihin ihe HHARS. Scale factors and biascs were identified to match inte-
grated Euler rates with measured Euler angles.

¢ The compatibility betwzen bely rates obtained from separate rate gyros and the rates and attiturles
provided by HARS was checked using kinematic relations.

3. A Kalman Filter/Smoother state estimation method.

The final phase in data consistency checks was the use of an Extended Kalman Filter;Smoother (Bryson
and Ho, 1975, [6.1.1]). The Extended Kalman Filter/Smoother algorithm, as presented by DuVal et al.
(1989, [6.1.2]), is derived by posing an opiimization problem to find the time histories of ihe vehicle
states, that are consistent with both a prescribed dynamic model and available measurements.

‘This approach was applied to the AH-64 time-domain databasc. The data was initially sampled at
25 Hz. Measureinents used in the reconstruction include: @, ©, W, p, a, 1, u, v, w, a,, &, and s,, where
the body axis velocity components (u, v, w) were derived from the angle of atiack a, angle of sideslip g,
and airspeed V measurernents. Further processing included a zero phase shift, lowpass filter with a cutoff
frequency of 3 Hz after the Kalman filter.

Results from the Kalman filter state estimation for the doublet manoeuvres indicated the following

®  The angular measurements ‘b, @, W, p, g, and r are generally very good.

®*  The pitch rate signal has a bias of abeut 0.01rad/s.

*  ‘The longitudinal acceleration signal has a bias of roughly 2.1 m/ s°. Part of this bias was apparently caused
by the accelerometers being calibrated with the helicopter on the ground at a 5° nose-up aititude.

6.1.3.2 Nattonal Aeronautical Establishment (NAF)

Consistency checks were performed on all B doublet input files. The data was initially lowpass filtered with a
Butterworth fourth-order 7ero phase shift filter with a cutoff frequency of 4 Hz. Spectral analysis ha? revealed
considerable excitation at 19 11z (blade passage frequency). Afler iowpass filtering, the data was sampled at
20 Hgz, excluding the first and last 50 points.
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Biascs in the data were estimated with a Lcast Squares muthod. The measurements used were: d@/at, d@/dt,
d¥/dl,u, v, w, a,, ay, 8, p, Q. 1, @, @, and ¥ . The Least Squarces procedure is outlined below:

I.  Integrate Fuler rates with measured Euler angle initial conditions and usc l.east Squarcs to determine the
6 biascs for the measurcd attitudes and rates.

2. The corvected Fuler angles and rates are used in the angular kinematic equations to determine biases in
the body angular rates.

3. The comected body angular rates and attitudes enter the translational kinematic cquations for dctermi-
nation of biases in the velocities and translational accelerations.

The obtained results are included in Table 6.1.6.

6.1.3.3 Deutsche Forschungsanstalt fitr Luft- und Raumfahrt (DLR)

Rate and linear acccleration were filtered using a zero phase shift digital filter with a cutoff frequency of
12,5 Hz to eliminate higher frequency noise. Air data (boom) and linear acceleration measurcnients were cor-
rected with respect to the CG location. Then, DLR completed consistency checks on cach of the doublet input
manoeuvres, and also on the concatenation of ail the manoeuvres. In the nonlinear kinematic cquations, the
attitude angles and speed components arc treated as states whereas the linear accelerations and rates are con-
sidered as control inputs (driving functions). A nonlinear Maximum Likelihood program was used to estimate
scale factors for u, v, w, @, ©, W and biases for a,, a,, 8,, p, g, and r. The obtained results are summarized
in Table 6.1.5 and Table 6.1.6.

ye

6.1.3.4 Nationaal Lucht- en Ruimtevaartiaboratorium (NLR)
Data preprocessing consisied of sampling the data at 20 Hz with no filtering.

NLR initially tried to perform compatibility checks using a lineur output error program. However, the bias
estimates from the linear program varied conziderably between manocuvre files. NLR believes the poor results
were due to the large pitch and roll excursions, which cannot be adequately represented by the linear kinematics
formulation.

NLR therefoic adopied an outpu! eoor progam which uses the noalinear Rincaratic equations iv estunaic
measurement biases. This technique was applicd separately to each manocuvre file to estimate the biases in the
acceleration measurements and in the body angular rate measurements. The t ias estimates obtained fro.n the

nonlinear output error program proved to be relatively constant.

The agreement between measured and reconstructed records was found to be generally satisfaciory. The bias
estimate for 8, is consistcntiy large and indicates the longitudinal accelerometer calibration error. NLR also
notes that the a, time history i3 very noisy, making it difficult io judge whether the signal is valid. The identificd
biases are given in Table 6.1.6.

6.1.35 U.S. Army Aeroflightdynamics Directorate (AFDD)

The AFDD performed consistency checks on all tlic files. The data was initially lowpass ftered with s four-
gole, zero phase shift digital filter supplying a 6 dB attenuation at 3 Hz. Analysis was performed at the fall
sample rate of 100 Hz for the fiest 11 files, while files 12 through 21 were decimated to 20 Hz for analysis.

The AFDD used the state estimation program SMACK (Bach, 1988, [6.1.3]) to estunate biases and scule
factors. Measurements used in the estimstion were 0, €, ¥, 0, 7,1, V, a, B, 8,, a,, and &,. Euler angles and
body angular rates were used as measugernents in an initial check of angular consistency and were also esti-
niated in this check. Errous on Euler angles were not estimated because of the high reliability of the HHARS
system from which Euler angie and rate measurements were obtained.

All the measwzments were used in a final 6 DoF check. Biases and scale factors estimated in the angw'ar check
were used along with their program-estimated covaiiances as start-up values in the 6 DoF check P leasure-
ments were also estimated as were angular accelerations in this final check. Biases wese assurmen to be on &,
and 8, rather than @ anid © becausc of Ligh confidence in HARS data.

Scale factors were nct estimated, except for files 12 and 13 where a sign error 1a the pitch rate measurement
was deduced frem visual inspection of the data and commecied. Table 6.1.6 lists the bias estunates obtained from
the files with doublet and pulse for comparison to other WG resuits.
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AFDD alto cvaluated the data consistency for the frequency sweep data exce st for file 14 because its
8ycg-channel was previously shown, through frequency response identification techniques, to be dynamically
incorrect. Results arc given in Table 6.1.7.

6.1.3.6 Resulty

Table 6.1.5 and Table 6.1.6 summanse the data consistency results for the Afl-64 flight test data. AFDD,
DR, NAE, and NLR evaluated each of the doublct files separately, estimating biases and scalc factors. ¥ rom
the resulls of the considercd files, the mean values and the standard deviations were determined. They are
presented in the tables. It has to be noted that the standard deviation is calculated using the mean values; it is
not based on the Cramer-Rao lower bound given by the estimation programs. The identified biases and scale
factors can be uscd to correct the measurements by

Yo = (Y + b)/A
where

Y, = measurement,
b = bias,
A = scale factor.

Scale factors are only given in the DLR results. ['hey are close to one with relatively small standard deviations
and indicate that the measurements have no significant scale factor crrors. All four WG Members provided bias
estimates for the linear accelerations and rates. In addition, NAE identificd biases for the speed components,
attitude angles and heading. All results are in good agrecment and show that most biases arc very small. Fhe
standard deviations arc roughly of the same magnitude as the bias valucs and indicate that the measurements
are rcliable and need not be conected. However, larger_values are scen for the pitch ratc measurement
(0.01 rad/s) and the longitudinal acceleration (about 2 m/s’). A part of the bias of the longitudinal acceieration
was apparently caused by the accclerometers being calibrated with the helicopter on the ground at a 5° nose-up
attitude. As for both measurements the standard deviation is only atbout 10% of the bias value, these results
are consistent and justify correction of the measured data.

AFDD statistics for the frequeny-sveep data are given in Table 6.1.7. In comparison 1o the results obtained
from the doublet-input files, significantly lasger values were determined for the biases of the linear accelerations,
‘ihe change 1n magnitude and sign for the individual files also shows that no conustent result could be
obtained.

WG Members also provided time history companisons of the estimated and mcasured data. As representative
example, results obtained from the MDHC Kalman state estimation cre presented in Figure 6.1.5 through
Figure 6.1.8. They show the time histories for speed components, linear accelerations, rates, and attitudces for
the files 1, 3, 5, and 7. The reconstructed data is given without cormrections for scale factors and biases. The
general good agreement confirms the data quality. The previously mentior.ed two larger biases for the pitch rate
and, it particular, for the longitudinal acceleration are clearly scen. Some larger deviations are only seen in the
speed measurements. This indicates that air data measurement results stili are significantly less accurate than
data obtainzd from gyros and linear accelerometers.

6.1.3.7 Summary

Flight test data evaluation is cssentially a parameter identification problen . The objective is to establish the
compatibility of mcasured flight test data with known kinematic relations. The proceduse is 10 assume a model
for the measurement error and identify the error model parameters using state estimation techniques. A com-
mon error model used by most of the WG members is a simple scale factor and bias combination where even
scale factor effects are often neglected. The differences in data evsluation approaches between the WG members
lie in the choice of parameter estimation techniques. The methods used here include:

l.cast Squares,

nen-lincar output error,

non-linear Maximum Likelihcod, and
extended Kalman filter.

Ealbadiadial

Despite the mnge of identification methods applied to the AH-64 database, the data evaluations for files 1
through 11 showed consistent results. The identified mean values were close to one for the scale factors and
small for most biases. It indicates that the measuremenis are accusate and require no comrections. However,
significant biases were seen in the pitch rate and particularly in the longitudinal acceleration. As their standard
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deviations are smali, these biases are reliable and can be used for correcting the measurcd data. The statistics
indicate that a!l error parameters identificd for the sweep manocuvres, with the excepiion of the bias on the roll
rate tor files 20 and 21, are significant.

In conclusion it can be stated that the data quality of the doublet-input and pulsc-input files was acceptable
for identification purposes. (Other limitations, e g. short record lengih, laige amplitudes, ete., were aircady
addressed). For the frequency-sweep meanoeusres, however, significant measurement deficicncics wers scen.
As they were not consistent, a physically meaningful correction is problematic.

6.1.4 Identification Methods
6.1.4.1 Model Structure

The maodel which has been used by WG members investigating the AH-64 is a coupled six degree-of-freedom
rigid body modcl with equivalent time delays for the control variables. All Working Group meinbers used a
linear model except for the nondincar gravity and kinematic terms. These were cither taken from the fiight data
or caleulated from the simulated response data. ‘L he stability and control derivatives, acrodynamic biascs and
measurement hiascs arc estimated.

Fstimating the aerodynamic biases would not be necessary if the aircraft initiated each manacuvre trom an
unaccelerated flight condition and the tim conditions of the aircraft were exactly known. In this case, the
acrodynamic biascs would be simply the steady state wravity force components (c.g. 8,9 = — g sin @, ctc.). In
practicc, however, the aircraft is not in steady flight a: the beginning of the manoceuvre and the trim conditions
are not exactly known. therefore, the estimation of the aerodynamic biascs is important in obtaining good
resuits. In fact, MDHC attempted 1o identify 2 model in which the acrodynamic biases were not estimated but
were calculated from the steady state gravity components. However, the results from this identification were
not considerci reasonable.

Additionally, a bias term can be added to the measurement equation and’or a bias identified for cach meas-
urement. Although cstimation of both aerodynamic and measurement biases is a standard practice, care must
be taken to cnsu-: that the aerodynamic and measurement biases arc independent or identifiability preblems

There are three different approaches to handle the nonlinear gravity and centrifugal force terms along with the
Euler angle kinematics:

1. Tineansing yields a complete eight state linear model. This approach is based on small-pertuthation
assumptions. 1t iy accepiable with small-amplitude manoeuvres, in particular with respect to the pitch and
roll angle (they should not exceed about 25°). A fully lincanised model was used by MDHC.

2. ‘The noulinear terms are calculated using the measured data and then treated as known quasi control input
(driving function). This approach was taken by NAE.

3. ‘The nonlinear terms are calculated using the model states. The only control varables are the actual pilot
coatrols. This model formulation was chosen by DLR.

With the first two methods, the identiiication can be conducted with a linear model formulation whereas in the
third approach a nonlinear model has to be identified.

While both MDHC and NAE identified all derivatives in the stability and control matrices NL.R and DLR
used reduced parameter sets in which many of the derivatives were not ¢itimated, The reduced parameter sets
can be determined by several methods. DLR determined insignificant model parameters based on the param-
eter covanance estimates provided by their nonlinear Maximum Likelihoed prograrn. NLR employed a step-
wise linear regression to determine insignificant parameters.

6.1.4.2 Parameter Estimation Algorithm

Several different parameter estimation procedures were applied to the AH-64 data. Most of the members used
time domain techniques ranging from the relatively simple linear regression to the moze sophisticated Maxi-
mum Likelthood (ML). The AFDD used a frequency domain approach. Because of protlems with the fre-
quency swecp data, AFDD was only able 10 estim=tc a few control denvatives and time delays. This section
describes the estimation techniques applied to the AH-64 data by different WG members.
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6.14.2.1 MDHC

MDUHC uscd a time domain output error methad o estimate a model from files 1, 3, 5, 7. 'The output crror
program itcratively ad] ists the model parameter values to minimize the sum of squarcd weighted errors
betweon measured and simulated responses. Minimization is based on a finite difference Levenberg-Masquardt
algorithm (ZXSSQ from the IMSI., [6.1.4]) which solves a nonlincar Least Squarcy problem. This routine
behaves as a first order method far from the minimum and a second order method near the minimum, and so
generally has good convergence properties. The output error program can accommodate multiple manocuvre
time histonies during a single run. Usually four manoeuvres (onc for cach control axis) are used simultancously
o that all derivatives can be estimated during a single run. In addition to estimating the acrodynamic deniva-
tives, MDHC estimated the initial state derivatives (aercdynamic biascs).

‘The outpats from the simulatior which were compared with the measurements to form the error cosi function
were u, v, w, a,, a,, 8, p, q. and r.

Because MDHC was unable to identify consistert control tume delays from files 1 through 11, no time delays
were used during the identification. However, the discrete-time simulation in the output error program intro-
duces a delay i the simulated outputs of one-half the sample interval or 0.020 s.

6.14.2.2 NAE

NAE's model was cstimated using the concatenated data files 1, 3, 5, 7, and venfied using files 2, 4, 6, 8.
Starting with the reconstructed data, NAL first applied stepwise regression Lo find values for the parameters in
the acrodynamic model, as well as estimates of the parameter variances. The regression values of the paramcters
were then used as starting values for the Maxunum Likelthood algorithm MMILE-3 (Mainc et al., 1980,
[6.1.53; 1981, [6.1.6]). The ful! sct of parameteis was identified with a time deiay of 0.100 s applicd to all the
controls.

‘The measurements compared with the ML output were: u, v, v, p. 4. 7. 8, 8,, and &,. In addition 10 the
acrodyuamic derivatives, acrodynamic hiases were estimated for cach state equation of each nianocuvre file.
Measurement biases were also estimated for cach measurement equation of each manocuvre file.

6.1.4.2.3 DLR

Three models were identified by DLR: onc from files 1, 3, 5, and 7 (DL.R-1), one from files 2, 4, 6, and 8
(DI.R-2), and one from all eight files (DLR- 3). A nonlinear Maximum 1.ikelihood program was used to esti-
mate derivative values. The measurement vector tncluded: a,, a,8,pqr®, ©,u, v, w, dp/di, dg/dt, and
dr/dt. The parameter covariance matrix provided by the ML program was used to eliminate insignificant model
parameters, giving the reduced model order. During the identification procedure, the nonlinear kinematic and
gravity terms were calculated from the mode! response data.

DL.R usually estimates equivalent control time delays using the cross-correlation between input and response
signals. For the AH-64 data, tine delays were not calculated bt were assumed to be 0.100 s on all controls
which are the average value as identified in the frequency domain by AFDID.

6.1.424 NLR

NLR identificd two modcle from two separate groups of data. Fach group of data cousisted of four doublet
manoeuvres representing inputs in cach control axis. The first group included files 1, 3, 5, and 8 {NI.R-1) and
the second group files 2, 4, 6, and 7 (NLR-2). The following helicopter response measurements were used
during the identification: ¢, ©, ¥, p, q,r,V, ¢, 8, a,, 8, 8. No filtering was performed on the flight data when
the data sampling was reduce to 20 Hz.

NLR uscd a two step method. As o first step, all state variables are reconstructed as desctibed in 6.1.3.4 In the
second step, the reconstructed variables and the measured control vanables are used in a stepwise linear
regression procedure Lo esiimate parameter values.

Time delays of 0.100s were applied to the four controls during the ideatification and verification process to
account for time lags in the actual response. These deleys were assumed as representative delays, and were not
actually calculated from the data.

3
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6.14.25 AFDD

Because of the umitations of the AH-64 frequency-domain database, AFDI) was only able to identify the high
frequency control derivatives and time delays for the longitudinal and collective controls ‘The longitudinal
cyciic parametiers were obtained from multi-vanable frequency response matching of the 3 Dol longitudinal
dynamics: Q/ 800, 8,/8,0n: W/ Sion: 8x/ Sion, and U/ 8, . The time delay associated with the longitudinal eyclic
was cstimated &5 0.110 5.

The collective stick parameters were obtained irom single-input/ singlc-output transfer function madel fitting
of the collective frequency responses: /8., /6., and a,/8., . Collective stick tine delay, which was taken
as an avcrage from the g, r, and a, rcsponscs, was 0.089s. The average of all time delays is approximately
0,100 s which is the value used by NAE, DLR, and N1L.R.

6.1.5 ldentification Results

‘The identification results are presented in this section in the format of
1. identified denvatives,

2. model cigenvalues,

3. umec history plots companng the model response with the flight data used to genctate the model.

6.1.5.1 1dentificd Derivatives

Stability and control derivative estimates and the vanance of these estimates are listed in ‘Tablc 6.1.8. Since it
is not practical to discuss cach denivative, a brief comparison of the primary derivatives associated with heli-
copter dynamics has been made.

Diagonal terms (X, ¥, Z,. L. Mg, and N,) in the 6 Dol* medels characterising the damping derivatives were
consistently identificd by the members. Contrary to expectations, drag darnping (X)) is well identified despite
the lack of significant spred data due to the shont record length. The effects of time delays used in the iden-
tifization process are evident in the pitch and roll damping terms L, and M Identificd values of 1, and M, arc
reduced when time delays associated with 10tui dynaundcs we vuidiwd flum ihe model situciure. MIDEIC dud
not include the 0.105 time delay used by the other members. The MDIIC values for L, and M are subsc-
quently smaller than those obtained by NAE and DLR which did include the time delay. ‘The yaw damping
derivative, N,, is the least identifiable of the diagonal terme. Valucs from the DLR-1 and DI.R-2 models using
different records for identification vary from —0.607 4/s 10 —0.246 1/s unlike the other diagona) terms which
are consistent between the two models. The verification time histories show good correlation for yaw response
to directional inputs for all of the identificd modcls. However, the yaw resporsc to pitch inputs is poor on all
the models leading 10 the possibility that airmass states associated with interactional actodynamics are necded
to umiquely model the yaw equation.

Dihedral effect (L) and directional stability (N,) show good agreement between the various models. Coupling
denvatives L, and M, arc not easily identified since aircraflt coupling is not strong. Less significant stability
derivatives vary widely as might be expected.

‘Time delays were identified by AEDD during frequency-response identification with the longitudinal and col-
lective sweep data. Results are given in Table 6.1.12 and discussed in more detail in section 6.1.7.2.2.

The identified on-amis contro! derivatives representing control power such as Msion: Laiar Napoa (5€C
Tablc 6.1 11) and Zy,, (see Table 6.1.10) show reasonable agreement.

6.1.5.2 Model Eigenvalues

The AH-64 eigenvalues were calculated fiom each of the identified madsls. For compazison, MDHC addi-
tionally has provided cigenvalue estimates for the phugoid and dutch roli modes. These estimates were arrived
at through visuai inspection of flight data designed to excite the oscillatory modes (these flight test data were
provided to the Working Group):

*  ‘The time history of a AH-64 flying DASE-off at 130 knots crhibited an unstable phugoid response. The
period of oscillation and time to double amplitude liave been estimated resulting in the phugoid cigen-
vaiues.

*  The duitch roll mode was cxcited by a directional pulse. The period and time to half amplitude were
estimated and usec to compute the dutch roll eigenvalues,
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In ‘Table 6.1.11 the time constants, damping ratios and undamped natural 11 cquencics derived from the cigen-
values obtamed from both, the identified rmodcels and the visual inspection are given.

‘The phugoid cigenvalucs of the identified modcls are not consistent and 4o not agree well with the phugoid
mode estimated from flight test data. The speed derivatives Z, and M, diseetly affect the phugoid motion and
are shown in Table 6.1.8 and Table 6.1.9 to vary greatly beiween the models. The 125 record lerzth linuts
the identification of these speed related derivatives and thus the phugoid mode whick has a period of roughty
20 s. The linited data also affects the wentifiability of the spiral mode which is a2 slow, lightly damped mode.

The roll convergence 100ts are close between the models as a result of the fairly consistent roll damping
denvative L. The Dutch roll cigenvalues for most of the identified models agree with cach other and with the
MDIC V}LﬁJCS indicating that thiz motion 18 easily identified from the data. ‘The important latcral stability
dentvatives associated vith Dutchiroll Y, N, and N, arc relatively consistent between the models

6.1.5.3 Comparison of Time Histories

Time history plots of the incasured data and the calculated response of the identificd model were provided by
the WG Members. Although the individual sesults showed some difierences in the model responses and the
agreement with the fight test data, the identifications were in generally considered acceptable in charactenzing
the helicopter response. As representative example, the time histories of the DLR identification from the first
data group (files 1. 3, & and 7) arc given in Figure 6.1.9 through Figure 6.1.12. The model was only driven
with the measured coentrol inpuls. The nonlincar gravity and kinematic force terms were calculated from the
madel response (no pscudo controls were used). Biascs were estimated to compensate for offsets in the meas.
urement of the control and obscrver variables.

‘The comparison of the time histories shows:

1. The agreement of the measured data and the responsc of the identified model is satisfactory

2. The longitudinal motion is mose accurately represented than the lateral-directional motion

3. For the force equations, the fit in the linear accelerations is very good. The differences in the speed com-
ponents show similar tendencies as the results from the data consistency checks. This indicates that these
differences also reflect the inaccusacies in the speed measurements

4. The time history fits of the rates deinonstrate thal the on-axis response of the model ( ¢/8yqn, P16

latr
7/ 804) fOllow the flight test data closer than the ofT-axis response.

6.1.6 Verification

Model venfication is pedformed by comparing identified model response 1o fught test data not used to generate
the model. For the identification the model parameters were modified to obtain the best curve fit. Now, for the
venfication, the model parameters are fixed to the identified values. The model is driven with the measursd
control inputs to calculate the mode] response. For companson, both, the model output and the measured
flight test data are plotted. The agreeinent of both time history plots is a measure of the prediciing capability
of the identified model.

On the whole, all the models identified in the Working Group do a good job of predicting primary axis
responsc. However, larger deviations were secn in the coupled off-axis response. Figure 6 1.13 through
Figure 6.1.17 contain verification plots of the files 2, 4, 6, and 8. The model response was calculated using the
previously described DLR model which was identified from the files 1, 2, 3, and 4. (The differeace between
these two data groups is the control input sign cenversion). Al mode! parainzters {derivetives) wer fixcd and
only bias terms were cstimated to compensate for offsets in the control and observer measurenients. As the
model response is now compared to data not used for the identification, some lasger differences have 1o be
expected The verification tirae history plots confirm the above given conclusions from the identification time
histories:

1. There is satisfactory agreement between the flight test data and the medel prediction.

2. The match for the longitudinal motion variables is signiticantly better than for the vanables of the lateral
directional mouon.

3. The on-axis responses are very close whereay lasger differences arc seen in the off-axis time histories.

4. 'The yaw rate fit is lcss accurate than the roll or pitch rate fit. Even the on-axis respoiise shows some larger
discrepancies. A similat tendency was seen on the BO 105 results. In the Working Gioup Mretings LR
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pointed out that previous work also revealed difficulties in the yaw rate match. In conclusion, the con-
ventionally used yaw motion formulation in 6 Dol’ models seems to be not quite appropnate.

6.1.7 Probtem Arcas
6.1.7.1 Data Quality

The data evaluation is discussed in scction 6.1.3. Although it is difficult 1o assess the degree to which data
problems influznce the identification results, it 1s clear that the AH-64 databasc has somc notable problems.
Some of these data problems include:

short record lengths,

large amplitude response,

noisy translational acccleration measurements,
quantization crrors in Euler angle measurcments, and
passible turbulent flight conditions.

Bt =

Noise in the acccleration measurements and quantization etrors in Euler angles can be minimized or corrected
during the slate cstimation step. Other problems such as the short record length cantot be corrected. The
process noise due 1o gusts in particular has been showen to have detamental effects on output crror identifica-
tion tesuits.

6.1.7.2 Time Delays

Six degree-of-frecdom lincar models cannot account for response lags between the control input and vehicle
acccleration (linear and angular) which occur in the real helicopler as a result of higher-order dynamics (e g
rotors and actuators). Additional higher-order dynamics are further introduced into the flight dats as a resuit
of instrumentation system responsce and filters. In the frequency range of interest for 6 Dok flight mechanies
models (e.g. 0.1 rad/s to 10rad/s). the high-order dynamics can be satisfactorily approximated by including
an effective time delay on cach control input. An accurate estimate of these effective time delays is important
for obtaining physically reasonable values for primary angular damping derivatives of the 6 Doli modcls (i.e.
L, My, N,). Time domain identification iesults for the BO 1G5 obtained by the DI.R (Kaletka et al., 1989,
[6.3.7]) show, for example, that the identified valuc of Ly is icduced by 25 % when the time delays associated
with the rotor and actuators arc ormtted from the model structure. This reduction in the value of damping
derivatives occurs so that the § Dol model can mat-h the extra phase lag associated with the ligher-order
dynamics. Thus, the resulting damping derivatives no longer retain their physical meaning. Clearly, time delays
must be included in the 6 Dol model structure for rotorcraft identification.

6.1.7.2.1 Theoretical Estimate of AH-64 1ime Delays

The control signals for the AH-64 datsbase were measured at the outpr ! of the actuators. ‘This eliminates the
contribution of the control linkages and actuaiors to the higher-order dynamics. The remaining higher-order
dynamics are those associated with the rotor 1csponse and the sensor filters. The measurement system dynamics
(rate gyros, ctc.) are neglected since their bandwidik is usually very large and thus contribute only a very small
cffective time delay. The dynamics of the rotor tip-path-plarc flapping can be approximated by a first-order
response, with a time constant T = 16/(yQl) (Hefley, et al., 1986, [6.1.8]). The cquivalent time dclay for this
fist-order pole has the same value 7 = 16/(yfd). For the AH-64, this equivalent time delay is 0064 s.

Before data recording, tire measerements were filtered by analogue fiiters. For most data channels, filters with
a cutoff frequency of 6 Hz (-3dB baadwilth frequency) were used. However, for the controls, the pilot scat
accelcrometers, and the Fuler rates, filters with a cutoff frequency of 50 Hz were applied. Assuming 2nd-order
Butterworth filters, the time delays associated with the measurement system fil'ers are detennined from a
iransfer-function fit of the filter frequency-response (Tischler, 1987, [6.1.9))

. 6 11z filter: 0.0390 s
* 50 H2 fiter: 0.0046 s.

‘Thus, the cflective time delay duc to the angular response filters is the difference between the outpat sensor
filter delay and the input sensor filter delay: 0.039 s ~ 0.0046 s = 0.0344 5. The estimated total effective delay
for the angular responses i3 the combined delay of the rotor and measurcment system:
006484003445 = 0.0984 3. '[he vertical response to collective will have a significantly smaller time delay
associaled predominantly with the filter effects {0.0344 s).

Leda weatane
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€.1.7.0.2 ldentification of Time Delays

I requency: and time-domain methods were used by WG members Lo identify equivalent time delays for use
in the 6 ot mudels Vrequency-domain metheds are particularly well suited to time delay identification
hecause the time delay causes a lineas increase in phase shift with frequency and thus a lincar effect in the
identification cost fupction Parameters that cause linear changes in the cost funclion are identified with the
highest relative accuracy The AFDD conducted frequency-response identification and transfer-function
madeliing on the longtudinal and collective sweep dsta. Time delays were included in these models. The fol-
Jowing time delays and standard deviations were determined:

®  Lor the longtudinal contrul

Time delay
Tranaler funciion Value Standard deviation
q/dum 0.1108 13%
7] 660 0.105 s 14%
8,/ 8o, 01179 14%
¢ For the collective control
T'ime delay
Transfer function Vahse
Q18 0.132
r]8ey 0.104
8,/ 6oy 0.031

The average delay (or the longitudinal cyclic input responses is 0.111 8. This corresponds well with the previous
estimatc of 0 0976 s The vertical response 1o collective has a time delay of 0.031 8, which camresponds to the
filies deluy of 00335 s, also as expected. Note that the cstimated vanances lor the time deiays (available only
for the longitudinal sweeps) ar= quite smali, indicating a reliable identification resuli. The use of a single time
delay for each coritrol (4 delays 1n total), causes all the responses to a psrticular inpui to have the same effective
time delay. ‘Thus, the effective time delay for application to the longitudinal input should be about 0 111 8.
As scen by the spread in the time delays for cach response variable, this is & good approximation. For collective
mnputs, the angular responses have an average delsy of about 0.118 8. However, the use of a sngle delay for
coltective inputs, will lead to a poor match of the n, response. This problem in the use of the deley approai-
mation was also found in the BO 105 results. The adoption of & high-order model thet includes explicitly the
rotor response, eliminates this problem (Tischicr et al., 1950, [6.1.103; (Fu et al., 1990, (6.1.11]).

Time domain analyses of the equivalent time delays were conducted by DLR, NAY, and MIDHC. Fach
member used time-dotnain cocrelztion between the control (input) and mcasurement (output) signals. Nene
oi these analyses provided conclusive estimates of the time delays. Therefore, the Working Group adopted the
control input delay of 0.1 8 for aubsequent identification siudics, based on the average value obtained from the
AFDD frequency-domain enalysis

6.1.8 Conclusions

The moaels identified by the members using several diflcrent techniques all predict the aircraft response with
reasonablk accuracy and ae therefore useful for such tasks as flight control and flight simulation analysis. The
identification techniques start with flight test data evaluation. Methods ranged from 1.cast Squares identification
of simplc biases and scak: factors to an extended Kalman filler for data reconstruction. Identification of the
madel involved choice of model structure and treatment of gravitational and kinematic force terms with a range
of state esthmation algorithms used from !east Squarcs t¢ Maximum likelihood. Considering the different
aspects of the overall identification process, it ia difficult to assess the impact of any onc procedure on the final
resuits. Ia the end, identification of helicopter models from flight test data can be achicved using a variety of
the techniques shown here with azceptable accuracy.
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Wing
Span 448 m
Main rot "
aln rotor Planform Area 5.75m°
giag\elef ‘1’4-53 m Aspect Ratio « 431
Overall dimensions cLast 0533 m Incidence 6°
Overall Length  17.73m Profile HHO2
Fuselage Lenglh 1497 m Blade Area 156 m’ Horizontal stabilator
Overali Height $23m Solidity (Thrust) 0.092 Span 392 m
Tip Sweep 20° P 2
Twiat —ge° Area 33 m
Shaft Angle 50 Aspect Ratic 486
Profile NACA 0018
Mass and moments of inertia Incidence o°
Mass 6643 kg Olhedral 0
I 6284 kg m’” Tatt rotor
2
/, 9 Vertical tail
Y 52994 kg m2 Diameter 2785m
A 50187 kg m Blades 4 Span 273m
. 4847 kg m? Chord 0.254 m Area 299 m’
Profile NACA 84A410 | Aspect Ratio 2.50
Solidity 0.2258 Profile NACA 4415 root
Twist —8.8° NACA 4446 tip
Incidence o°
Dinedral 0°
Table 6.1.1. List of physical characteristics of the AH-64
Yariables Original
G Quantity Source St'r‘n.;:l.lng
rou uan
P {in Hx)
- Forward/Aft Cyclic Actuator 470
% Lateral Cyclic Aclyator 470
3
E Collective Actuator 941
‘§ Talt Rotor Collective Actuator 470

Table 6.1.2. AH-64 Contro!

Variobies

'
P

My L Ao 8 ) el b s v
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hd H
i 1
Variables Originat I
s .
e Quantt Scurce .:' ::ng :
Ou| uan
P ty {in H2) .
Angle of attack Boom System 941
n
3 Angle of siceslip Boom System 470
B
Airspeed Bouom System 59
= Longitudinal speed Doppler radar 941
2.
=98 Lateral speed Doppler radar 841
-, ]
o Normal spaed HARS 470
g Longitudinal acceleration Accelerometer at CG 470
E g Lateral acceleration Accelerometat at CG 470 ‘
Je
§ Normal acceleratlon Accelerometer at CG 470
g Longitudinal accoleration Accelerometer at pilot's seat 470
R
e g Lateral acceleration Accelerometer at pilot's seat 470
3
g Normsl acceleration Accelerometer at pilot's seat 94t
Roll angle HARS 59
€353
s 25=2 i 3
£ 2z ® Pitch 2ngle HARS 59
Q"
Yaw angle HARS 59
Rol! rate Rate gyro 941 5
Se
gg Pitch rate Rate gyro 941
L
Yaw rate Rate gyto 941
!
Euler roll rate Calculated from roll angle 470 )
5 !
g,é Euler piich rate Calcurates from: pitch angle 841 )
8 ;
< '
Euler yaw rale Calculated from yaw angie 470 ‘.
t
. § Roll accelaration Angular accelsrometer 841 {
; B i
3 v Pitch acceleration Angular arcelerometer 941 }
< !
g Yaw acceleration Angular accelerometer 841 !
\ :¢ Table 6.1.3. AH-64 Response Varlables
. . Data providsd at a untform sampling rate of 100 Hz.
}
{
4
{
i
!
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T P
' Scale factor for AFDD DLR OLR NAE NLR : 1
Symbol Unit Value o Value g Value | value [ Value o !
u 1 - — 10887 | 01495 | t.128 - .
v 1 - - 1.0834 | 0.1704 1.015
. w 1 1.0154 | 0.1465 | 0.962 -
¢ 1 -— 0.9591 | 0.0282 0.981 —
] 1 - — 09486 | 00237 | 0972 - -
¥ 1 —_ — 0.8210 | 0.1851 1.002 —_ - —

* From doublet and pulse files ** From doublet filtes *** From concalenated doublet files

o = Standard deviation ;

Table 6.1.5. AH-64 [dentification Results: Mean values nf scale factors

Blas for AFOD OLR DLR NAE NLR _
- . P . ae .
Symbol Unit !
Y Value o Value a Value | Value g Value g .
8y m/32 2.0228 0.2041 22T 0.1757 2.281 2.2100 0.335 2.1450 | 0.928¢ .
3y m/32 06222 0.1678 | -0.0137 } 0.2263 -0.080 -0.0170 0.163 0.0233 | 0.2077 ;
3, m/s’ | 00866 | 01768 | 0.2043 | 02511 | 0185 | -0.144 | 0202 | 00274 | 02210
- —
P rad/s -0.0021 0.0007 | 00025 } 09012 | -0.0025 | -0.0025 | 0.0014 | 00032 | 0.0018

q rad/s 0.0118 | 0.0011 -0.0109 | 0.0019 -0.011 0.0110 | 0.0017 00111 | 0.0017 H
r rad/s -0.0015 | 0.0017 |} -0.0015 | 0.0033 [ -0.0021 | -0.0013 | 0.0024 | -0.0015 | 0.0028 ,
u mis — - — - - 0.085 1.29 - - i
v mis - — — 0301 | 0.864 — - i

w mis - - -— — - 0.492 1.09 s -
¢ rad - -— — e - 0.0025 | 0.0089 --- —_ :
| e rad - — —- 0.0086 | 0.005 — — !

Y rad - - — — — 0.0003 | 0.0105 — -

From doublet and pulse fi'es  ** From doublet files  *** From concatenzted doublet tilas

Table 6.t.6. AH-64 Identification Results: Mean values of biaves

Quantity | Lorgiudinal control |  Lateral control Tall rotor Coliective control :
Symbol | Unit Flies 12 and 13 Files 15 through 17 Files 18 snd 19 Files 2¢ and 21 :
Value a Value 4 Value g Value o

ax rn/.2 -1.0720 0.1926 -1.1638 0.0657 -1.1900 0.2088 1.2685 0.0008

S 8,

y m/uz ~1.4200 0.0284 1.2680 0.1830 1.1180 0.0361 0.7812 0.0445

L/ m/.’ -0.0600 0.0028 1.0394 0.2300 1.0184 0.0437 -0.2747 0.0808

rad/s | -0.0012 0.0008 -0.0013 0.0011 £0.0120 0.0023 0.0013 0.0019

radis | 0.0244 0.0107 0.0864 0.0028 0.0827 0.0008 -0.001% 0.0002
r red/s | -0.0018 0.0012 -0.0955 0.0010 0.0040 0.0020 -0.0053 0.0020

* From doublet and puise files ** Fram doublei fles *** From concatenated doublst flles

o = Standard deviation

e m——— - A

e e

Table 6.1.7. AH-64: AFDD resuits for mean values of frequency sweep biases
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Figure 6.1.1. AH-64 Apache in flight
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6.2 Case Study 11: BQ' 105'4)

6.2.1 Introduction

BO 105 flight test data, generated particularly for system idertification purposes, were provided to the Working
Group by DLR. In the Working Group the data were used for threc major steps:

1 data consistency analysis,
2 dentification of 6-degrees-of-frecdom models, and
3. venfication of the identified maodels.

‘This case study mamly concentrates on the applied approaches and the obtained results. It alwo gives a short
review ol the flight test< and the daia base. Iere, hawever, more information is provided in section 4

6.2.2 Gemeral Description of BO 105

‘The BO) 105 is designed as a multiple purpose light helicopter. Typical use of the highly manocuvreable twin
engine vehicle are transport, offshore, police, and military raissions. An important design feature is the hingeless
roior system with four fiber-reinforced composite roternlades. There are no additional lead/lag dampers. The
sem:-nigid teetening tail rotor is on the el side of the helicopter, working as a pusher.

Pilot control inputs are augmented by two parallel hydraulic scrvo systems. ‘There i no specific mixing unit,
20 that control inputs are only mixed at the swash platc. The BO 105 is cquipped with two Allison 250 €20
engincs located above the cargo compartment.

IR operates two different BO 105 helicopters. The first one is the standard sefal type: (BO 105-8123) shown
in Figure 6.2.1. Its instrumcntation is designed to mez=t the requirements of two DLR institutes, the Institut
for Flight Mechanics and the Institut for Flight Guidance and Control, both located in Braunschweiyg. This
helicopter was used 10 generate the system-identification flight-test data provided to the Working Group. The
second i2i K heitcapter (B¢ 105-5 1) has bren madified for the use as an in-flight simulator. For this ATTHeS
helicopter (Advanced Technology Testing Helicopter System) a model-following control eystem was developed
at DIR and is presently improved. Here, highly accurate BO 105 mathematical models are required and the
researcii work conducted at D1.R has showr that system identification is the best suited tool to generate such
models (Kaletka ct al, 1989, (6.2.1)).

To give an impression on the helicopter size and basic charactenstics, a three view draw. ig of the 80 105 1s
given in Figure 6.2.2 and sorne more details are provided in Table 6.2.1.

€.2.3 Flight Testing and Data Evajuation
6.2.3.1 General

“The identification of dynamic systems is always based on the evaluation of the relationship Letween the mea-
surements of the eontrol inputs and the resulting system response. Therefore, accurate measurements are an
indispensable prerequisite for a reliable identification. Usually results are obtained from one flight test run.
However, when the 1ime duration cf the test is {00 short or when the system is rather complex, the information
conteai of & singk run can be insufficient. This is ofien the case for the identification of heliccpter as a high
number of unknowns must be determined and the data run leagth is limited due to helizopter instabusties. To
still provide more information for the identification algoritium it is possible to simultaneously evaluate different
test rune and generate one common modcl. This method, known as mudiiple or concaterated run evaluation
has become a conunon approach in rotorcrafl identification. However, it can only be applied when the con-
catenaicd runs have practically the sarne initial flight test conditions and helicopter and instrumentation status.
Therefore, the DLR BO 105 flight test data provided to the AGARID Working Group were generated within
one flight test prograzn. ‘The tests were especially designed for system identification purposes with particular
input signals and carefully controlled initial conditions and conduct of the tests.

The flight test data evaluation with respect o the generation of appropnate data and the analysis of the data
quality can be separated into three major steps.

%) Prndpd Author. J. Kaletka, DLR
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1. on-line data control during the flight tests,

2. first off-line data quality assessment immediately afier each flight,
3. detailed data consistency analysis after the end of the flight test program.

The first 1wo steps were done by DL.R before the data were released 10 the Waorking Ciroup. Then, the more !
thorough analysis was performed by the Working Group. In this chapter, the approaches and obtained results
are presented.

6.2.3.2 On-line data control

During the flight tests the measured signals were sent by telemetry to a ground station. They were plotted in
the form of quick-look plots and, in addition, selected variables were shown on a monitor. The objectives of
the quick-look svaluation were

1. to control the conduct of the flight tests and give recommendations to the pilot,

Main emphasis was placed on the atmospheric conditions, the proper input signal and the aircraft
response. The tests were flown in calm air to avoid gust disturbances. tlere, pilot comments proved to
be very helpful. Based on outside temperature mcasurements on board of the helicopter, the required
pressure altitude was itcratively determined to make sute that all tests were flown at the same air density
level.

The input signals were gencrated by the pilot. Within one test run only ¢ne control was used to cxcite the
on-axis response and to avoid correlation with other controls. After an accurate tim configuration was
reached, the on-linc data cvaluation concentrated oa the shape of the input signal and possible control
coupling. Then, it was checked if the resulting helicopter response nict two majn criteria:

®*  Asthe models to be identified are based on smali perturbation assumptions, the response amplitudes
should not be too large. As a centain guideline: the pitch and roll angles shoult not exceed 25 to 30
degyees.

®  The tatal time length of the test should at 1east be ahout 25 seconds
about the phugoid mode.

2. to detect data errors,

The on-linc quick-lnok helped in detecting major and obvious data eniors like sensor malfunctions, si-nal ‘
saturations, larger sensor dafts, data drop outs, noise disturbances, etc.. But it has to be considered that ,
«nly some selected data channels can be observed oa-line and therefore, a more detaled date analyws after
the flight is necessary. !

3. 1o decide if the tesi is acceplable.

Based on the quick-look evaluation and pilot comments it was decided after cazh test if the test was
acceptable. When it had 1o be repeated. recommendations were given to the pilot. such as inprovement
of tnm, adjustment of control input amplitudes, input signal genceration, etc..

6.2.1.3 First off-line data quality assessinent

D e el o e

Experience in working with measured data has shown that significant ¢itors in the dala can occur although
great efforls were made to generate accurate data. Unfortunately, errors are often enly detected during the
cvaluation phase, when all Night tests are complicted and the instrumentation system has probably already been
modified for other tests. ‘Then, flight tests cannot be repeated and ofien it is difficult or impossible to find the
physical error source and to corvect the data. i

‘To reduce this risk it is necessary o carefully check the data quality immediately after cach test. Theecfore, plots
of all mcasured data from the BO 105 data tape were produced for a detailed visual inspection. Einphasis was
placed on both, data suitabiity for identification and the detection of errors:

e physically meaningful data, 3

With some knowledge of the helicopter response duc 10 a control input moat of the measurements can
casily be checked for

[,
= correct sign, l o
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= realistic magpitude,
—  noisc level.

®  signal saturation and resolution,

In preliminary tests the expected maximum helicopter response for the specific tests was determined.
Based on thesc measurcments, sensors were selected with an appropriaic measunng range. The digitiza-
tion range was fitted to the expected response range. Both actions help to improve the data accuracy ail
resolution. However, they also increase the risk of data saturation due to a higher anpiitude response or
higher noise level as cxpected.

@ data drop outs,

For the BO 105, unfilicred data were recorded. ‘Thercfore, data drop outs are scen as large spikes in time
history plots and can casily be detected. If only a few drop outs accur it is relatively casy to correst the
data by removing the erroncous samples and replace them by interpolated data. 1owever, some inaccu-
racy must be accepted, which is particularly true in data parts with higher dynamic- ‘| he major ‘danger’
of data drop outs occurs when data arc filiered. Then the errors arc no longer obvious and can cause
significant inaccuracics in the data.

¢ daa recording errors,
® any other data irregularitics.

In addition to the visual data check, a first data compatibility analysis was conducted. Using a fast [cast
Squares technique the consistency of the rotational measurements (rates and angular measurements) and the
translational measurewnents (linear accelerations and speed components) was investigated. Scale factors, offscts
and drifts can be determined. This techniques i3 applied routinely in IDI.R flight tests and proved to be a very
efficient approach.

Before the BO 105 flight test data were provided to the Working Group, first data quality checks and com-
patibility analvses were performed by DR to ensure that the data did not contain significant deficiencies

6.2.3.4 BO 105 Data Basc provided to the Working Group

From all flight tests, 52 runs were sclected by DLR and provided to the Working Group Members. ‘They are
listed in Table 6.2.2. Flight test data obtained from three different input signals were previded:

1. amodified multi-step 3211 input signal with a total time length of 7 seconds,

2. afrequency sweep from about 0.08 Hz up to the highest frequency the pilot could generate. Time length
of the sweep was about 50 scconds followed by the retrim to the initial steady state: condition (important
for freque ncy domain evaluation).

Y. adoublct with a total time length of 2 second.

Fiight data with the input signal starting in opposite dircclion were generated for the 3211 and doublets. Tor
redundincy reasons, onc or two repeats of each test were provided (sec Table 6.2.2). Within a run, only ons
control was used to excite the on-axia response. For the flights with 3211 and double: inputs the controls were
held constant after the end of the input for at least 20 seconds. Because of the long time duration of the fre-
quency sweeps, these tests required stabilization by the piot to keep the nircraft response within the hmits of
small perturbaiion assumptions for linear mathematical modcls. To help the puot gencrate the inputs, 2 CRT
was used that showed both, thie desired input and the actual control snovement (Figure 6.2.3). For the sweeps,

the CRT showed the lowest frequency as a “starting” i e!p. Then, the pilot progressively increased the frequency
on his own.

The measured vasiebles provided to the Working Group are given in Tal'e 6.2.3 and ‘I #ble 6.24. As a rcp-
resentative exemple from the data base, Figure 6.2.4 gives the -oll and pilch rate responses due to the three
input signels in the sam- scales. It shows that the input ampli. .des were adjusted to gencrate similar helicopter
on-axis response magnitudes. §t also demonstrates the highly coupled B0 105 charactznstic: the (coupled) roll
rate response due 16 a iongitudinal atick input iy as “igh a« the prithary pitch rate response. More lime histories
of the measwements will be gven lates in this chapter when identification results are discussed.
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6.2.3.5 Detailed data consistency analysis in the Working Group

Based on the initial data check results from the 52 data files, DILLR suggested a mininum data sct of four runs
with 3211 input signals to be used for the identification and another set of 4 data runs with doublet control
inputs to be applizd for the verfication of the identified models. Each of these data groups included one run
for each control. This proposal was made to reduce the amount of work for each Member and to make results
comparable. For the AFDD frequency domain technique the sweep inputs were used for identification.

All Members used the same principle approach to check the data quality. It is based on the companson of
redundant measurcment: rates and angular measurernents are physically related by the equations

® = p +sinPtan® g +cosPtanG r

e} = cosPgq ~sin® r (6.2.1)
. sin P cos @
vo= cos O t e

‘T'he relationship betweer linear accelerations and speed components is given by:

/

[ a, —-5in® —wq+vr
v = 8, +g| sinY cosO + —ur+4+wp (6.2.2)
w a, cos © cos © —vpH+ug

In these nonlineas equations, linear accelerations and rates are taken from measured data and vsed as ‘control’
inputs. The integration then yields calculated angles and speed components that can be compased to the
measured oncs. When differences are seen, a more detailed analysis is needed to isolate the error sources. In
general it is tried to estimate scale factors or zero offsets (biases) for the measurcd data. Depending on the
applicd method, the estimation proredure is diffcrent in its power and complexity. When the technique does
noi sliow the ntegration of nonlincar aystoms, all varizbles on the right hand side are taken from measure-
ments. Then, all terms are known and the equation system can easily be intcgraied. When nonlinear systems
can be handled, there is morc flexibility with respect to the use of the attitude angles and speed components:
each of these variables can either be treated as a known measured control or as a state variable obtained from
the actual integration. This possibility is very useful to isolate erroneous data channels. However, independent
from the applied method, some general statenients can be made from the BO 105 data evaluation:

1. Due to parameter cormrelations it is not possible to estimate all scale factors and biases for all measure-
ments. Based on the assumption that rate gyros and linear acceleromete:s are the more reliable sensors,
the usual approach therefore is to estimate:

e scale factors for attitude angles and speed components,
e and/or biases for rates and linear accelerations.

2 ‘T'he error estimation for the angular motion equations causes no major problems.

3. ‘The determination of errors for the translational motion equations is more difficuit because of some
unique problcms:

*  the equations are coupled with the rotational equations by the gravity terms. As they have a signii-
icant effect, errors in the attitude data also highly influence the comparison of the speed data.

¢ the lincar acceleration measurements have a high noise level duc to vibrations. Helicopters, and in
particular rigid rotor helicopters like the BO 10S, generate only small accelerations in the long-
tudinal and lateral body-fixed axcs as the acceleration components due to a speed change are prac-
tically compensated by the gravity componenis. The fact that, on the one side. scnsors must have a
high measuring range due to the noise level whereas, on ths other side, the signal to noisc ratio is
small (about 0.1 for the BO 105) reduces the high mcasuremen? and resolution quality of the linear
acceleration data. This is particularly the case for the longitudinal and lateral accelerations.

*  measurement of aircraft speed compunents s still a major probl - and the vbtained accuracies are
significantly lower than those cf the angular or linear acceloration data. This is alsc true for the
hclicopter air data system, which is installed on the BO 105. For the considered flight condition of
about 80 knots it cannot improve the data quality in comparison to other date sources like nose-
boom mnicd vanes and pressure sentors.
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In the Working Group, AFDD, CERT, DLR, NAL, and NLR peformed data consistency checks for the
BO 105 data. In the following, the individual approaches are characterized.

AFDD

Extensive work on dala consistency for all provided BO 105 data runs was done by AFDD. First results,
presented in Kaletka et al., 1989, [6.2.2], were obtained from the separate evaluation of each individual run.
A more detailed study, including concatenated evaluations, is given by Fletcher, 1990, [6.2.3). The Kalman
Filter Smoother program SMACK (Smoothing for Air Craft Kifiematics) developed at the Ames Research
Cente - was employed. The algorithm 15 based on a vanational solution of a six degrees of freedom lineas state
and non-linear measurement model and employs a forward smoother and zero-phase-shift backward informa-
tion filter. The solution i¢ itcrative, providing improved state and measurement estimates until a minimum
squared-error is achieved. Lincarization is about a smoothed trajectory and convergence is quadratic (Bach,
1984, [6.2.4]).

Consistency checks were performed in two steps:

1. a prehminary three degrees of freedom check including only the Euler angle and body angular rate meas-
urernents,

2. aiinal six degrees of freedom check including the angular variable measurements and ihe air-data and
linear specific force measurements.

‘This approach allowed initial estimation of the angular-variable error parameters to be performed unbiased by
the noisier air-data and specific-force measurements. The values estimated in the angular solution and their
vaniances were then used as start-up values in the final overall solution, This two-step procedurc resulted in
a final solution with smaller parameter Cramer-Rao bounds and quicker convergence than a one-siep coupled
solution. The obtained results are included in Table 6.2.5 and Table 6.2.6.

CERT

CERT has used an output error minimization technique to sstimate scale factors, biases and initial conditions.
From the obtained results it was concluded, thai the measuremeat errors were not so significant to justify use
of reconstructed data.

DLR

The airdata measurement problem has already been addressed. In the flight tests the mcasured lateral speed
was aboutl 4 m/sec and the vertical speed about -5 mysec. It was felt that these values were not realistic and
contained offsets. Therefore, for each run, the initial vertical trim speed was calculated from steady state honi-
zontal flight using forward specd and pitch angle (this approach was also used by NAE). The lateral speed
could not be determined from other measurements. As the pilots were asked to minimize the sideslip during
tnm, the initial lateral speed was assumed to be zero.

For the state estimation, DR used the Maximum Likelihood program that is also applied for system iden-
tification. The nonlinear kinematic equations were integrated, where the measured rates and linear accclerations
were treated as ‘inputs” and all other variables were used as states. Calculated attitude angles, heading, and
speed components were obtained. Comparing the derived time histories with the measured data two groups
of unknowns were estimated:

®  scale factors for the speed components, attitude anglcs and heading,
¢ liases (offsets) for the rates and lit:car accelerationa.

Both, single and concatenated files were evaluated. The final results, obtained from all files as well ag from the
suggested @es are given in Table 6.2.5 and Table 6.2.6.

NAE

Consistency checks were performed on all data files. The same method as already described in the AH 64 case
study was used (scction 6.1). Angular data were found to be of good quality and they were then uvaed without
any changss for the identification. Speed data, however, were felt 1o be not acceptable and therefore, for sl
three speed components, reconstructed data were generated.
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NiLR

‘The BO 105 data were originally provided with a sampling rate of 100 1iz. This sampling ratc was reduced to
25 Hz. No filter was used for the data reduction. Then NLR applied an output error technique, which uses the
nonlinear kinematic equations to estimate measurement biases. Various data runs were evaluated. The obtainsd
results for the biases were comparable with the biases obtaired from the combination of the four data runs that
were suggested for identification. Visual inspection of the reconstructed time histories with the mcasured ones
confirmed that the quality of the mcasured data is satisfactory and no significani emrors were detected. The
messured Linear accelerations and raves were corrected by the identificd biases und the reconstructed speed
components were generated ror the use in the identification.

The estimated bias terms for the linear accelerations and rates obtained from the data consistency checks of the
four combined runs are given in Table 6.2.6.

6.2.3.6 Discussion of results

In the following, results obtained from the data consistency analysis are illustrated by representative piots and
the estimated scale factors and biases are summarized in the form of tables.

In Figure 6.2.5 and Figure 6.2.6 measurements from two flight tests are shown. Modified 3211 input signals
were used for the longitudinal stick (in the first run) and for the pedal (in the second run). Figure 6.2.5 com-
pares the measured speed components, attitude angles and heading to reconstructed data. All scaie factors were
assumed to be one. It is clearly scen that angular vaniables arc in good agreement, whereas the speed compo-
nents show larger differences. In particular, in the lateral speed data two deficiencies are obvious:

1. In the first run there are two sections with “data drop outs’ wnere the sensor was affected by the rotor
downwash when the helicopter is in climb and
2. ascale factor error, which is best seen during the time of the pedal input.

The longitudinal and vertical speed data show some smaller differences. In a second data consistency evalu-
ation, scale factors were cstimated. The factors for the anguias Jata stayed at about once. For the speed com-
ponents, however, scale factors of about 0.9 for the both, the longitudinal and verticai speai, and 0.7 o7 the
iateral speed were identified. {Definition: Measurement = Scale factor * Reconstructed Data). Figure 6.2.6
compares the obtained reconstructed data with scale factor corrections and the measurements.

Vable 6.2.5 and lable 6.2.6 summarize the results obtained from the data consistency analysis conducted be
AFDD, DLR, and NLR. Two differcnt cases must be distinguished:

1. When all data runs were evaluated scparately, the mean values and the so calied ‘practical’ standard
deviations were calculated frotn all individual resuits.

2. When only the suggested four data runs were considered, they were concatenated so that one single resuli
was oblained. Then, the standard deviation given in the table corresponds to the Cramer-Rao lower
bound.

Scale factors and their standard deviations are given in Table 6.2.5. or the angular measurements they are
close to one and indicated a high data consistency between the measurements of the rates and angles. Ve scale
factors for the forward and vertical speed data are about 0.9 and may be acceptable. But for the lateral speed
companent there are larger deviations fiom onc and a higher standard deviation. This result is in agrecment
with the visual inspection of Figure 6.2.5 and Figure 6.2.6.

Table 6.2.6 gives the identificd biases for the lincar accelerations and rates. The small values confirm the reli-
ability of the measurements.

When deficicncies in measured data are detected, the analyst has to decide how to usc this information. I the
case of the BO 105 speed :neasurements, the choice could be made to either usc the measured or the recon-
structed data. On the cne hand, the measured data can aill provide usclul specd information although they
may not be fully compaiible with the other measurcd signals (e.g. linear aceelerations}. On the other hand,
compatible reconstructed data can be gencrated. However, they are derived from the linear acceletometer and
vertical gyro signals and therefore transfer errors from these instruments in%o the calculated speed data.

Both approaches have their advantages and disadvantage. Consequently, different decisinns were also made by
the Working Gronp Members. CERT, DLR, and University of Glazgow used the measured data, whereas
AFDD, NAE, and NLR replaced the measarcments by reconstructed speed data.

PR




6.2.4 BQO 105 Identitication

Based on the results from the data consistency analysis of all data files provided to the Working Gioup, DI.R
selected eight flaght tests for a more detailed evaluzation. Working Group Members then concentrated on this
smaller common data base to make the obtained identification results better comparable. The cight files were
divided into two different data scts with four files each:

one run with a lengitudinal stick control input,
one run with a lateral stick control input,

one run with a pedal control input,

one run with a collective control input.

Raliadis Rl

For the first data sct, flight tests with 3211 control inputs were selected to be used for the identification. "1'he
second data set with doublet control inputs was suggested for the verification of the obtaincd identified models.
For the “identification data runs’ it was proposcd to usc the first 27 scconds of each data run.

Identification results obtained from the suggested data runs with 3211 inputs were provided by CERT, DIL.R,
NAFE/University of Toronto, Glasgow Univeesity, and NILR. ATFDID provided results obtained the flight tests
with frequency sweep control inputs Ir this scetion, the identification approaches arc charactenzed. Then, the
identification results are summarized in the format of tables of denvatives and cigenvalues. Representative time
histories and frequency responses are presented for the comparison of measured data and the responsc of the
identified models.

6.2.4.1 Identificution approaches

All Working Group Members used a coupled six degrees of freedom rigid body model as derived in sectioa 5.5
for the identification. Main differences in the model structures are: the trcatment of the nonlincar kinematic
and gravity terms, the number of derivatives to be identified, and the determination of equivalent time delays.
In the following, these subjects are discussed in more detail:

1. Nonlnear kinematic and gravity terms,

fndiuding nonjinear terms in the state equaticns requires that the actual model states are used in the
nonlinear terms, like the state variable € in the gravity term g - sin ©. Consequently, an identification
method is needed that can handle nonlinear state equations in both, the estimation of the unknown
paramcters and the calculaiion of the model responses. Such a ‘nonlinear method” was only applied by
DLUR. As most computer cades for system identification are written for lincar systems, nonlinear terins
have also to be linearized or, as a compromise, so called ‘forcing functions’ arc used. Here, the vasiables
in the nonfinear expressions are taken from the measured data, c.g. the measured © in g - sin @. ‘Then
the rionlinear terms can be calculated and are treated like known control inputs (pscudo controls) in the
integration of the state equations. This fourcing function” approach was applied by NAL. All other
Working Group Membets used fully linearized medels.

2. Number of derivatives to be identified,

The definition of an appropriate model structure still is one of the basic and essential preblems in system
identification. It is present standard ir: votorcraft identification to work with linear coupled six degrees of
frcedcm rigld body modecls. They have proved to be suitable for various applications. 'I'he more ditTicult
probiem is to decide which paramezters in the state equations can be identificd or can be neglected or set
to a fixed value. The determination of too many unknowns can lead to severe convergence problems in
the identification and to high conelations between the individual parameters, causing inaccuractes and
lasge variances in the estimates. When, on the other side, the number of unknowns is reduced and sig-
nificant parameters are neglected, the model can no longer adequately describe the helicopter dynamics
There is not yet an unique sofution to this model structure prablem and consequently, the models used
for the BRC 105 identification in the Working Group ranged from madels with almost ali parameters
included to highly reduced models. From totally 60 possible derivatives, MAE identificd 58 paramcters,
whereas in the model of the Glasgow University the number of unknowns was reduced to 30 parameters.
In such reduced models, the denvatives that are neglected and not identificd are usually sct equal 10 2¢r0
or, alternatively, they are fixed at values obtained frm simufation or wind tunrnel results. In the WG,
neglected paramneters were assumed to be zero.

3. Determination of equivalent time delays.

Six degrees of freedom rigid body models show an immediate on-axis (linear and rotational) acceleration
response due 10 control inputs. The helicopter response however is delayed ainly due te the dynamics
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) of the rotor and the hydraulic actuators. Ta approximate their cffects, cquivalent time delays for the : ;
, controls arc usually used. ‘This approach has proved (o be suitable and can be considered as a reasonable i
i compromise to extending the model order by additional degrees of freedom.

FFor the cvaluation of the BO 105 data base, significantly different identification techniques were applied. T'ime.
and frequency-domain approaches as well as Teast Squares and Maximum Likelihood identification criteria
were used.

In the following, the individual identification approaches are characterized.

1. Time-domain identification techniques

e CERT i

CERT applicd a Maximum 1.ikclihood output error technique for the identification of linear models.
The proposed four BO 105 data files were concatenated and cvaluated without further modifica-
tions. [he measurement vector (variables to be fitted by the model response) included 11 vanables: K
linear accelerations, spced components, rates, attitude and roll angles. The structure of the liacar :
model was reduced to 35 denvatives te be identified. 1

. DLR ;
¥

As a furst step, equivalemt time delays between the control inputs and the on-aiis acceleration :
responses were determined by a cross-correlation technique. The measured control time histongs i

vere then shifted by these time delays. For the identificatior., a Maximum Likelihood method was
used that allows the estimation of nonlinear models. Thercfore, the kinematic and gravity terms in
the state equations were kept nonlinear and calculated from the madel response data. The other
terms were linear. Based on first identification resuolis, the significant and identifiable denvatives were
determined by evaluating the inverse of the information matrix which gives the standard deviations .
(Cramer-Rao lower bounds) and the comrelation tetween individual parameters. In the final model 4
structure, 38 derivatives were identified. ?

For the identification, the measured data were used without modifications except for the jatcial and
vertical speed. For the honzontal flight trim condition, the lateral specd was nbout 4 m/sec and the
vertical speed about -6 m/sec. These values were felt to be unrealistic and therefore, the lateral speed
measurements were corrected to a zero value in trim. The ‘true” steady state for the vertical specd
was reconstructed from forward speed and attitude angle measurements. Such corrections in the
initial conditions are necessary for nonlincar models as they use total amplitude values, whereas for
lincar systems, the steady state is wsually subtracted from the measurements se that the data repre-
sent only the deviations from tom.

L

The measurement vector included 14 variables: linear acceclerations, specd compunents, rates, atti-
tude and roll angles, and rotational accelerations. A concatenated run evaluaticn was uscd, however
for each individual run the initial conditions were fixed at the mean value of the first data points,
and offsets in the controls and most of the measurcmcent vanables were identified in form of hias
terms.

* NAE

, ’ Based on the results from the data consistency cvaluation, the measured speed data were felt 2o be '

. inadequate to be used in the identification. Therefore, NAE concentrated on the reconstruction of

' more reliable speed variables. First, the initial tim conditions for the lateral and vertical speed were
: determined fromn forward speed, roll and pitch angles. Then the time histozies obtained from the
consistency analysis were used in the measurement vector and for the calculation of the forcing
functions. A Maximum Likelihood identification method for linear sysiems was applied. However,
the gravily and kinematic terms in the state equations were kept uonlinear. They weie calculated
using the measured angles and rates as well as the reconstructed speed components and considered
as additionally geterated timne histories and treated like control variables in the control vector
('pseudo controls’). ,

—

Liquivalent tune delay values, suggested by DLR, were used to time-shift the measured control var-
iables before the identification was started. The measurement vector included 9 variabics: lincar
aceelerations, reconstructed speed components, end rates. A concatenated run evaluation was
4 applied 10 identify an almost full set of 58 derivatives, where only N, and X, were neglected.
Offsets in the cor:tro's and measurements were taken into account by estimating bias terms for each
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individual manncuvre. Theses biases were used for the force and moment state cquations as well as
for the speed and linear accelcration measurcmeni equations.

NLR

NIR was the only Working Group Member who applied an cqnation crror method or regression
analysic. In this technique, each state cquaiion is treated separately and indcpendently. All state and
control vanables in the considered cquation are taken from the mcasured data and the unkrown
paramcters are determined by fitting the linear and rotational accclerations by a Least Squares cni-
ternon. As in principal all terme in the state equations are treated as pscudo controls, it is esscntial
to work with highly accurate data Therefore, NLR first concentrated on a data reliability analysis
although the ‘standard” quite complex NIL.R approach for flight path rcconstiuction could not fully
be applied a3 some additionally required measurements were not available.

In the identification slep, equivalent time delays for the controls were used and then concatenated
manocuvres were cvaluated to identify a model with 36 unknown parameters.

Frequency-domain ideatification techniques

AYDD

As the data consisten.y analysis revealed a low quality of the airspced measurements, AFDI1) decided
Lo ysc reconstructed speed data for the identification. A key step in the AFIDD frequency-domain
identification approach is the extraction of high-quality frequency responses between cach
input/output pair. AFDI) experience has shown that flight test data obtaned from frequency sweep
control inputs are better suited for this approach than multi-step inputs. Consequently, it was con-
centrated on the cvaluation of the BO 105 flight test data obtained from frequency sweep inputs.
These manocuvres could not be flown using only a single control but some activity in the other
controls was required 1o keep the aircraft response within small periurbation assumptions. § hercfore,
conditioned frequency responses were determined. Making use of the redundant flight tcsts, the fre-
quency-sweep manocuvres were concatenated 10 increase the reliability of the frequency responses.
‘I hen, the unknown model parameters of a lincar six degrees of freedom state space model and the
cquivalent time delays were identified by minimising the weighted 1.east-Squares crror between
measured and model frequency responscs. The weighting was based on the values of the associated
coherences at each frequency point.

A total of 26 frequency responses, with 19 frequencics in each, were matched in the identification
process (Table 6.2.7). The frequency range of fit was selected individually for each response corre-
sponding to its range of good partial coherence. However, the upper frequency was limited to a
maximum of 13 1ad/s since a 6 Dof model is not capable of matching leadjlag and body/rotoe
flapping dynamics. Without this restriction, physically meaningless derivatives can be obtained. A
detailed mode] structure analysis was conducted based on parameter insensitivities, Cramer-Rao
bounds, and cost function changes. The final model included 51 identified parameters (47 derivatives
and 4 cquivalent time delays).

Glasgow University

Glasgow University applied a frequency-domain identification technique, where the time-domain
state space modzl and the measurement equations

x(N=Ax(f)+Bu(l)
yi)=Cx(t) + Du(t)

are transferred to the frequency-domain forrnat

fa - x(w) = A x(w) + B ow)
y(w) = C x(u) + D u{w)

where x(¢/), u(w), and y(w) arc the Fovrier transformed vanables. The control vector u(w) and the
snatrices B and & were modificd to compensate for non-periodic states (Fu ct al., 1983, [6.2.51).

‘The unknown parameters i the matrices A, B, C, and D are then estimated in the requency domain,
using & Maximum likelithood coterion. For the BO 105 identification, the DLR suggested file. with
modified 3211 contro! inputs were used as concatenated manoeuvres. The measurement vector
included the Fourier transforms of 11 measured vanables. lincar accelerations, speed components,
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rates, and attitude and roll angles. 30 derivaiives and 4 equivalent time delays were identified. (In
frequency-domain approaches it i3 not necessary 1o estimate bias terms).

6.2.4.2 Ideatification results

In this section, BO 103 identification results provided by the Working Group Members are presented and
discussed in detail. Tables of the derivatives and eigenvalues of the identificd models are given and sepresent-
ative plots of time historics and frequency responses are presented for the comparison of measured data and
model responses.

Table 6.7.8 to Table 62.11 list the derivative valucs ideatified in the Werking Group by AFDD, CERT,
DLR, Glasgow University, NAE, and NLR. I'rom the tables the detailed modcl structures can also be seen.
In addition to the stability and control derivatives the associated standard deviations are given. Thesc are the
values provided by the identification techriques (Cramer-Rao lower bounds). They represent the theorctically
lowest achicvable standard deviation. It is weil known that for practical use these values are usually too small.
Thercfore it 18 often recommended to multiply them by a factor of 5 to 10 to make the standard deviations
physically more realistic. Depending on the identification approach, the standard deviations were defined
slightly differently. Thercfore this information is not intended for comparisons between the results from dif-
ferent Members but more as a help to relate the significance of parameters within one sct of results to cach
other.

There: arc quiic large differences between the identification results. Even for significant parameters, like the
diagonal terms of the state matrix, which are related to system damping, some major differences are seen. X,
is between —0.05/s and ~0.06/s for time-domain results, but —0 03/s to —004/s for the frequency-domain
methods. Larger Y, values in the AFFDD and NAF results reflect the lateral speed measurement prablem. These
two Working Group Members used reconstructed data instead of the measurements. In the data consistency
analysis, a scale factor of about 0.7 was determined between the reconstructed and measured lateral speed.
Consequently, this factor is also seen in the identified ¥,. The heave damping Z,, shows rcasonable agreement.

The identification of the pitch and roll damping L, and M, is a major problem for the BO' 105. The obtaincd
values highly depend on

¢ the cquivalent time delays.
e the bandwidth of the flight test data, and
®  the high conelation with the control derivatives.

‘These dependencics have different influences in the individua! estimation techiques, which explains the large
vanations within the Working Group results. The yaw damping N, is in reasonable agreement. From the main
(on-axis) control derivatives, Z,, ,, and Ny, agree fairly well. In the roll and pitch moment control derivatives
L 512 and My, the larger differences are caused by the high correlation of thesc terms with L, and M, and the
associated problenis as discussed above. The coupled off-axis derivatives are not discussed in detail. 11 is seen
that there are also some large differeaces. However, it should be noted that several of these tenms also show
larger standard deviations indicating less parameter significancs.

The cquivalent time delays used for the controls are listed in T'able 6.2.12. These time elays approximate the
effects of rotor and hydraulic dynamics. How important it is to include accurate equivalent time delays in six
degrees of freedom models is demonstrated by Figure 6.2.7. For two major derivatives, the roll damping L,
and the roll control derivative duc to lateral stick L, the figure shows the high sensitivity of the identification
results to time dclays. It is obvious that special care must be taken to accurately determine equivalent time
delay values. In the Working {froup DLR extracted time delays by a cross-comrelation of the acceleration
responses from the mcasurements and the model response. The obtained values were aiso nsed by NLLR and
NAE. The frequency-domain method used by AFDD and University of Glasgow allow the direct estimation
of equivalent time delays together with the unknown derivatives.

‘The eigenvalues of the identified models are given in Table 6.2.13. A compezizon show. that the phugoid and
dutch roll modes are in good agreement with slightly higher damping in the AFDI? model. The increased
Dutch roll damping for the AFDD resaits is consistent with the differences in the frequency -response results
for the sweep compared to the 3211 inputs (sce section 5.2.3). The values for the lower frequency aperiodic
pitch mode agree satisfactorily, and all Working Group Members identified the spiral mode to be close to the
ongin. Major differences, however, are seen in the roll and higher irequency pitch mades. They reflect the dif-
ferent valuez of the roll and pitch damping denivatives.

The companson of the denvative and eigenvalue results shows that the values obtained by AIFDD, DLR, and
NAE (and probably Univeraity of Glasgow) are relatively ciase to each other.
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As representative example Tigure 6.2.8 through Figure 6.2.12 show a full sct of time-history plots for the
comparison of flight test measurcments and the response of the DILR identificd modet for all four data runs
used for the identification. It demonstrates that a good agreement was obtained for all vanables. From the time
histories provided by CERT, University of Glasgow, and NAE the pitch and roll rate responses for the flight
tests with longitudinal or lateral stick contcol inputs are presented in Figure 6.2 13 and Figure 6.2.14. Some
representative results obtained from the AFDD frequency-domain method are given in the format of frequency
response fits in Figure 6.2.15 and Figure 6.2.16.

6.2.5 Verification of the Identificd Moddls

‘The verfication of the identified modcls is a key step in the identification process that assesses the predictive
quality of the cxtracted model. Flight data not used in the identification are selected to ensure that the model
i3 not tuned to specific data records or input forms. In the Working Group, identification results were gencrated
from flight tests with multistep 3211 or frequency-sweep control inputs. Therefore, doublet inputs for cach
control were used for model verification and comparison.

All Mcmbers applied a very milar approach to calculate the responses of the dentified models: All model
coefficients were fixed and only biases were estimated to account for control and measurement offsets. In all
cases, the model was orly dnven with the measured control vanables and no pscudo controls were used. As
DLR and NAE worked with a noniincar model in the identification, the same model was also used for the
venfication {nonfinear terms were calculated from model states).

Corresponding to the presentation of time-history fits in the previous section on identification results,
Figure 6.2.17 through Figure 6.2.21 compare the time history responsc predictions of the DLR identified
model for all observation vanables and for all four doublet control inputs. From the venfication results pro-
vided by AFDD, CERT, Glasgow Univeisity, NAE, and NLR the pitch and roll rate responses duz to longi-
tudinal and lateral stick inputs are given in Figure 6.2.22 thiough Figure 6.2.24 (for completeness, the DLR
result is repeated in the same format). From the complete set of results in Figure 6.2.17 through I'igure 6.2.2i
it 1s secn that the predictive capability of the identified model is very good in both the on- and off-axis response,

in the speed data, and here in particular in the later i speed, are dus to measurement problems. Although there
are also some smaller differences in the other variables, the overall agreement is very satisfactory.

A first comparnison of the venfication plots in Figure 6.2.22 through Figure 6.2.24 demonstrates that basically
all model responses inatch the measured data fairly well. The lower frequency modes (phugoid and pitch) are
in gcod agrecment for all models. A closer comparison reveals some larger differences for the time history
scctions where the doublet control inputs were given. Some models arc more damped or the coupling between
the pitch and roll motion is less accurate. The fact, however, that none of the models can fully reach the
maximum peak amplitudes of the rates dernonstrates that six degrees of freedorm models cannot describe this
higher frequency range completely. It is obvicus that a further improvement of the model prediction can only
be reached when the model order is extended by additional degrees of freedom, like rotor or inflow dynamics.

6.2.6 Discussion of Results

In the list of denvatives (Table 6.2.8 to Table 6.2.11) and eigenvalues (Table 6.2.13) it was seen that the
identified values varied significantly. A decision for the more suitable modzl can only be made on the basis of
a comparison between the model responses and the flight test data for both, the identification and the verifi-
cation plots. Therefore, a more detailed evaluation was conducted. It also included all frequency-response and
time-history fits, which, for space reasons, cannot all be given within this Report. It was concluded that the
modeis obtained by AFDD, DIL.R, NAE, and, with some more deviations, the model from the Uni'ersity of
Glasgow showed the more satisfuctory overall agrecment with the measurements.

The importance of accurate equivelent time delays has aiready been addressed. The identified values provided
by AFDD and DLR (Table 6.2.12) are in good agreement, ercept for the value for the collective control,
where larger differcnces arc scen. The DLR time-domain approach for extracting time delays is based on
evaluating the cross-correlation of the un-asis (linear or angular) accelerations. The frequency-domain method
scarches for a tinie delay in conjunction with the other model parameters that will produce the best match of
all of the responses. The use of a single time delay for each input imposcs the assumption that all input/output
response pairs have the same high-frequency zeros, and thus the same high-frequency phase shift. This cogre-
sponds to modelling the rotor response as an actuator. When this assumpltion is valid, the two meth is should
produce essentially the same time delays, as they do for the latersl, longitudinal, and pedal inputs. However,
this assumption is not acceptable for the collective inputs. Further frequency-domain analyses indicated an
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effective time delay of about 93 ms for lincar respenses (u, w, 8,) 1o collective, but a much larger effective time
delay of about 255 ms for angular responses (p, g). The time-domain method reflects the vertical acceleration
defay, while the frequency-demain result reflects an average defay. Tn conclusion, it can be stated that for the
callective control a single time delay value is only a poor compromise in characterizing all of the responses.
Howcver, a better approach either requires the ase of different time delays for each control and each response
axis or a higher-order dynamic model is nceded.

As a further help for the cvaluations of the results, three additional sets of identified derivatives were conaderad.
‘They were nat praduced within the Warking Group but they were obtzined from the same BO 105 data basc.
These models were extracted by DLR (frequency-domain technique, similar to the University of Glasgow
approach; Fu et al, 1983, [6.2.5}), by Sianford University, USA (a newly developed identification algorithm
based on smoathing; 1dan, 1990, [6.2.6}), and by Technische Hochschule Darmstadt, Germany (eguation crror
technique; Gerlach, 1991, {6.2.7]). Both, the DIR frequency-domain results and the tesults from Stanford
University arc in good agreement with the AFDD, DLR, and NAE identificd deivatives and cigenvalues and
confirm the reliability of the models. All these results have in common, that they were obtained by quite
complex identification methods although the individual approaches are very different. Another link between
AEDD, DLR, and NAL is their high involvement in rotorcrafl system identification since a long time. 1t is
well known and accepted that system identification still is a 1clatively difficult task and that a successful appli-
cation requires the analyst’s skill and expeticnce. ‘The previously gaited expericnce in these organisatious has
also certainly been helplul for the BO 105 identification.

‘The results from the Technische Iochschule Parmstadt are in a very good agreement with the NI R identified
vaiues. Roth approaches are based on less complicated cquation error techniques. ln comparison with the more
camplex iterative. methods such techniques are computationally very efficient with respect to computing time
and storage requirements. From the obtained results it can be stated that cquation error methods are appro-
priate for the rotorcraft identification when models of lower accuracy ¢an be accepted. Such models ase cer-
tainly uscful for various applications, which may not justify the significantly higher efforts and costs for the
extraction of more accurate models by more sophisticated methods.

Tu give an unpiession of what systom identification can do in compirison 10 a computational simulation. the
measured 3211 control iuputs for the longitudinal and lateral stick were used in the I .R simulation program
SIMI! (von Griinhagen, 1988, [6.2.8]). The obtained rate responses are compared to the measured time his-
tories in Figure 6.2.25. In the figure, the same data section is given for ihc companson of the identified (DLR)
model response and the measurcments.

6.2.7 Conclusions

BO 105 flight test data specifically generated for system identification purposes were provided 1o the Working
Group. Flight test trim condition was horizontal flight at 80 knots forward speed.

Resulis obtamned from data consistency analysis, identification, and verification were provided by AFDD,
CERT, DI R, University of Glasgow, NAF, and NLR. The identification approaches included frequency- and
time-domain techniques with identification criteria ranging from 1cast-Squares equation crror to Maximum
1.ikelihcod output error. Data consisteney results proved that the neasurement quality was appropnate for
systemn identification. Typical for all aircrafl and particularly for helicopters, some inconsistencics were scen in
the speed data. Therefore, some Members decided to work with reconstructed spred data instead of the meas-
urernents,

Six-degrees-of-ficedom derivative models were identified. ‘The comparison of the vbtained identification results
showed quite large differences in both, the identified derivatives and the eigenvalues. This is also true for sig-
nificant derivatives like the diagonal terms in the state matrix associated to system damping. A more detailed
evaluation of all identification and verification results showed that the more complex identification methods,
like Maximum Likelihood and lirequency-Response Matching Techniques, gave similar results and provided
a good time history agreement with the measurements. Still remaining deficiencies were scen for the higher
frequency dynamics. Here, it is evident, that six-degress-of-freedom models are well suited for the lower and
mid-frequency range where rotor dynamics can be approximated by equivalent time delays. For the higher
frequency range, however, the helicopter models must be extended by rotor degrees of frecdom. For applica-
tions that need a suitahie overall system characterization but do aot require higher accuracies, less complex but
computationally more efficient identification methods, like equation error techniques, are applicable and useful.

in conclusion, it can be siated that the BO 105 identification results demonstrate that system identification is
a potential tnol for extracting reliable helicopter models fiom flight test data. Depending on the applicd eval-
uation techniqucs, different accuracy levels for the results are reached. Therefore, it is advisable to establish a
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1
close contact between the analyst and the user of the results before system identification s conducted. Then, .
a reasonable compromise can be defined betweer the user’s application oricnted model accuracy needs and the |
efforts and costs of the identification analysis. ’
q
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Overall dimensions Tall rotor )
Overall Length  11.84m Main rotor Diameter 191 !
; Fusetag2 Length 8.45m Diameler 9824 m Blades 2 3 .
Overalt Height 3.03m Blades 4 Chord 0178 m H
Chord 027Tm Profile NACA 0012 '
. Profite NACA 23012 iollldlly g (1)3 1 ;
: Blade Area 531 m’ wist : i :
- Solidity (Thrusty 0.07 k
- . H K H
: Mass and moments of Inertla Tip Sweep o° orizontal stabllizer [
N Mass 2200 kg Twist —6.2° Sp~n 20m 3
f' 1, 1433 kg m? Shaft Angle -3.0° Chord 04m
2
? Area 08m
. 1, 4973 kg m
5 y 0% kg 2 Frofile NACA 0010/C020
z am incidence 0
fax 660 kg m
Table $.2.1. List of physicai characteristics of the BO 10%
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Varnables Original
Sampling
Sourcc
Group Quantity Rate
(n Hz)
= Forward/A® Cyclic Potentiometes 50
i
g lateral Cyclic Potentiometer S0
‘g Pedal Potentiometer 50
g
<
S
© l Collective Potentiometer 50
I
Table 6.2.3. BO 105 Contro} Variables
Variables Original
Source S:x'-?plmg
. . ate
Group Quantity (in 11
[ engitudinal airspeed HADS 50
| ateral airspeed HADS 50
28
~3 Normal airspeed HADS 50
longitudinal acceleration Acceleremeter at CG 200
,§ I.ateral acceleration Accclerometer at CG 300
E g Normal acceliratinn Accelerometer at CG 30
Roll angle Vertical gyro S0
Putch angle Vertica} gyro 50
42
; g Yaw angle Iirectional gyro 50
Roll rate Rate gyro 100
Pitch rate Rate gyro 100
d
EX
2 [ Yaw rate Rate gyro 100
S .
cé RPM Tachometer 50
i
!
Table 6.2.4. BO 105 Response Variables .
Data provided 2t a uniform sampling rrie of 100 Hz. '
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Bcate factor for AFOD OLR OLR NLR
Symbol Lnit A N " . !
Value o Value L4 Value g Value o
u 1 0u558 | 002:2 | 09956 | 00104 | 00244 | 00027+ — ‘
v T {07043 | oo5c4 | 06723 | 00855 | 06932 o,ooazr_’_
w 1 08771 | 00378 | 08521 | 00813 | 09283 | 0.0039% | -
o) 1 10198 | 00128 | 10144 | 00177 | 10168 | 0.00051
) K 10290 | 00352 | 10384 | 00281 | 10351 | 0.00041
v 1 - 10202 | 01371 | 10392 | 0.0016¢ -

From all files

from 4 concatenatad files proposed for identification
From 4 files prepesed for identification

1 Crames Rao lower bound

¢ = Standard deviation

Table 6.2.5. BO 105 Data consistency anzlysis: Mean values of identified scale factors

I Blas for AFDD OLR OLR NLR
Symbo! Unit
Va've o Value a Value a Value a

2, ma? 00571 | c1130 | oci9s | 0.0027t | 0.0243 | 0.00281
& m/s? - 00853 | 01098 | 00157 | 0.00a7t | 0.0016 | 0.0029t
8, mis® 00007 | 0o0ass | 00483 | 00023t | 09145 | 0.0023t
- p rad’s | 00015 | 00002 | 00015 | 00005 | -00013 | 00002t | -0.0015 | 000011
q cad/s | 00017 | 00002 | 00016 | 00005 | -00014 | 0.0001t | -0.0019 | 0.0001t
r rad/s —- -- 00005 0.0019 -0.0002 0.0004¢ -0.0011 0.0001 1

From all files

From 4 concatenated filas proposed for identification
From 4 files propased far identification

t Cramer Rao lower bound

g = Slandard devialion

Table 6.2.6. BO 102 Data Consistency Analysis: Mean values of identified biases
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. Motivator deflections State vector:
Compo- - tate ve
neils uvaqr(DGr
(slon Jm 6ped Jcol ( )
v x > ~.._,.(_.__L~.__* Mesurcmen* vector:
v * - _L [uvaqraxayaz]T
w * * *
- Number of frequencies: [9
P * * * *
i . "1* I Weizght: 7.570 deg-error/dB-error
q * * * *
’ - « - W % indicates an input/culput [requency response
e 4 — included in the identification cost function
a, ¥
e e o
a, * * *
a; * *

Table 6.2.7.

Set-up for AFDD frequency-domain idzatification

r
RECOR
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Figure 6.2.1. DLR research helicopter BO 105
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Figure 6.2.2. Three view drawing of BO 1u$
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Figure 6.2.3. Pilot’s display for input signal generation (BO 105)
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Figute 6.2.4. Representative BO 105 flight test data: control input types and rate responses
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6.3 Case Study 1il: SA-330 PUMA!S)

6.3.1 Introduction

The Royal Aerospace listablishment provided flight test data from the Rescarch SA-330 (Puina) 1o AGARD
WG- 1§, ‘Ihis chapter describes the aircraft and the essociated test databasc. The results of data consistency
analysis, parameter identification and verification analysis arz presented. A detailed kinematic consistency study
conducted by RAE is included, followed by dedvative identification conducted by six of the AGARD pariic-
ipating organisations. ‘The discussion of results is approached from a modal perspective; cach of the six degree
of frecedom iodes and their approximations is examined in tumn, the major contributing derivatives highlighted
and the compansons between methods discussed. Based on this analysis. some conclusions are drawn that
reflect on the confidence in and maturity of system identification methads in helicopter flight mechanics.

6.3.2 Helicopter and Instrumensation

The SA-330 Puma is a twin engine, medium support helicopter in the six tonnes category, in service with a
number of armed forces including the Royal Air Force 1o suppor battleficld operations.

‘The RAL Research SA-330 Puma XW 241 (FFigure 6.3.1) is one of the ea-ly developinent aiscraft acquired
by RAL: in 1974 and extensively instrumented for flight dynamics and rotor acrodynamics research. With its
original analogue data acquisition system, the SA-330 provided direct support during the 1970s to the devel-
opment of new rotor acrofoils through the measurement of surface pressures on modified blade profiles. In the
carly 1980s a digital PCM systern was installed in the aircraft and a research prograinme to support simulation
model validation and handling qualitics was initiated. Over the period between 1981-1987, more than 100 hours
of flight testing was carried cut to gather basic flight mechanics data throughout the flight envelope of the air-
craft.

A three- view drawing of the aircrafl in its experiment:d configuration is shown in Figure 6.3.2. The atrcraft has
a four-metal-bladed ariiculated main rotor (modified NACA 0012 section, 3.8 % flapping hinge offset). Basic
physical characteristics of the aircraft are provided in Table 6.3.1.

Full details of the manocuvres flown and measurements recorded on the SA-330 and provided to WG-18 are
mciuded in Chapter 4 of this Report. iable 6.4.2 summarises all data files provided. The flight tests from the
86 kn trim condition were eventually sclected as the set for primary analysis, comprising 3211 inputs on all
controls,

All control inputs were applied by the pilot through the cockgit controls, using a contrals fixture to guide ihe
inputs. Manoeuvre times are typically 20 s to 30 ¢ and the recovery was initiated at the test pilot’s discretion
or when the manoeuvre amplitude had either grown too large or subsided to very small amplitude. Control
input amplitudes are typically less than 5 % of full range.

The 1ncasurements recomumended for use by WG-18 are listed in Table 6.3.3 and Table 6.3.4 and were pro-
vided to the Working Group in unprocessed Impenal engincering units. No pre-distribution corrections were
-uade to reference accelerations or nosc-b:0in vane measurements to the centre of mass. It should be noted that
all kinematic measurements are positive in the usual left hand’ reference frame scnse, except the nommal
acceleration which is positive up. Many of the measurements were sampled at 128 Hz and 256 Hz but a reduced
rate of 64 Hz was provided to the Working Group. All channels were passed through anti-aliasing filters at
72 Hz before digitising; in addition, the agility pack data were funther filtered by a 2-pole Butterworth at
10 6 Hz. The measurements were tecorded in digital PCM (12 Eit numbers, 4096 counts) form on magnetic
tape on the aircraft. No de-skewing techniques were adopted, resulting in a2 maximuim data skew cf about
16 ms.

6.3.3 Flight Test Data Evaluation

6.3.3.1 General considerations

As noled in the previous section, the SA-330 datasets provided to WG-18 members had received very limited
preprocessing, amounting, to decimation down 1o 64 samples/s and cornversicn to Imperial engineering units.
The relevant measurements from the 80 kn flight tests are reproduced in Figure 6.3.3 through Figure 6.3.6.

'_’) Prenespal Authors: G. 1), Padfield, RAE; D. § Murray-Smith, University of Glasgow
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‘The response range plotted in these figures is 25 s; in some cases the response continues beyond this, in others

recovery 18 initiated within this range (sce the collective up-input in Figure 6.3.5). Prior to model structure and

parameter identification it is important to establish the consistency of the kinematic measurements used and, i
for some identification wethods, to determine the properties of any process or measurement noise present in
the data. In addition, referencing the measurements to the ceatre of mass to accord with the reference frame
of the dynamic cquations, i3 required. The state estimation procedures applicd fonn part of the system iden-
tification methodology and different organisations approached this task in different ways. The following section
addresses the RAE approach but some genzral obaervations on the raw dawa in VFigure 6.3.3 through
Figure 6.3.6 are worth making at this stage:

1. Longitudinal cyclic manocuvres (igure 6.3.3)

The initia] response perturbations are all within the linear range’; howcever, during the free responsc phase,
excursions in pitch and rol} attitude rise above €.3 and 0.4 rads respectively. The angular rates and inci-
dence angles remain small however. Roll and yaw excursions during the forward cyclic manocuvre are
of the same order as the pitch excursions and considerably larger than for the aft cyclic manoeuvre. The
signal to noisc ratios on the x and y accelerations ar¢ very low and of the order unity, with a significant
component of noise at higher frequency (actually 4/rev) than the fiequency of the test manocuvre. ‘The
nonmal acceleration channel is positive in the unconventional sense as noted hut the incidence vane also
appears tc have an inverted scale factor, the excursions being cleagly in the opposite sense to the pitch
attitude. While the short period’ pitch mede appears to be adeguatcly exciied, barely one period of the
‘phugoid’ is contained in the manoeuvre. ‘The initial conditions for incidence and pitch appear inconsistent
with steady level flight.

2. Lateral cyclic manocuvres (Figure 6.3.4)
Throughout both manocuvres, response perturbations appear to be within the ‘linear range’. ‘The Dutch
roll mode is dominant in the frec response with roll/yaw/pitch ratio of the order 1;1/0.5. ‘The velocity
measurement is supplied in uncalibrated form for ihe left cyclic manoeuvre (flowr. on a different occasion
to the right cyclic manocuvre).

3. Collective manoeuvres (Figure 6.3.5)
All response perturbations lic within the linear range for both manocuvres; in particular, velocity excur-
sions are very small (5 kn). Recovery action in the roll axis occurs within the 25s mnanveuvre range.

4. Pcdal manoeuvres (Figure 6.3.6)
The dominant mede of response is the lateral/dircctional Duteh ioll with moderaie eaxcursions i sidesiip
(1.2 rad), lateral acceleration (0.1 g) and roll/yaw rate (0.25 rad;s). The phugoid mode appears 10 have
been more strongly excited in the right manoeuvre resulting in greater speed and pitch angle excursions.

From these initial and tentative observaiions it is clear that some data incensistencies ar-i noise-related features
are present that state estimation can potenually shed light on.

6.3.3.2 RAE Bedford Analysis :

In previous applications RAE have used an extended Kalman filter (Padfield et al., 1987, [6.3.1]) to denive
consistent state estimates for the SA-330 flight test data. Attempts to estimate noise statistics and calibration
correction paramcters simultaneously have not succeeded however. For the present activity it was felt that 1
cstablishing good estimates for the scale factor and bias corrections was more important and hence a technique

i
based on output-error estimation was developed (Tumer et al., 1991, [6.3.2]). The state equations can be !
written in the usual way for attitudes and velocities. §
! T
_, Attitudes ;
. ) 5 {
: Q= p*4+g*sinPtan© +r*cosPtan O, (6.3.1) ;
’ 6 = q*cos P -r*sin@. (6.3.2)
i
% W = g*sin @ sec @ +r* cos P sec O, {6.3.3) .
) { where
| f
‘- } P*= (4 + APy~ b, '
: 2 etc., with
i }
'
' T . S

rEoer e
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A, = scale factor correction
= bias correction

pm = mMeasurement of roll rate.

Velocities
U= —g*w+r*v+al—ysin@ (6.3.4)
Vo= -r‘u+p‘w+a;' +gcos ©sin@. {6.3.5) ‘
w= —p*v+q*u+a +gcos®cosP (6.3.6)

where

8 = (14 4308, — by
etc., with

Aax = scale factor correction

b

ax = bias correction
respeclively to

3,n = measurement of longitudinal acceleration referred to the centre of mass

The estimation procedure is configured te run in two sequencial passes with the converged results of the atti- i
tude pass fized for the velocity pass. The corresponding measureraent equations can be written in the form:

Attitudes
Cm = (17 Agi® + g +ilg- (6.37)
O, = (14+4g)0 + bg + ng,. (6.3.8)
Y., = (1+AW)W+bw+nq_.. (639

where the measurement noise vector
T
(ng. o Nyl

1s assumcd to have a Gaussian distribution with zero mean. The model cutput is obtained from:

e e e~ . TOL L g AL

@y = (1+Ag)® 4 b, (6.310)
@y = (14 4g)0 + by {63 11) .
Wy = (14 Ap¥ + by 6.3.12) :

Once again, A and b represent scale factor and bias corrections respectively. ;

Velocities
Vo= (14 A2+ v+ w* ) 2 by 4y (6.3.13)
»
Bo= (V445 tan“’(Z—,)+bﬁ+nﬂ. {6.3.14) !
-
A = (14+4,) :an“‘(-‘ulz—)+b,, +n,. (6.3.15)

where the measurcment noise vactor

i
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T
{n,. ng. n}

13 assumed 10 have a Gaussian distribution with zero mean. ‘The model output follows as for the attitude pass.
The velocitics

refer to the velocity components of the boom tip where the vanes and pitot tube are located. Tlence for
cxample, if the point has coordinates

Xg- 8- 78
rclative to the centre of mass, we can write:

ut = u+tqzg -y,
v = v4rxg - pzg. (6.3.16)
elc

‘The vectois of paramneters to be estimated in the two-pass-process arc:
Vo = [PQ). 0(0).W(0). b, by b A, Ay A bg. bg. by Ag. Ag. AuY . {6317)

and

.
¥y = [60), v(0). W(0). by, by by Ay Agy. Agg By, by b Ay Ag. 4,17 (6 3.18)

Where ®(0). ¢(C), etc, are the state initial values.

The cost function to be muaimised in the output-crror scheme can be watten (Tumer et al |, 1991, [6.3.2]):
— \
J= l} 2’82+ Mg 1si + 1 ) ay’s>'ay (6.3.19)
2/, 2 e 2 14
D
t

where, the residual vector z represents the difference between the measursd predicted model output vectors:

z=z,-1 (6.2.20)

The residual vector Ay represents the difference between the current model paratneter estimates and the initial
guesses for these paramclers:

Ay = ¥ -y,. (6321)

§ is thc measuremcent (noisc) error-cavasiance matrix and 8§, is an input weighting matrix indicating confidence
in the initial guesses provided for the parameter cstimates.

The summations in (6 3.19) are carried out over all N time points (1) and parameters (p) respectively. The
Bayesian component (third term in (6.3.19) is included to allow some parameters 1o be held fairly constant
during the iterations for cases vhere these are known with high confidence a-prion or over-parametrisation
could cause solutions to converge 10 an obviously incorrect answer. This approach is discussed further by
Maine et al. (1985, {6.3.3]}. The need for this facility will be demonstrated in the following analysis.

‘The cost function J i3 minimised using a Gauss-Newton method, incorporating first and second order partial
derivatives with respect to the vector y.

The steady-state error covariance mairix S is estimated using the definition:

k41 . 1 K Kk, T N
S, = Diag N Z(zm —Zol2m — 2y |- (6.5.22)
t
i.e. the expected value of the off-diagonal terms is zero. zs is the estimated model output obtained by using the

. . th . .
model parameter estimates given at the &k iteration.

The formulation given ahove assumes that process noise is absent and hence that the model equations (6.2.1)
through {6.3.6) are correct. This is not the case in genzral but the uncertaintics of most concern are associated
with differences beiween inertial and local aeredynamic velocities in the velocity pass 2nd vertical gyro anom-

et Bt

i
i
;
|
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alics in the attitude pass. These sources of error are often distinetly non-Gaussian and attempts to account for
such noisc using the usual Kalman-filter approach for estimating 8 will themselves be favlted.

To give some indication of the quality of the uuprocessed measurements, Fignre 6.3.7 shows a comparison
of mcasurements aad model output without any calibration corrections. The case examined is the forward
cyclic 3211, FS63IFAC.FWD. Some notable observations arc:

¢ the reverse scale factor on the incidence vane,
®  cvidence of bias crrors manifested in the roll angle and sideshp,
®  process noise on the velocily measurement.

‘The output-error optimisation can fust be run with the pararaeter constraint weighting sct to very low values
(unity) to disable this past of the cost function cffectively. The optimised time history comparisons are shown
in Figure 6.3.8 and corresponding calibration correction estimates in ‘Fable 6.3.5. "The time historics show
cxecllent agreement afler 30 iterations. Some notable observations arc:

1. theroll and pitch time histories have been scaed to about 50 % of their original values,
2. theinitial yaw angle has been shifted by about 30°,
3 the process has been incapable of fitting the process noisc on the speed measuremen..

An examination of the calibration paaameters in ‘Table 6.3.5 provides evidence for some of these observations
‘Ihe scaled attitudes are entircly a result of over-parametrsation with the rate and attitude gyro scale factors
strongly correlated, i

(+A)= ———
{6323)

The scale factor and bias on the yaw channel W and the initial value W(0) appear also to be corrclated such that

Ay W(0) = by,
A quite distinct problem arises n the velocity pass, and 1s manifested in the magnitude of the accelerometer
scale factor corrections A, A,.. These cstimates are considered to be physically implausible even though the

standard deviations are very sma]l The expected accuracy of these q\.alu) wnertial sensors is high and the small
amplitude of the excursions (see {Yigure 6.3.3 through Figure 6.3.6) in all but the pedal manocuvres suggesis
that the effects should actually be very small in equations (6.3.4) and (6.3.5). In fact, these cquations show that
for small manoeuvres, du/dt and dv/dt arc lincarly rclated to @ and @ respectively and that the gravitational
terms dominate. The acceleration a, will however be strongly corrclated with du/dt and © and the optimisation
will try to use this signal 1o minimise errors. Figure 6.3.9 shows the individual componeats of the du/dt and
dv/dt variations corfirming qualitatively the above points. This is the source of the anomaly and for both the
velocity and attitude pass, recourse to paramneter constraints has to be sought to achieve realistic solutions.

‘The selzction of the weighting clements of the matnx 8 ls not obvious and in general may necd to be different
for cach run. For the present study a ratio of | to 10° was chosen betweea corresponding free and fixed
parameters. On the basis of the previous arguments the “ixed’ parameters weie selected as:

A Aqe A Aawe Ay Aap by, W(0)

‘I'he results for the constrained runs from the prionty dataset are given in Vigure 6.3.10 along with the opti-
mized calibsation corrections for all runs in Table 6.3.6 thiough Table 6.3.8. I*or the attitude pass the timc
histoi ; comparisoas indicate that an exccllent fit has becn achicved. ‘The attitude scale factor corrections arc
small with low standard deviations except for the pitch attitude in the left cyclic run where a 13 % change has
been identified. The bias estinates are also in general sinall, typically of the order of 1°. £xceptions are the roll
biases for the colicctive runs which are of the crder of 3°. The initial valucs have been cortected accordingly
as shown in Table 6.3.6 through Table 6.3.8. The results of the attitude pass lead 10 increased confidence in
ihe measurements but there is sufficient scatter in the results from run to run to causce concemn about the
accuracy of any particular value.

Tuming to the velocity pass results, a morce interesting set of compansens can be observed. In general, a good
optimisation has been achicved for each run with one or iwo exceptions. The integrated velocity data typically
cxposcs the necd for bias comections on the accelerometers and highlights the presence of process noise on the
velocity channel. The aft cyclic run has converged with a high scale factor correction esfimated for the sideslip
velocity. Scale factor corrections are to be expected on the air data measurements on account of static cali-
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bration inaccuracies and also the bias effects of process noise present due 1o local flowfield cffects. In general

these are less than 10 % and the cstimates have fairly low standasd deviations (< 10% paramete velue).

‘The aft cyclic 1un is a strong exception and attempts to stiffen other paramcters to resolve the anomraly have 1
nut produced consistent results.

‘The kinematic consistency analysis deseribed above was conducted by RAE after most of the identification
work had been completed by participating organisations. This study 1 13 provided insight into some of the
pitfalls of state estimation. Fstimated calibration correction factors vary from run to run in an uncxpected
mannct although in absolute tenns most of the values are small. It is not possible te recommend a definitive
set of corrections for these supposcdly deterministic errors and therefore in most cases filtered measvrements
are, it could be argued, appropriate for use directly in the model structute and paramcter identification stages.

6.3.4 Identification Methods

6.3.41 DI.R

Files tor the 80 kn flight condition with 3211 test inputs, which were concatenated for identification purposes,
im olved longitudinal cyclic (aft), lateral cyclic (nght), pedal (Ieft) and coliective (up) control inputs. Files used
for verification purposes involved longitudinal cyclic (forward), lateral cyclic (left), pedal (right) and collective
(down) control inputs. In the model structure and paramcter estimation stage of the identification process the
chosen state vector was:

x=(wv,wop qrn® e, (6.3.24)
and the measured vector was:

y=(3 a,. a.p ar O O, u v w)T, (6.3.25)

Iistimation was carricd out using the DLR non-linear Maximum Likelihood program (sce, c.g Jategaonkar
et al., 1983, [6.3.4]). Variables were used and no use was made of pseudo-controls. No elements of the system
and control input mairces weic fixed and all kinematic and gravity terms were included. Pure time delays were
included for contiol inpats, eacept for the pedal input.

e A e ————— s - e

6.3.4.2 RAE/Giasgow University

Iiiles principally used for paraneter identification involved the 80 kn flight condition with 3211 inputs. Meas.

urements used were speed, incidence, Nank angle, pitch rate, pitch angle, roll rate, roll angle, yaw rate, longi-

X tudinal acccleration, lateral acceleration, normal acceleration, collective, lengitudinal cyclic, lateral cyclic and

| pedal ‘The portion of cach record used was not the same in all cases. The responscs to the collective-down

: input were truncated after approximately 14 ¢ and were thus significantly shorter than all other records which :
involved between 20 and 25 scconds of data. The sampling frequency uscd was 32 Hz. No filtering was carried ‘
out on the flight data. '

Model structuse and paraineter estimation was carmed out using a three stage approach involving frequency-
domain equation-civor and output-crmor techniques (Black et al., 1989, [6.3.5]); Black, 1989, [6.3.6]). Work
was carricd out using both single records and combinations of records. The analysis of combinations of records -
has involved the application of a technique, developed at the University of Glasgow, for multiple-run identifi- : .
cation (Black et al,, 1990, (6.3.7]). 'This approach retains the individuality of separate rur- and avoids somy
of the known problems of concatenation. It involves the introduction of an additional summation loop in front
of the individual cost funciions associated with cach separate dati set. This gives a combined cost function

N
. owal = 2.4 (6.3.26)

i=1

for IN dava scts. Lixpressions have been derived which show that, under certain conditicns (e g. the cost surface
is a close approximation to a quadratic in the vicinity of the minimum), the multiple-run estimates and corre-
sponding standard deviations 1nay be obtained a-priori using the individual results [rom the runs fonning the
basis of tke multiple-run identification. ¢

 PACIPRLTA, et cie e

‘The individual cost functions for the frequency-domain output-crror stage of the identification process were
based upon a Maximnm Likelihood lorm of criterion involving sumination over a specified frequency range.
Pseudo control inputs were used in this approach. In this applicaiion the range considered was 0.049 Hz to
0.482 Hz. ‘The erfor-covariance matnx estimate was updated at each itcration on the basis of predicted model
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outputs. Convergeree is reguired in both the model paranw. . values and in Jiagonal clements of the error-
covanance matrix. Minimisation involved a quasi-Newton method together with an optimal fincar-scarch
algonthm. Some parameters were fixed in the identification process but no other constramts were included,

A time-domain output-crror identification stage was used, following the ficguency-doman output-crror iden-
tification, in order to estimate 7eto offscts and initial states.

Vernfication was carmicd out using data sets which were not used i identification.

6.3.5 dcntification and Verification Results
‘T'he prncipal results of the studics are as follows:

®  Ciuble 6.3.9 through iable 6.3.13 contain the stability and control Cenivatives and equivalent time delays
cstimated by Glasgow, DIR, CERT (with and without time delays). NAE and NLR. All 36 stability and
24 control denvatives are included although in many vases (particularly Glasgow, DER and NI.R ana-
lyses), some are deleted a-prion on the assumption of the smali contnibution 1o an adequate model
structure.

s Tuable 63.14 contains the cigenvalues corresponding to the assemnbled state matrices (with known gravi-
tationdl and kinematic terms). Included are the US Ammy results denived from transfer function fitting of
the roll rate, yaw rate and sideslip response 10 lateral cyclic and pedal.

¢ ligure 6.3.11 and Figure 6 3.12 and illustrate the Glasgow time history fits for translational and angular
velocities corresponding to the dentification and verification runs respedtively. ‘The concatenated runs for
the identification are, from left to nght, longitudinal cyclic {aft), lateral cyclic (right), pedal (left) and col-
lective (up). Inputs tor the venification mins correspond to the apposite contiol input directions.

®  Figure 6.3.13 and Figure 6.3.14 illustrate similar results from the DR,

e Tigurc 6.3.15 shows ticlistab results for varying static stability denvatives (discussed in selation to longi-
tudinal dynamics in section 6.3.6).

The derivatives in Table 6.3.9 through Tzble 6.3.12 are accompanied by their standasd deviations. Values of
the latter below 5 % of the associated parameters are deemed 10 be estimated with very high confidence. Nearly
all the major denvatives (dampings, prumary coniiol, roll/yaw sidesiip) fall into this category. Many of the cross
coupling dervatives fall outside this category. The most distusbing feature is the vanation of derivative esti-
matcs acioss the micthiods. Compaing 1esudis from Glasgow, DLR and CER'D (with equivaient ume deiays)
there is some consistency (< 20 %) across derivatives like L. Z5.. Z,, and Nspea: while other, equally
important, cffccts are cstimated with vanations of 50 % and higher, e.g. Lo, My, Lgar Myion-

In some cases, very small but :miportant derivatives ase estimated with striking consisteriey, ¢.g. 7. and others
much less 50, e.g8. M,,. X,. The total damping. computed either from the sum of diagonal elements or eigenvaiue
real par!s varies from greater than 5 (Glasgow, DLR) 10 less than 3 (NAL:, NI.R). ‘i'hese anomalies are a source
of concern and insufficient effort has been focused on resolving them to dzate. In most cases the saine or very
similar time historics were used in the identification, but the different cost functions, minimisation algoritlhuns
and paramneter constraints used will all lead to particular solutions and exaccrbate the non-uniquencss of system
identification process. The vanation of results across the methods cannot be fully accounted for without
recourse to maore detailed examination. The issue is raised however as to which, if any, of the approaches is the
better. This is also difficult to resolve; the DLL.R and Glasgov multi-run results are classic examples. Roll and
pitch damping airc estimated to be greater than 2 and | respectively; the Helistab simulation predictions are
-1.68 and -0.71 respectively and arc considered to be reasonable theoretical estimates of these effects. s the
simnle llelistab theory really 50 % in error or are the flight denived estimates in romt: sense biascd? Such a
question must have a validated answer before system identification methods can be used with strong confi-
dence. In the next scction, the sesults summarised above will be cxamined in more detail with respect to the
dynamic modes of motion 1¢ support an improved understanding of the variations discussed.

6.3.6 Discussion of Resvlts

From the compendium of results contained in Table 6.3.9 through Table 6.3.12 and Figure 6.3.11 through
Figure 6.3.14, we can extract subscts that reflect the fundamental properties of the dynamic mnodes under su:-
table conditions. In the mid-speed range, articulaied-rotor helicopters typically exhibit conventional flight
modes, .. short period, roll subsidence, etc; while couplings can be moderate, e.g. roll/pitch, they manifest
themsclves as forced motions and tend not to have a strong effcct on modal frequencies and dampings. Most
of the dynamic excursions in the test manoeuvres can be considered to be within the normal linear range, at
least as far as the acrodynaimic lcads are concerned. The estimated stability and control derivatives should
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thercfore be reasonably close to their physical counterparts. Assembling tl,- approimating factors from these
can provide insight into the cotresponding fit errors and the overall confidence levels in the aesults,

Longudinal short period mode

The approzimate charactenistic equition for this mode is very well documented in textbooks and has
reeeived detailed serutiny by Padficld (1921, [6.3.8)).

N = (Zy + M+ LMy~ M(Z 4 V) = 0. (6.3.27)

This approximation asswines that speed is constant during the ritch manocuvre. Table 6.3 15 shows a
comparison of the approximate results with the cigenvalue data from Table 6.3.14, included are the RAL
Helistab simulation results. In most cases the agreement is within 20 %, some better than § %. Where the
comparisons are good, attention can be focused on the simple components of the approxunation. A
comparison of results acress the methods reveals stronger vanations in damping and {requency. Why ihis
should be so is difficult to explain without access to the details of the estimation alganthms and proce-
dures. In order that these compansons can be related to the short period timc respenses, the control
cffcctiveness ratios need 10 be compared as shown in Table 6.3.15. Both cyclic and collective control
sensitivity/damping ratios are included and these show a similar level of vanation between methods.
Another key paramcter featuring ir cauation (6.3.27) ia the stutie stability derivative M,,. which serves to
couple pitch and heave and tum what wou'd otherwise be a pair of subsidences (£, M) into an osal-
lation. The variation across the results is again strong and reflects the varations in short peniod frequency
wgp. The standard deviations for the parameter estimates discussed arc typically quite small, indicating
good vonfidence in the values.

The key time histories tor pitch short period behaviour are pitch rate and ineidence (g and w o
Figure 6.3.11 through ligure 6.3.14) for the identification run in response to longitudinal cyche control.
Both the D[R and Glasgov: analyscs used air data measuremients. An obvious question to address is how
such distinct denvatives and associa’ed modal charactenistics can result in such similar time responses. A
comparnisor: of the Glasgow and DR results illustrates the point adequately; using the Glasgow results
as a reference, the DLR results indicate,

a. 25 % differcrce in damping,
b. 40 % differziice in frequency,

<. 300 %% diffuicncd it staiiv siabilily i, -

The fiis for the venfication runs shown i Figure 6.3.11 and Figure 6.3.14 are poorer, particularly the
(Glasgow incidence comparnson.

(rverall the results are inconclusive regarding the relative merdts of one technique over another, with regard
to estimating shon peniod charactenistics.

Longitudinal phugoid

With only 25 s of response, the information contert on the low frequency phugoid mode is low. In
gencral however, the match of the u velocity component is quite good and reveals a complete cyclic of
the phugoid mode. The approximate formulae for damping and frequency set out in Padficld (1981,
[6.3.8)) is based on an assumption that the phugoid is charactenised by weakly damped vertical and hor-
zontal motions. The damping is composed of a large number of small effects including the drag derivative
X, 1t is shown by Padfield (1981, (6.3.8]) that ihis approximation is unlikely to e valid at R0 kn and,
of course, with barely one vscillation cycle of data, such weak damping would not be casy to cstimate.
‘The frequency on the otbor hand i< dominated by a panticular combination of denvatives:

ey @My — LM,
wp® ~ gcos© — - 6.3.28
P g 0 (qu" — h’w(zq+v)) ( )
M,
wh? - 2w, (6.3.29)

—g Cos 90 quzw — 'Tﬂ—-__w(lq +V))

Table 6.3.16 shows 2 companson of wp2 denived from equation (6.3.29) with the corresponding eigen-
values of the full systemn taken from Table 6.3.14. It is c'ear that the estimation methods agree very well
on these parameters ana that the approximation in equation {6.3.29) gives good agreemznt, with van-
ations gen=rally less than 1C %. 1t should ve noticed that this ccrrelation results from combining indi-
vidual effects (1.c. wgpz. M, ) that tyrically vary by more than 100%. This rceult suggests that some cor-
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relation cxists between the identificd parameters, e.g. the ratio of M, 10 wep is roughly a constant. Both
the static stability derivatives M, and M,, arc small, poorly identificd (based on the scatter betweer dif-
ferent methods) but at the sume t:me play a key role in the fonm of the response history. Figure 6.3.19
shows llclistab results for the SA-330 at 80 kn in response to a 3211 input applicd to the longitudinal
cyclic. The short term response is strongly sensitive to M, and the longer term to M. ‘I he range of
denivative values depicted cover those values estimated by the different organisations These results con-
firm the classical importance of these derivatives to vehicle behaviour.

The results for the two lopgitudiaal maedes deseribed above suggest some conflict in the estimation of
physically meaningful charactenistics for both modea simultancously-

Roll subsidence

‘The role damping L, 1s the key derivative here and Table 6.3.10 indicates an estimation range between
-071/s (NAL) and ~2.5 1/8 (DLR). The standard deviations are verv small for all estimates. It is
interesting to note that the two examplea cited above correspond to cases with effective time delays of zero
and 12$ ms respectively. It is well known (Padfield et al., 1987, {6.3.1]) that the rol! dampinz can some-
times be grossly underestimated if no account is taken of the effective delay introduced by the actuation
and rotor systent. This could vel! have played a part here. ‘The roll mode cigenvalues given in
Tatle 6.3.14 corrclate well with the damping in most cases. Table 6.3.17 compares the rate sensitivity
ratio for the vanious cases revealing a spread from 0.015rac/{s %) to 0.03 rad/(s %). Such a wide van-
ation is not reflected in the short term roll response to lateral eyclic shown in identificd responses, see ¢ g.
Glasgow traces. As with the longitudinal modes, however, the quality of lateral mode estimation cannot
be fully discussed n 1solation.

Dutch rod

‘The approaimating polyaomial for the Dutch roll mode is more difficult to denive and will depend on the
eatent of coupling between roll, yaw and sideslip. The most general formulation has been denved by
Padiield (1991, [6.3.9]) and assumces that sideslip and sideways velocity can be regarded as weakly cou-
pled.

‘1 he quadratic then takes the form:

Ao ar vl =0 {6.3.30
where,
{. L
N +Y, + o(—V!—-I“—)
2 u)* = — — {6.3.31)
1+ -L—pv‘
YN, + oL
a2 v v
- —a Y 3
Wy 1 oL, (6.3.32)
tTv

0= i -va

L

A comparison of Dutch roll damping and frequency for the different methods is provided in
Table ¢ 3.18. The frequenc; is gencrally predicted very well by the anproximation, being dominated by
the direciional stability N, In most cases about 75 % of the damping is predicted by the approximation;
the variat.on between methods is, however, quite large. Time history matches atc good, particularly for
yaw, but also roll and pitch. The quality of comparison in the verification runs is less good with evea
small mis-matches in frequency and damping clearly visible in some cases (c.g Glasgow results).
Equations (6.3.31) and (6.3.32) highlight the role of the yaw/rol! coupling derivatives (L, Ny) in the Dutch
roll dynamics. In generai, these parameicrs are expected to be physically less dominant and smaller than
their primary counterparts (L., ,). The results shown in Table 6.3.10 suggest the contrary in some cases
(eg NAE - L/L, DLR, NL.R - Ny/N, ). To an extent these apparcnt distortions can be explained by the
cffects of inertial coupling between roll and yaw, but by no means entirely. The putential for pararmeter
correlation in the Dutch roll unalysts is belicved to be very high, especially with such low damping and
the almost anti-phase relationship between roll and yaw.




Spital mode
T'be usual approaimation for the slow spiral mode takes the fonn (Padficld ct al., 1982, [6.).103):
LN, =N,
As ~ % Yy r leg — (6333)
LN, = NL, + - L,

A cursory examination of the time histonies indicates that there is litde evidence af any spital mode exci-
tation at all in the dynamic response. A companison of approximate and full model results for just the
Glasgow and DR data reveals the poor carrelation particalarly for the former. which is typical of results
from all the different methods

Glasgow A = —~0022,

Ay = —0.005;
IR Al = —0.0673,
Ag = —0.048.

Like the phugoid damping, the spiral mode is difficult to identify, being a residue of two quite strong
effects (ef. numerator in equation (6.3.33)) and iz probably betier wdentificd i part by conventional
‘tums-oti-one-control” manocuvres (Padficld, 1985, [6.3.11)).

Cross coupling

The prediction and sstimation of cross coupling effeets on helicopters has presented serious hurdles wid
has been reported in nuch of the published identification work. An underlying concern has been that af
the coupling cffects are poorly estimated or distorted then this will reflect on the prmary responses too
and in many cases this has led to the neglecting of coupling elfcets or their relegation 1o pseudo controls.
Regarding the current SA-330 analysis and the results in Yigure 6.3.01 through Figure 6.3.14 and
Table 6.3.9 and Table 6.3.10, the following observations can be madc:

a. Lateral velocity, roll and yaw response for the longitudinal cyclic inputs are poorly predicted in both
idenitification and verification runs. ‘The flight data indicates that the Dutch roll mode has been
sitndy eadiicd winle s mode is practically absont for the reconstructed rosponmes. Most of the
related derivatives, ¢ Lg, Ly,. Ny, N,, are estimated with low confidence and often have unrealistic
values (e.g. L) ‘The analyses do not normally provide data on the sensitivity of individual time
history fits to the overall cost functions. “This kind of information could pro ¢ very useful in under-
standing some of the anomalics, ¢.g. the roll response to longitudinal cyclic is as pronounced as the
pitch responsc and yet, in most cases, the optimisation appeats to have ruled out roll as a contrib-
ution to the mitumising process.

b, In contrast, the pitch and heave responses dunng the lateral cyclic and pedal manocuvres appear to
be reasonably well modelled. This is particularly true for the DLR identification and verification
results. Both the contributing derivatives M, and M, are estimated with high confidence although the
former is of opposite sign to that predicted 1iom purely acrodynamic considerations (1elistab value
= -0.22). The relatively high value of M, is surprising andd almost certainly a major contrbution to
the pitch response in the Dutch roll.

¢.  In general the collective responses provide the poorest comparisoas. The Dutch roll mode is clearly
excited yet few of the method* appear 10 capture the corresponding roll and yaw motions. The
pitch/collective coupling is generally well represented, suggesting compatability between the csti-
mated character of the shart penod mode in response to cyclic and collective inputs.

Control derivatives

‘T'he control effectiveness is one of the few derivatives with a dircct physical interpactation; following an
application of control an acrodynainic foice is generated that induces measurable fuselage accelerations
Contiol derivatives are by far the most important parametess for control law design and | :ving accurate
estimates across the required frequency range is vital for maximising robustness The SA-335 estimates
arc contained in Table 6.3.11 and Table 6.3.12. Some notablc {features are:

a.  Prmary cyclic denivatives arc estimated with low standard deviations but vary across the methods
by more than 50 % relative to the Glasgow reference value.

b, Cross cyclic control denvetives are estimated with low confidence, sometitnes not at all and some-
times with Jiffercnt signs.
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¢ With the exception of the DI R value, the pitching moment from collective is estimated with strong
consisteney.

o The collective senstivity Zy o, ic estimated with confidence but again varics between methads; the
heave senstinity Z geail & Appears to be reasonably constant across the methods however.

c.  The yaw control denvative N 4oy vanes by about 25 % of the Glasgow reference value; the corre-
sponding sideforee derivatives ate generally estimated with low confidence however and do not relate
.luncnmlvnll_\ with N-Awd_ _

f. Ihe X and ¥ contiol denvatives are generally small and poorly estimated

6.3.7 Conclusions

Six of the participating organisations in AGARD WG- 18 conducted system identification on the SA-330 flight
test data provided by the Royal Acrospace Fstablishment, UK. This report has reviewed the test data itself and
the vanous identification: methods applied by the diffeeent orgamisations. A ix-degree-of-ficedom  maodel
structure was assumed for all the work. Results have been presented including estimnates of siability and control
dervatves and comparison of test and recenstructed time histories for the colleciion of piulti-step control input
manocuvres. Special consideration has been given to the RAL data consistency analysis and also a physical
mterpretation of the denvatives through approximations io the dynamic modes of motion. From the results
presented the following obscevations and conclusions can be drawn.

1. Calibration factor correcnuns derived from a svstematic output-cror analysis has highlighted a variability
from run to tun that cannot be fully explaned from the analysis A constrained optitmsation was required
o achieve arealistie solution in mcst cases. The correction factors are generally small and readily account
for integrated ineruial emmors that otherwise grow during the manozuvres.

2. Many of the primary denivatives are estimated with a strong confidence by the vanous methods However,
the vatiation baowsen results from different methods is a cause for concera. Typically, very good time
history fits are achieved by two methods with widely differing ( > $0%%) derivative estimates.

I Croess coupling derivatives are generally estimated with low confidence; on occasions the values are sull
significant which must, in tum, cast doubt on the distorted values of the associated pruaary derivatives

1

lmpm'ancc or othcrwise of pnmrular mmhmahom of dcmanvu Some correlatmn be.ween todal esti-
mation has been obscrved, ¢.g phugoid period and short period damping, Duteh roll and roll subsidence,
i.c. an M, value appropniate to (he phugoid may nat be best for the piteh mode.

5. While pamary responses were well matched in general, cross coupled time responses were often poorly
predicted.

6. It is believed that process noise in the form of unmodelled dynamics and non-lincarntics contributes sig-
nificantly to the vadability of the results presented, inhibiting the extraction of a unique sct of stability
and control derivatives for the SA-330.
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Padfield, G;. 1)
Flieht 1esting for Performance and Flying Qualities
AGARD [ ccture Series §.5-139 "Helicopler Acromechanics’, [9RS

Mass and moments of inertia Tall rotor
Mas-. 5805 kg Diameter 30a2m
M anufacturer’'s estimates based on m = 5800kg Blades 5
I 8638 kg m’ Chord 018 m
I 13240 kg m? gir’f%['t 81/;\;3/’\ 0012
2 olidity

; zsteaigm’ | 200 >
l1x 2226 kg m Main/tail rotor gearing 4.R2

&4 angle . —45°

Main rotor Horizontal stabliator
Diameter 15.09m Span 21tm
Slades 4 s 2
14m
Chord 054m prea
Erfonl NACA 0012 Incidence -
Blae Area (from hub) 16.2 m2
Blade #:2a (from cutout) 1273 m? Vertical tall
Solidily {Thrust) Q17
Twist go Span 1.14 mQ
Snaft Angle 5° Are_a 1.34 n:
Ne¢ ainal rotorspeed 27 rad/s Incicence —15
Table 6.3.1. Physical characteristics of the RAE Research SA-330
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Variables Original
. . Source Sar};:plxng
Group Quantity Rate
(in 112)

) Forward/aft cyclic Potentiometer 124

g

g [ ateral Cyclic Potentiometer 128

T

"

d ) .

3 Pedal Potentioineter 128

o

&

© Collective Potentiometer 128

‘Table 6.3.3. SA-33¢ Cantrol Variahles
Data provided at a uniform sampling ratc of 64 Hz.
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Varlabies Original
Source Sa;!pllng
Grou wantl ate
P Q y (in Hz)
Angle of attack Noseboom vane 128
g Angle of sideslip Noschoon vane 128
Y
< Airspeed Nosebaom Pitot probe 128
Climb rate Static pressure probe 128
a Longitudinal aceelcration Accelerometer at CG and agility package 256
2
]
3
'é Lateral acceleration Accelerometer at CG and aglity package 256
3
z
— Normal aceeleration Accelerometer at CG and agility package 256
Roll angic Vertical gyro and agility package 128
L]
g
_§ g Pitch angle Vertical gyro and agility package 128
£3
S0
P
Yaw angle Directional gyio 128
Roil rate Rate gyro and agility package 256
3
s
_i Pitch rate Rate gyro and agility package 256
Yaw rate Rate gyro and agility package 256
g -
;)' RPM T'achometer 256

Table 6.3.4. SA-330 Response Variables
Data provided at a uniform sampling ratc of 64 Hz.
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Table 6.3.7. SA-330 data consistency analysis with constrained optimisation: Biases ¢
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Table 6.3.8. SA-330 data consistency analysis with constrained optimisation: initial conditions
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GLASGOW DLR CERTL CERT2 NAE NLR | HELIsSTAB '
W, 0.27 0.261 | 0.269 | 0.266 | 0.278 | 0.266 | 0 221
o
W, 0.268 0.282 | 0.255 | 0.274 | ©¢.211 | 0.24 0.165
Xg | -0.029 |-0.039 |-0.027 |-0.026 | -0.031 |-0.025 | -0.024
My 0.0i3 0.0l 0.007 | 0.01 |o0.003 |o0.co8 |o0.0074

Table 6.3.16. SA-130 comparison of phugoid characteristics
wp-approximation cquation {6.3.30)

GLASGOW DLR CERT1 CERTY NAE NLR HELISTAB
I
“elat ;
T 0.0154 0.02 0.024 0.02] 0.03 v.Q2? 0.025
P

Table 6.3.17. SA-330 comparison of roll rate sensitivity

Glasgow CLR CERTY ] CERT2 NAE NLR Holiscad
(2t 0.291 0.167 " o6t 0.408 0.565 0.47 o
zl,r..,r 0.4 0.208 0.321 0.324 0.39 0.302 0.326
w' 1.34 1.36 1.4 1. 0.86% 1.24 1.19
o 1.4 1.373 1.38 .36 1.1 1.3 1.06

Table 6.3.18. SA-330 characteristics of Dutch roll mode

T



2 *

Figure 6.3.1. RAE Research SA-330
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Figure 6.3.2. 3-view drawing of RAE Research SA-330
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7. Robustness Issues!¢)

7.1 Introduction

Successful application and adoption by the rotorcraft industry of system identification hinges on a
comprehensive demonstration of robustness. While this staternd 1t is probably truc in the general case, in
reality, those industnial organisations that will benefit the most and the carhiest arc likely to be those that
commit resources to understanding this cnabling teshnology during its development. In patticular, they will
be in a strong position to assist in setting the standard for robustness.

Robustness issucs in rotorcrafl system identification may be classificd conveniently as follows:

!, robustness and rehability of a-prion infarmation required for successful system identification,

robustness of the identification_technique used for establishing the structure of the model and estimating
paramgters of the model,

robustness (cons stency and accuracy) of the identified model structure,

robustncss {consistency and accuracy) of the estimated parameters,

overall robustness of the resulting mathematical model .

~

EN

‘This section puts forward proposals for the robustress conditions and tests required in all five applications
above. In some cases the proposals are tentative and the need for more substantiation work 1s identified. While
itis cleasly attractive to maximise sobustness at all stages, it 15 also recognised that much good work has been
done and insight gained with the techniques of system identification where success has been limited because
of the fragility of the results i.c. lack of robustness.

7.2 A-Priori Information: Experimental Design and Data Consistency

Successful initial design of an ideatification expenimen: depends critically upon the level of ancertanty within
the information available at the outset, including the accuracy of any available mathcmatical models of the
vehicle. As discussed in scction 7.8 accurate expenimental design requires prior knowledge of the characteristics
of the vehicle and such information is, of course, never fully available. A second concern is the accuracy and
consistency of the measurements themselves:  both of these issues can be discussed under the heading of
a-prion infonation.

7.2.1 Experimental Design

Since experimental designs based on available mathematical models are unlikely to be optimal due to model
uncertaintics, it is important to be able o characterise some flight or model test data, if availabie, ptior to any
detajled attempts at experimental design. Such preliminary data must, of course, be representative of the flight
condition for which the proposed identification tests are 1o be performed. Characterisation of these data sets
may be carmied out in terms of spectral content, amplitude probability density, maximum vxcursions and noise
content. Measures such as these, taken together with a mathematical modcl of the vehicle and any other
available information, provide uscful insight which can have considerable influence on the design and conduct
of flight cxpenments for system identification purposcs.

Closely associated with the analysis of any preliminary flight data is a requirement for carefui assessment of the
instrumentation available on the aircraft to ensure that it is adequatc for system identification purposes.
Questions of robustiness of estimates and robustness of identification methods are closely associated with the
quality of the flight test data which, of course, depends ultimately on the quality of the instrumentation.

Carefu! attention to detail in the design and conduct of flight experiments can greatly enhance the effectivensss
and value of a flight tcst programme. Initial conditions must be defined for cach test and these conditions must
be repcatable. This is possible only when there is a low turbulence level which would of course apply unless
turbulence modelling is a specific objective of the flight test programme. At the analysis stage it is therefore
nccessary to determune the means and standard deviations of the records from all the channzls pror to the

1%) Prncipal Author: D. ). Myrray-Smith, University of Glasgow
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application of the contral iaput. Thix process allows one o cheek that the required yntial state cxists in terins
of the mcan values and that deviations from this incan lic below a defined threshold level.

In the design of flight experiments it is also important to make provision for repeated testing at cach chosen
test condition. Results from sepeated tests must be exaunined carefully for differences. Weally this should be
done on board the aircraft or by telemetry so that further testing can be carried out of significant vanations are
detected.

Investigation of linearity is of great importance and at cach test point inputs should be applied for different
amplitudes and for Jifferent dircctions. ‘The degree of nonlincarity can then be assessed guahitatively and also
in a gquantitative fashion in terms, for example, of the amplitude distribution function.

‘Lhe frequency content of test signals 13 of great importance for system identification work and it is necessary
to cnsure that the frequency content of the test input signal used in a given application is appropriate for the
modelling objectives in that particular casc. Spectral analysis of the test input applied 10 the vehicle. coupled
with similar analysis of the measured response vaniabies, can provide valuable physical mnsight. Yor cach test
condition it is appropriate to carry out tests with differcnt input signals selected to cover different parts of the
frequency range. Comparisons can then be made of these data sets with a view to establishing any potential
problem arcas for the subscquent identification process. For example, the extent of excitation of cach of the
states at a given part of the frequency range can be of considerable importance. Prior knowledge of the states
which are excited in a satisfactory fashion can be very heipful in guiding the user of Wdentification software and
in interpreting results

If test input signals we to be applicd by the pilot via the normal controls practical limitations of accuracy and
repeatability are cncountered both in tenms of amplitude and timing. The difficulties of applying test signals
manually restrict the range of input types which can be considered. On the other hand it may be esseatial in
some applications, such as handling qualitics studics, for the pilot to apply the test inputs.

Robustuess of test inputs is an important but often neglected aspect of the input design process. As already
discussed, only an approximate model of the vehicle is available prior to testing and the inputs used should
be as insensitive as possible to crrors in the model.

A second important point is that inputs should not contain a d.¢. component since this will tend to change the
opcerating condition of the aircraft away from the initial tim state; unless this is specifically required (eg.
classical speed - stability tests (Padficld, 1985, (7.1]).

t 15 possible to define cost functions, in the frequency domain, which can be used to generate optimal binary
multi-step inputs. One cost function which has been used successtully has the fonn (1 eith ct al,, 1989, [7.2)):

m
2
! = z a VRl (7.1

=1
whete F(w,) is the Fourier transform of a gencral multi-step signal for n steps.
a are constants, k = 1,2, ..m
. . -1
wy are frequencies inrads™ ),k = 1.2, ..m

The values of the weightings a, and the frequencies w, in this cost function are chosen to meet the
requirements in terms of the frequencizs which should or should not be excited by the input Given the number
of steps in the multi-step input the cost function is maximised in terms of the timing of these steps. Specifying
a large positive cocflicient 8, results in an ipput with a large auto-spectrum component at frequency w,.
Conversely specifying a large negative 8, results in an input with 4 small auto-spectrum component at the
comresponding frequency w,. This allowss inputs to be synthesised which rect the general guidelines outlined
above.

The weightings choser for the different parts of the frequency range in this form of approach can have
considerable significance in terms of robustness. Since the model of the vehicle is not known exacily the
frequencies of the natural imodes are not known exactly. In order to allow {or uncertaintics, inputs shiouid avoid
exciting a range of frequencies around the predicted position of each resonance. This should also tend to reduce
the overall sensitivity to errors introduced hy the pilot in applying the test inputs since eirors in the
auto-spectrum are then less significani in their effects.

‘Table 7.1 through Table 7.5 suimmarise the robustness conditions and tests for cach aspect of the identificaticn
process. Special recommendationys are included within these tables and for the experimental design aspect
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(able 7 1) these emphasise the importance of a preliminary flight test. Results from the application of an
appropriate byoad-band cajibration input, such as a frequency sweep, should be of value in the cxperimenial
design and should provide us~ful information to gnide the initial choice of a model strecture.

7.2.2 Kiaematic (Mcasurcment) Consistency

‘The fact that flight dala is frequently degraded by measurement and process noise and senser calibration
inaccuracices introduces a need for consistency checks on the data prior to the application of identification
techniques to estimate aircraft paramcters. Methods commonly used [or the investigation of data cousistency
invoive:

1. simple comparisons between redundant sensors,

2. comparisons between kinematically redundant sensors (e.g. comparisons of integrated body rotational
accelerations with body angular rates), and

3. state estimation technigues such as the Kalman Filter/Smoother.

Important questions of robustaess arise in connection with all of these methods of consistency checking. In
methads 1) and 2) biascs and scale factors may be estimated using Feast Squares or Maximum [ ikelihood
techniqucs, but mstrument medelling errors 01 the presence of large amounts of measurement noisc can cause
prohlems. State estimation methods may be used 10 reduce the encertainty level associated with a given signal
but these techniques reguire prior knowledge of measurement and process noise statistics which may not be
readily available.

One approach to the investigation of kinematic consisiency which may have some advantages, in terms of
rabustness, over other methods involies the use of a Bayesian estimator (sce scction 6.3; Black, 14989, [7.3])
For such an estimator conlidence figures have to be provided for the initial values of the unknown parameters.
Some physical insight can thus be incorporated within the estimation process and this may provide benefits in
terms of the robustness of cstimates of bias and scale factor parameters.

7.3 ldentification Yechniques

The robustness of a given identification technique cannct, in general, be separated from questions of
experimental design, choice of inedel structure, and accuracy of the resulting estimates. However, in the context
of the classification of robustaess iseues given above, ihe robustness, or ofherwice, »l a given identification
technique is taken to mean the rehiability of the method in terms of convergence of the optimisation procedure,
susceptibility to maeasureinent and precess no:se, and accuracy of initial parameter estimates.

Klein (1979, [7.4)) has provided a useful summary of the identification techriques gznerally applied to aircraft
parameter estimation. The paper gives the theoretical properties of a nuriber of different estimators. These
propertics provide uscful pointers wilh regard to questions of robustness.

For example, in its most gencral form, the Maximum Likelihood method provides a racans of obtaining
parameters for 2 linearised aircrafl model from flight data involving both measurement noiss and precess noisc.
On the other hand other, less general , forms of output error method arc based upon an assumption that only
mcasured oulputs zre corrupted by noise and that the aircraft experiences no gusis or other unmodelled
disturbances. In the prescnce of procear noise, such as atmospheric disturbances, results from output-error
methods can be significantly degraded, leading to poor estimates which show large vanances or high
correlations. The variance of estimates obtained using equation error methods is affected not only by process
noise but also by the noisc level associated with all the measureinents and she estimates themselves can be

significantly biased using this approach cven if the measurement noise and process roise comrponents have z=ro
mean vaiue.

Comparisons of the robustness of different techniques can only be camied aut if they ‘rvolve fests in which
cach method is asscssed using the samne sets of flight data. The robuctness o” a given technigue can, of course,
be influenced considerabiy by the softwarc implementations and every effost must be made to ensurc ihat
identification technigues are not being degraded by poor soltwarce design.

Gther factors to be considered in making comparisons of this kind include the form of model under
consideration (e.g. state space or transfer function) and the particulay flight conditions includad in the chosen
data sets upon which the comparisons arc based.
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‘I'he case of use of a method and the form of interface provided in a particular computer implementation are
matters which are, in principle, quite scparate from questions of robustness. However, the diagnostic tools
incorporated within a particular software implementation can be of considerable importance. Robustness
problemns may well remain undetected unless the user is confronted with rclevant evidence concerning
confidence intervals, goadness of fit and cost function values. ‘This implics a need for 2 well designed, flexible,
user interface with extensive provision for graphical output.

el B S e it
-

H ‘The specinl recommendation presented in ‘Table 7.2 for this aspect of the identification process relates to the
need for identification tools to incorparate a full and well-cngincered user intzrface which provides information
conceming factors such as the goodness of fit, confidence intervals of cstimates, the sensitivity to changes of
raodef structure and the sensitivity to changes in test condition. Good graphics facilitics arc an essential part
of this user interface.

RERE IS Hrr

7.4 Model Structure

Questions of robustness in terms of the estimation of model structure are, for lincar six-degree-of-freedom
rotorcrafl identification, traditionaily linked to problems associated with equation-crror identification methods
and to techniques for the determiration of model order in transfer function models. However, the use of
pseudo-cont:ol inputs (c.g. Black ct al., 1989, [7.5]) or the method of successive residuals (DuVal et al., 1983,
(7.6]) as a means of reducing the complexity of the parameter estimation problem also involves decisions which
relate implicitly to the model structure, and may have a hearing on the accuracy of the estimates of the
associated paramcters.

In broader rerms the model structure estimation process implies an activity in which the model may be
expanded in a number of different dimensions. The number of degrees of frecdom is the most obvious measure
of complexity of a model stiucture but this aspect cannot be separated from questions of bandwidth, amplitude
and helicopter componeats. It is vital to recogrise that in the development of a model structure we can expect
to sce dramatic changes in effective parametcrs as the model is exnanded.

For example, the parameters of a low-trequency reduced-order model may change significantly as additional
degrecs-ot-freedom are introduced or the bandwidth is increased. Such changes demonstrate very clearly the
weakness of reduced-order models when used outside their proper range of application.

One important indicator of problems associated with model structure is provided by the residuals which are
obtained following the parameter estimation stage of the identification. Corrclated 1esiduals can often be an
indicator of a possiblc problem associated with the model structere. The form of the residuals. when interpreted
with with physicd understanding, may provide clues concerning the precise natuse of this problem and the
steps to be taken to correct the madel siructure. Practical difficultics can arnise, however, because of the fact that
large residuals may also result from the presence of corclated measurement noise in the measured flight data,
or from the fact that a particular response vanable i3 of very small amplitude, or from nonlinea rities.

e b e i e b

‘The step-wise regression procedures available within the Optimal Subsct Regression (OSR) program (Padfield
et al., 1987, [7.7)) allow the estimation of a first approximat:on to the paraincter estimates in a class of model %
structures. Thus form of equation-error estimation grovides one very convenicnt way of exploring the ability
of differer:t linear and nonlinear model structures to fit flight measurements. Thie step-wise regression procedure
applies the Least Squares fit in a sequence of steps, each time adding or deleting an additional independent
vanable to the regression equation until a best fit is achieved. At each stage the variable chosen for entry tc the
regression i the onc having the highest partial correlation with the residual. In this process the multiple
coriclation coeflicicat, R, 13 a direct measure of the accuracy of fit while the total F-ralio provides a measure
of the confidence ascribed to the fit. The partial F-ratios for individua! parameters provide individual confidence i
measures. Both R? and the F-ratios arc tracked duning the regression process in order to determine the
maximum total and partial F-ratios. The regression is terminated when either R® reachies a pre-defined value
or the individval F-ratios of remaining parameters fali below a specified critical value. An cxample, described
by Padficld et al. (1987, (7.7)) has iliustrated the value of this process for the vase of a pedal doublet response
in which it was found necessary to restrict the estimated model structure to simple lateral and directional
motions. The relationship betwecn the stability of the Dutch roll and the flight path angle was being
; a investigated and, although it was found initially that the predictive capabilities of the simulation model were

‘ poor, a reduccd-order upgraded mode! based on flight data provided greater insight conceruing the mechamsms
of stability loss with climb angle.
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The incorporation of pure time delays within the modcl structure can lead to improved, and more robust
estimates of denivatives within the six-degrees-of-frecedom form of description wn cases where these derivatives
are susceptible to rotor transient effects which are not included in the assumed model structure.

In addition to bandwidth and amplitude a third important model dimension relates to the vehicle’s physical
components e.g. main rotor, tail rotor etc. Without the use of cpecial load cells, however, knowledge of
individual component contributions to force and moment derivatives is very difficult to extract. However, in
some situations certain components dominate and in others the reiationship between the components’
contributions to different parts of the model structure arc known and can be used to support the analysis.

1t is recommended in Table 7.3 that increased emphasis should be given to establishing a valid modecl structure
prior to the parameter estimation stage of the identification process. In order to do this more reliable techniques
are nceded for the estimation of model structure.

7.5 Parameter Estiniates

One indicator of the rabustness of parameter estimaltes is the value of the associated variance. It should be
noted, however, that comparison of variance valucs obtained using different model structures is not valid.

As mentioned under the heading of mode!l structure, checks of residvals can provide additional insight
concerning questions of accuracy. If the entification process is completely accurate, both in terms of model
structure and parameter cstimates, the residuals will take the form of white noise. The whiteness of residuals
is conventionally tested by determining the autccorrelation function of the residual sequence.

An additional measure of the robustness of parameter estimates may be provided by plots of the parameter
value versus the length of the record used for the identification. The plots for each paramcter should of course
converge to a constant valuc as the record length increases. An example for the case of the Puma helicopter
may be found in (Black et al., 1989, [7.5]) which includes a graph showing the dependernce of estimates and
the associated vaiances on record length for a particular flighi experiment.

The sensitivity of parameter estimates to the frequency range of the data used in the estimation process can
also be revealing and can provide a measure of the robustness of parameter estimates. High sensitivity to the
inclusion of additional frequencies in the ranye used for identification is a good indicater of prob!
cexpenmental design or model structure determination stages. Essentially the requircment, in tcrms of the
frequency-domain, is to establish the range of frequencies over which pwamecter esiimates are essentially
canstant. This process should then lead to an identified modei which is valid for that frequency range.
Figure 7.1 shows the results of a study (presented in section 8.3.6) of the efiect of frequency range on a
parameter estimate and the associated fit cost. The rapid rise in the cost function for including dynamics above
14rad/s is duc to the inability of the quasi-steady rotor modelling to characterise the coupled body/rotor
nature of the true response. It has been found that the utility of quasi-stcady models which approximate the
rolor charactenistics by an equivalent time delay can be increased if the data is band-limited to below the rotor
Napping frequency (13rad/s in this case) before the identification is caried out. Although coupled
rotor/flapping instability s not represented in the resulting band-limited quasi-stcady models the resulting
description is still of value for estimation of control system performance.

Y
I

‘i he robustness of paramcter cstimates is closely associated with questions of experimental design and the
spectral behaviour of the system. Plactschke et al. (1979, [(7.8]) have discussed the general problem of
identifiability of derivatives and have proposed the use of frequency-domain techniques for identifiability
investigations. Kalctka (1979, [7.9]) has also proposed a method for isolation of significant parameters
involving measurcs based upon time-domain quantities. Both of these approaches provide powerful teols to
isolate sigmficant terms ang identifiable paramcters within the model equations. Cleariv, as is emphasised in
Table 74, estimated paramcters should show low sensitivity to record length 1n both the time domain and
frequency domain.

7.6 Overall Robustness of the Model

Checks of the overall accuracy of the fnodel resulting from the identification process can be obtained by
carrying out tests on the model using datia sets which were not used in the identification: process. The selection
of such data scts to be used for model checking can present problenas in that they must be broadly similar to
the scts uscd for the identification in terms of theis spectral properties and rmplitude and encrgy distributions.
Hf the dificrences between the modcl responses and the cormresponding meazured variables are all sufficient!y
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small the identified modcl can then be accepted as a candidate model for the chosen flight condition. It will
not, however, be a unique representation and it is possible that other models could give similar results.

An additional check can, of course, be provided by carrying out repcated runs at the same nominal test
condition using the same expenimenial design. An assessment of the changes of structure and paramcter
estimates under these circumstances can be very revealing, especially when the extent of the model distortion
is related to the error bounds of the estimated mode! parameters. The situation is unsatisfactory if the vanations
of parameters derived from tests cammicd out under nominally the same conditions are greater than the estimated
error bounds. An example of this type of problem can be found in results obtained from the Puma helicopter
using lateral cyclic test inputs where the distribution of damping appcars to be diiferent for results involving
movement to the right and to the left. Excellent verification results were obtained in one case but not for the
other (Figure 7.2). One of the reccommendarions shown in Table 7.5, is that appropnate design critena should
be cstablished for verification inputs.

Responszs obtained using other test inputs arc bound to give differences in the amplitude, frequency and
distribution of cnergy between state variables and are thus likely to give different parameter estimates. The
differcnces may however be understandable in terms of physical reasoning and potentially vseful information
can somctimes be obtained by making comparisons of results from a number of test signals.

It is also very useful, when comparing pararneter cstimates with theoret :al predictions, to examine the trend
of the estimated parameters with some fundamental rotorcraft quantity defiing the flight condition. Such
quantities include spead, rate of clinb or descent and turn rate. As poinied out by Hiff (1979, [7.10]) this simple
technigue can provide much valuable insight and is readily applied to aircraft where manocuvres are small
perturbations about a point in a much lasger envelope. .

7.7 Conclusions and Recommendations

‘The robustness conditions and associated tests proposed in the previous scctions can be summarised in the
form of Table 7.1. through Table 7.5. For each robustness condition it is possible to define one or more tests
which may be of valuc. In some cases the proposals which have been made are very tentative and it {5 unlikely
that any examples cxist where all these robustaess tests have been applied in a systematic fashicn. Many cases
do exist, however, in which some of the robustness tests shown in Table 7.1 through Table 7.5 have hezn
applied and where valuable insight has been obtained from theis use.

This analysis of robustness issues also highlights some of the reasons for the reluctance shown by industry in
the past 1o adopt systern identification methods for routine application.

Special recommendations are also presented in Table 7.1 through ‘Table 7.5 for each aspect of the
identification process. These provide a summary of the more detailed recoramendations contained tn each of
the carlier sections of this chapter. 1 is believed that the presentation of robustness issnes and corresponding
fests in this way, together with these recommendations, can help to define a set of 100ls necessary for the
successful application of system identification techniques for rotorcraft.
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Robustness Conditiens

Robustness Tests

Special Recommendations

Precision and repeatability of
initiai conditions

Analysis ¢f mean and standard
deviation of all channels prior to
control input

Repetition of flight tests and
analysis of differences belween
responses

Linearity

Repetition of flight tests using
different amplitudes and
directions of test signals
Examination of amplitude dis-
tribution functions

Low carrelation between control
inputs and between states

Correlation analysis of records

Frequency contenl of test input
in relation to modelling require-
ment

Spectral analysis of records

Tiie experimentai design proc-
ess should incorporate a pre-
liminary flight test lo categorise
the dynamic system, including
sensars, actuators, coniro! sys-
tem and airframe. Results from
this test should guide the design
of uptimal test inputs for system
identification and should Influ-
ence the choice of model struc-
ture.

Table 7.1. Robustness Aspect of the Experimental Design
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Robusmess Conditions

Rcbustress Tests

Speciul Recommendations

Susceptibitity of method to
measurement roise

Examination of theoretical piop-
erties of the method

Results obtained from applica-
tion of method to simulated
response dala with added noise

Susceptibility of method to pro-
cesy nolse

Examination of thecretical prop-
erties of the method

Results obtalned from applica-
tion of method to simulaled
response data

identification tools must incor-
porate a full and well engi-
neered user interface exploiting
maximum vuse of simple graph-
ics. The tools should provide
information on goodness of fil,
conflidence Intervals, sensitivily
to changes In test condition and
model structure, etc.

Table 7.2. Robustness Aspect

of the Identificaiion Technique

Robustness Conditions

Robustness Tests

Speclal Recommendations

Suitability of initial choice of
model struciure

Applicatica of R? and F-ratio
tests in stepwise regression
procedure

Suitability of model transfer
function order

Examination of residuals in fre-
quency domain

Presence of significant unmo-
delled dynamics

Examination of residuals
Examination of effects of intro-
ducing pure time delay

More emphasis must be given
to establishing a valld model
structure before proceeding to
the parameter estimation stage.
Reliable tools for the assess-
ment of model structure are
required.

Table 7.3. Robustness Aspect

of the Identified Model Structure

Robustness Conditions

Robustness Tests

Range of parameter estimales
found from different tests

Examination of vartance values
provided by the chosen esti-
mation method.

Examination of residuals to
establish whether they show
white noise properiles (e g. by
autocorrelstion analysis).

y__

Dependence of estimates on
record length.

Repeat estimation process tor a3
variety of (different record
lergths

Dependence of estimates on
frequency range used for esti-
mastion

Repeat estimation  process
using frequency domain
approach for a number of differ-
ent frequency ranges

Estimated parameters should
show low sensitivity to record
lenpgth in hoth the {requency
domain and time domain,

Table 7.4. Robustness Aspect

of the Estimated Parameters

Robustness Conditlons

Robustness Tests

Speclal Recommaendations

Overall adequacy o! estimated
model structure and parameiers

Examination of residuals

Mode! distortion affacts when
used with verification inputs

Analysig of flight test data for
varification inputs

Design crileria are needed for
verification inpuls to establish
model properties in terms ol
distortion of:

1} Model responses when sub-
jectad to verification input

2) Mode! parameters for verifi-
cation inputs

Table 7.5. Robustness Aspect of the Resulting Mathematica! Model
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8. Application of ldentification

8.1 Simulation Model Validation!’)

8.1.1 Introduction

The potential of piloted simulaticn as a flight dynamics and performance support t2ol is considerable both in
research and project applications, from design through development and certification. Some uses are listed
below:

¢ Developing control laws for handling qualities and disturbance rejection.

*  Checking compliance with flying qualities requirementa for mission-task-elements and general flying tasks.

¢ Checking adequacy of control and stability at the edges of the flight envelope.

¢ Establishung control strategy following engine failure during various flight phases e.g. take-off.

¢ Developing functional integration of flight control with navigation, fire control, engine contsol systems
etc.

®  Development of display formats for operations in reduced usable-cue-environments.

In addition, the value of simulation in pilot training is very high both in reducing flight hours required and
improving safety. Examples include procedural operations, tuctical uperations and emergency situations.

Confidence in the results of simulation in these applications can be dircctly related to the fidelity or validity
of the smulation, cncompassing the full range of cues to which the piot is exposed. At a fundamental Jevel
all cues are generated by the mathematical model at the heart of a simulation and, while it is not sufficient, it
is certainly necessary that a model must be 2 valid representatior: of the ‘real world’ to be fit for useful work.
In a general sense, validation, as an activity, refers to establishing the range and accuracy of a theoretical model
for predicting the b=haviour of a dynamic system _n response to operator (e.g. pilot) commands and external
disturbances (c.g. gusts). The activity can better, and more appropriately, be descrited as calibration, high-
lighting the need for a scientific approach to the design of supporting experiments. in addition to the specialist
efiorts requured 107 interpretation and analysis. The modstling range can be conveniently defined in terms of
frequency and amplitude which, structurally, reflects the modal content and degree of nonlinearity. Many of
the rotorcraft modelling assurnptions, (¢.g. for inflow distribution, blade dynamics, interference effects etc) will
have a limited range of fairly precise, and a broader range of marginal, validity. In combination, the complete
validity is difficult to quantify and, as in so many things, depends upon the application. But validation is also
much more than calibration as an activity; making better or impsoving are implicit in the process of validation,
and any method that deiines the limits of application of a model should also be able to identify the modelling
features needing further development or the areas where assumptions are breaking down.

The role of system identification in the validation activity is illustrated in Figure 8.1.1. Parameters in an iden-
tified model structure, derived from test data are compared with the same physical parameters in a theoretical
model. The quality of the comparison will determine the verification effort required using different data sets
and whether a model upgrade or further experiments need o be conducted. The product of this incremental
and iterative excrcise is a simulation model, fit for use over the range of conditions covered by the experiments;
in practice, of course, ust is likely to be cxtended beyond this range, towards conditions uncharted in the
real-flight environment, ofien for safety reasons. The importance of validatica for this special application is
paramnouns.

8.1.2 Validation Criteria - Moded Accuracy and Range
8.1.2.1 General

Scope

When discussing model range and eccuracy it is important to define exactly what the model is intended to
predict. In flight dynamics the three important issues are trim, stability and response. Ip mathematical terms,
these three problein areas can be cxpressed as different solution forms of the genera! nonlinear evolutionary
equations of motion (ignoring hereditary efects),

—
1) Principal Author: G. D. Puifield, RAE
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-:—? = f(x,u.l) (CRARY

where

x(f) is the statc vector compnising, in gencral, both fuselage and rotor states;
f(x. u, t) is a general forcing function comprising contributions from inerial, gravitational and acrodyna-
mic sources and an eaplicit dcpendence on time to allow for prescribed disturbances and nonstationary
effects;

¢ u(f) is the control vector.

The tam solution is given by
1, u,) = 0 812
where the subscript e refers to the equilibrium or tiim values.

The stability solution is given by

o
det[Al— ) ]zo (8.1.3)
3
( x "o

where the values of 4 correspond to the exponents of the small perturbation exponential transicnts exp(Al), i.2.
the cigenvalues of (ot/ Ox),‘e.

The response solution is given by,

t
xt) = Ll( X, u, t)dt (8.1.4)

Model accuracy is therefore related to the controls u, required 10 hold a state x,,. the location of the system
cigenvalues A, and associated vectors and the time response x(f) to contrnl inputs and disturbances expressed
in the time or frequency domain

All three need to be quantified to give a comprehensive measure of model accuracy. Just how accurate the
model has to be, relative 1o the real world, depends vpon the application. For example the examination of
trends during research and feasibility studies is not nearly as critical as predicting handling and control problems
in a flight envelope expansion test programme. On the other hand, if the {lying qualities requirements are a
primary design driver in a particulas area, then predicting the correct behaviour at the carliest possible stage
of a project is very desirable.

Accuracy

Having argued that there can be no absolute criteria for the validity of a simulation, we can, however, propose
a sel of teniative target criteria for the “ail-purpose’ simulaticn.

®  Predicted trim states should match flight estimates to within 5% of full trim range for controls, attitudes
and power requirements. This criterion is partly justified with the argument that at the flight envelope
limits, a 10% margn in control should be availabie for recovery in emergencies.

e  Predicted stability should match flight estimates to within 5% of the modulus of the corresponding
eigenvalue (or largest system eigenvalue?).

@  Predicted response, in the extended format of Mil Spec 8501 (revised, Hoh et al., 1988, [8.1.8]), or the
Acruonautical Design Standsrd version (ADS-33C, 1989, [8.1.10), denived from time and frequency
responses 10 controls and disturbances, should match flight csiimates to within $% of full response range.
This criterion does not include the standard time history companisen test, on the grounds that long term
deparivres of flight and simulation responses, foliowing initial, short-duration, control or disturbance
inputs, do not generally imply poor validation; the smallest difference in initial canditions or modelling
errors wilf always integrate 1o large values given coough time, and accurate piccewise comparisons of time
histories after 20 or 30 seconds, for exampie, is an unreasonable validation test. The moving window cri-
terion (Clark, 1989, [5.1.5]) defining the extent of acceptable time response matching. has however been
used as a validation criterion for short-duration responses. The 5% bracket again secms reasonable, bus
its use shouid be limited to only the first few seconda of the response to a discrete input.
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For particular applications the critenia may not nced to be as stringent as above. Tischier, for cxample, presents
cuiteria tor the engineering validation of a nonlinear sitmulation model to be used for piloted investigations of
helicopter accidents. For short terin responses: the peak value and 50% rise-time of the simulation and flight
values shall ratch to within 20% of the flight vaiues. For lcng tenn responscs, the stability trends shall be con-
sistent with the flight d-ta. For off-axcs response, the irend of the response shal! have the correct signs following
the on-axes input during the time period up to 100% rise-time. To be truly valid in itself, a sct of simiulation
validation criteria rust be substaatiated by pilot subjective opinion, supported by analysis quantifying the level
of similarity between pilot control strategy in flight and simulation.

This is still a very immature topic, requiring fundamental research to establish rules and how they relate to the
different application arcas.

Range

Before discussing the application of system identification to these three problems, some definition of the range
of validity is required. The natural dimensions of mode! range are frequency and amplitude and all three flight
dynamics probleins are relevant.

*  ‘I'rim states are defined by the envelope of velocity (airspeed V), flight path angle (v), sideslip angle (4)
and tum rate (7;), achievable or required, within the limits of the control ranges, power, serodynamic or
structural limits. With four contrels available, only four vehicle states can be dcfned independently and
the selection given here, although arbitrary, is a natural piloting choice of primary variables. In this case,
the secondary trim vanables arc the body attitudes, (W, ©, @), rates (p, g, r), velocity components (
u, v, w), torque, rotorspeed and corresponding rotor flap and Jag angles.

e The range over which the rotorcraft stability is to be assessed can be defined by a bounded region in the
complex plane, that includes all coupled rotor/tuselage modes that impact on the flight dynamics problem
under investigation. In addition to the usual lincar behaviour about trim stales, the stability analysis
should also encompass any limit cycle behaviour through equivalent linearisation or a describing functien
approach where possible.

¢ ‘fhe response problein presents the greatest challenge, with respect to the validation range. ADS-33C
presents respons Crilcna m difhereni forms depending on the response amplitude. In geneial, small
amplitude response is governed by the bandwidth criterion, moderate amplitude by the quickness ot
attack paraneter, and large amplitudes by the control power.

Three features of ADS-33C arc worth highlighting, however.

1. They icpresent minimum acceptable criteria, and thcrefore do not necessarily require a vehicle or sinu-
lation to be exercised across its full dynamic range.

2. They represent necessary, but not nccessarily sufficient, cnteria. For cxample. the format is single
input/single output while, in practice, 2 simulation has to be good for situations where the pilot uscs a
coinbination of controls to manoeuvre from one trim state to another.

3. ADS-33C is a format bascd on a collection of onc or two parameter cniteria, and the method of extracting
the parameters from test data is clearly defined. In particular, with one or two exceptions, the parameters
are not denived from an assumcd model structure so much as dircet pointwise extraction from graphical
data, hence system identification would appear to have little to contribute; this aspect is purssed further
in the next section, and in more detail in 8.2.

While the new flying qualities format has its shortcomings, these are generally acknowledged and exist because
of the inadequate database of test results available from which to construct the criteria. As a dJefinition of
respunsce range it is certainly incomplete but is recommended here as a starting pownt; more work is needed to
develop and expand the format 1o provide a comprehensive set able to cxercise fully the vehicle dynamics.

8.1.2.2 Applications

Systern identification is, in a general sense, a sophisticated form of curve fitting and has application to all threc
problem areas

* tnm,
¢ stability, and
®  dynamic response.
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Practically all the published work on rotoscraft system identification has been concerned with linearised models
and, with some notable cxceptions (Padfield (editor), 1989, [8.1.12)), with conventional six degrec-of-freedom
modcl swructures. The evolutionary equations for small perturbation about a tnm condition take the form,

dx
Ff- — AX = Bu 4 [-109] (8.1.5)

RN N BaateIRL

where

X s (uvwpqro 6):.

U = (Syun Siat Fped: Ocol) - ) ) B o )

A and B are the state and control matices of stability and control derivatives respectively and
0(f) 15 a general vector forcing function.

[P S

While the trim and response problems are inherently noalincar, some uscful results can be derived using the
lincaris=l form given by equation (R.1.5).

Trim

R

For the trim problem, system identification can be applied to the steady-state algebraic form of cquation
(R.1.5). Let Ay be the matrix of unknown acrodynamic derivatives and A, be the matrix of incrtial and grawi-
tational denivatives, then cquation (8.1.5) can be wnitten as

(A,.8) (:) = —Agx (8.1.6)

In principle. a wide cnough range {(over small amplitudes) of new trim conditions, close to the original, can
be established to enable estimates of derivatives or, in most cases, ratios of derivatives to be denved from the .
test data. Examples from classical stability and ontrol testing include the speed stability denvative M, the ;
rolling and yawing moments with sideslip (L, N,) and pitch manoeuvre margin in sieady turns.

Stability

The stability problem centres around deriving good estimates of the A matrix elements or a sct of equivalent H
parameters. This application arca has reccived by far the most attention and many of the ground rules and
pitfalls are well understood. Two aspects can dominate the likelihood of success:

1. Test inpuls and aircraft motion excursions should be as small as possible for the lincanty assumptions to
hold good and yet large enough that the noise content is small relative to the response signal. The
requircments conflict and, in practice, both will be compromised.

RN

2. Test inputs need to excite the aircraft modes, the stability of which are under investigation, in a fairly
uniform manner. This requires a-priori knowledge of the modal distribution and usually some iteration
to optimise ihe input shape. Doublets, multi-steps (e.g. 3211) and frequency sweeps are all in common
use.

P

Test input design is therefore a most critical issue in deniving robust (see section 7) parameter estimates and
hence stability information. Frequency domain identification has gained some favour in recent years because
of the easc with which different model atructures can be explored over different frequency ranges Data derived
from frequency ~weep inputs, are particularly suitable to transfer function modelling, whereby the modal
chasacter, and hence model structure, is matched by polynomial fitting providing direct estimates of both sys-
tem open-foop poles (eigenvalues) and closed-loop zeros.

ot s

Response

To an cxtent, the response problem reccives partial treatment when identifying the stability charactenstics. The
model matching and identification is achieved on time or frequency response histories and such comparisons
are often put forward as evidence that the model validation has been succeasful or otherwise. In reality this test
or demonstration, while being convircing on one level, is never enough to ensure truc validation and in many ?
cases can be very misleading. Derivatives estimated from an identification that produces an excellent response H
fit can often bear little resemblance to the values of theis theoretical counterparts, leaving the engineer perplexed ;
as to what needs more validation, his theory or the system identification metirod. With good quality test data
and careful application of a comprehensive identification analysis however, robust values of derivatives can be




o —————— g e —

it ..

227

cstimated that can be used to glean insight into the force and moment character at small amplitude and ience
support the validation of the full nonlinear modecl.

It has been recommended to use the ADS-33C flying qualities critena as a format for demonstrating simulation
validation. This is particularly appropriate when the simulation is being applied to establishing compliance with
the requiremients. A cemplete and substantiated flying qualities criterion should contain a specification for
cvery eflect that can impact the pilot's impression of the aircraft’s ability to perform a flying task. An cqui-
valence between simulation and flight in this sense, should then imply validation of response charactenstics as
far as pilot subjective vpinion is concermned. No existing criterion fully complics with the CACTUS (Padfield,
1988, [8.1.13]) rules (complete, appropriate, correct, testable, unambiguous, substantiated) howcever, and as
ADS-33C currently stands, compliance will not guarantece validation. The principal role of system identification
in supporting this companson is through cquivalent systern madel matching. The only crterion (ADS-33C,
1989, [R.1.1]) that requires the formal use of system identification is the height response to collective (Para-
graph 3.3.10.1), where a least squares fit of a delayed first order mmodel to the response to a step input is made,
to cstablish key handling pararncters. Other criteria where parameters can be alternatively derived from identi-
fied models include pitch, roll and vaw bandwidth, lateral/directional oscillation charactenstics and torque
response to collective. ‘The use of equivalent system or reduced order models for denving such critena 1s par-
ticularly appealing; considerable insight can be gained, from parameterised models, into the effects of design
parameters on an aircraft's ability to meet design cniteria.

The validity of a nonlincar sumulation model and its theorctical foundations, in termg of its accuracy over a
given range of steady state and dynamic conditions, can only be partially judged, as noted above, through
compansen with small perturbation lincarised approximations. The use of system ideatification in the vali-
dation of full nonlincar model structures bas received limited attention ir the acrospace community. The work
of Klein ¢t al. (1983, [8.1.10]) is a notable exception, where the authors estimate paramneters associated with
higher o:der polynominal terms (spline functions) by using diiferent amplitude ranges in the responses. A good
a-priori knowledge and understanding of the likely behaviour, and hence matheinatical formulation, is essential
for the suecess of this approach. Another approach to identifying nonlincar models is to work directly with the
nonhncar model structure and the sct of fundamental parameters, e.g. acrodynamics, structural, inertial and
geometric. ‘The parameters can be ‘tuned’ to minimisc the crror between incasured and predicted responses.
The apprvach appears attractive but the timated expenence 1o date has cxposcd identifiability problems. The
large number of ‘adjustable” parameters precludes their simultaneous cstimation and determining which parts
of the simulation should be modificd is a difficult task which relies mainly on engincering judgement. ‘There-
fore, the cffectivencss of the pasamcter estimation approach depends on accurately isolating these problem
arcas, as parameter estimates will be affected by errors elsewhere in the simulation.

‘The task of identijying the problem areas in the mode! is hampered by the fact that the method rclies on
comparing response data. It is difficult to infer, from typical measured responses, the specific shortcomings in
the simulation. Parameters are often embedded in approximations to component forces and moments, while
the aircraft responsc is related to these forces and moments through coupled, nonlinear differential cquations.
Other disadvantages in this approach are the considerable CPUJ times required and potential convergence
problems. To correct problems associated with matching simulated responses, techniques of inverse simu-
tations have been proposed.

Inverse Simulation

Discussion on simulation model validation would be incomplete without reference to the relatively new
developments in the field of inverse modelling. or simulation (Bradley et al., 1988, [8.1.4]; [2uVal et al., 1989,
[8.1.6]). This is the term givea to the mcthod whereby selected state variables arc constrained to be equivalent
for the test and model resul:s and the simulation mode! partially inverted to determine the unconsirained
motion.

A typical choice would be the aircraft velocity components (u, v, w) and heading () or the four variables
used in the triun problem (V. v. 8. AR Differences between the simulation and real-world will then be mami-
fested in the behaviour of the free or unconstramed variables and controls. From this comparison a set of res-
iduat forces and moments can be computed that represent unmodelied effects. If the initial simulation gives a
seasonable fit to the test result then the errors should rmmain small and a derivative-type lincarised formulation
can be used to model the residuals. In system identification terms the problem can conveniently be expressed
as a combination of both cquation and output-error solutions. The distinct advantage in this approach is that
key state variables can be constrained, ensuring that the simulation and test stay reasonably close even in the
long term. This contrasts with forward or direct simulation where even the smallest force and moment errors
will integrate to large velocity and displacement errors in the long term, making comparisons of nonlincar
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muotions not very uscful. In the method described in (DuVal ct al., 1989, [R.1.6]), the fusclage degrees of frec-
dom are disabled and the simulation driven with the measured fusclage states and contiols; as noted above, this
mecans that the simulation model is constrained to fly along the exact fiight test irajectory. The acrodynamics
of the simuiation are then adjusted so that the predicted component loads match the measured component
loads along this trajectory. If mcasurements of individual component loads (e.g. main, tail rotor) are availahle
then the enginecr can use system identification to refine cach component model separately. Usually, however,
only the overall forces and moments can be estimated from measurements of accelerations and the problems
of differentiating ketween differcnt componcent contributions remains.

8.1.3 Model Development and Upgrading

A fundamcental issuc woven into the validation activity concerns the identification and repair of mode] defi-
ciencies. As noted i the Introduction (8.1.1), it is the collection of underlying assumptions that are being
validated but, in most cascs, validation will prove 1o be an inciemental activity with the 5% accuracy margin,
over the full range of application, being achieved only after considerable development and upgrading. System
identification, to be truly useful as an engincenng tool, must play a part in this development and be able to shed
light on the physical source of a mismatch and guide the theoretical repair work. ‘T'his is not an unrcasonable
requirement and, furthermore, 1t is suggested that successful interpretations of results will only be found in
applications conducted by, or with dircct support from, experts in flight mechanies. These points are empha-
sised to highlight the complex nature ot the validation activity. often frustrated by the lack of a complete sct
of carcfully measurcd test data, and one that requires a senious commitment cf resources throughout a project
life-cycle. The rules for the application of the flight mechanics knowledge on the one hand and the system
identification techniques on the other are not well defined. What is clcar, at least to somce sedous practitioners
of system identification, i:. that the methodology provides a rational and systematic medium for companson,
interpretation and documentation in the validation activity.

In principal, there are two fundamental ways in which a simulation mode! can be ‘wrong’ or deficient:

1. iIncorrect parameter set
This would include thuse parameters directly related to, and measurable as, physical attribuies, ¢.g. incr-
tias, geometry, and those derived from approximation theory as effective paramcters, ¢.g. cllective hinge
offset/spring strength, acrodynamic force coefficients.

2. Incorrect model struciure
This would include both model degrees of freedom and nonlincar formulations.

The two ways are connected; an eficctive parameter is often an approximation to a inore complex effect, o.g.
quasi-sicady form of another degree of freedom ar local linearisation of a noalinear function “There will always
be a limit to the range over which the approximation is valid and, ultimately, a breakdown in the value of an
cffective paramcter is indicative of a model structure deficiency. It is important to understand wivich of the
above is the culprit in a particular situation. In general, deficiencics in the second category are more difficult
and tune consuming to cure, although once achicved, the upgraded model will offer more opportunity to
expand the application range. Unless evidence is strongly to the contrary, however, deficicncies in the firss
category should be exhausted before recourse to structural upgrades.

A number ¢f general and specific points can be raiscd on this issue before considering some examples that will
scrve to highlight the role of system identification in model validation.

1. The experimental test database, from both model and full scale, needs be carefully assembled to support
the validation activity. In the limit it is desirable to measure every vanable that plays a part in the simu-
lation, (e.g. individeal component force and moment contributions), but in reality this is rarely achjeved.
It must be recognised that a limited ineasurement database will limit the upgrading, potential.

2. An underlying principle, that brings a systematic methodology 10 the vahidation activity, is that every
modclling approximation or assumption employed nceds to be checked, across the range of application,
through correlation with test data.

3. Denivatives estimated by a system identification method are cffective parameters; for very small amplitude
they arc equivalent io the first order terme in a Taylor expansion of the applied forces and moments about
the tnm condition. Aircraft motion excursions in typical test data are generally of more moderate ampli-
tude, however, and any nonlinearities will be embodicd in the resultant denvative. It is imporiant there-
fore, when comparing derivatives from fiight and theory, to check for varations with motion amplitude
from both sources.
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4. Dervatives, predicted from a theoretical model, are themsclves functions of a large number of, more
fundamentaj, configuration and model parameters, e g. rotor radius, lift curve slope, moments of wnertia
etc . Figure 8.1.2 illustrates bow, for the RAE simulation model Ielistab, two of the pitching moment
derivatives vary with three model parameters - the effective rotor flap stiffness, rotor flap incrtia and centre
of gravity Jocation. There can be many inore fundamental paramctees than derivatives, depending on the
model compleaity. Model deficiencics in the first category above, i.c. incorrect paramcters, can sometimes
be identified through an exploration of the required fundamental parameter distortions required to match
derivatives. This parameter distortion or “fudge (kluge) factor’ technique is often used in simulation vali-
dation to accommodate pilot subjective opirion. The technique is pronc to considerable misusc, with a
genuine source of modelling error being compensated for by distortions in an unielated parameter. Carcefut
applications can bear fruit, however. particulasly with respect to corrections in eflective parameters.
Optimising the distortions to match derivatives is inherently nonlincar and multi-objective; system igen-
tification is the natural tool for such problems.

5. An understanding of the correct model structure for describing the fiight behaviour of an aircraft is the
key to sound validation. Two of the studies conducted under the auspices of AGARD WG-18 (scctions
7 and 8.3) have recommended the use of non-parametric transfer function fitting at the initial stages to
ain this understanding; this recommendation is endnised.

With the attendant development and upgrading activitics, simulaidon model validation based on companson
with test, is an activity that ali airframe manufacturer and rescarch laboratorics have experience of. The work
of Houston (1989, [8.1.9]) and Ballin and Dalang-Secrétan (1990, [8.1.2]) offer typical results from contem-
porary studies in UK and US Gavernment research laboratories.

Houston's work focusses on vertical axis dynamnics of an SA-330 at hover, illustrating how coning and air mass
dynamics arc required mode} clements in the prediction of body motion up to about 20 rad/s. Epor in this
mode] structure are computed as distortiens in the mndel paraneters providing sonie ir.sight into the validity
of assumphons associated with local momentum theory and the usce of rigid blades. Measuiements of blade
flapping motion were essential in providing confidence in these transfer function results.

In contrast, Dallin sets out to upgrade the US Army’s GENHEL UH-60 simulation model based on open-loop
frequency and time domain flight test results. Ballin’s work is an excellent example of investigative upgrading
based on non-paramctric frequency response models. The full flight enveiope GEN/IEL incarporates a4 blade-
Sldicin futon Wiils fap, bag and au nrass dytancs and runs i reai-iime with a 6.67 ms frame on an AiJ-i0n
computer. The comparative technique proved effective in evalualing various modelling inprovements, ¢ g. new
dynamic inflow model, lag damper characterisites, and establishing a model which is fully adequate for real-
tirne handling qualities’, up to 10 rad/s.

¥.1.4 Example

The foliowing cxample prosides some insight into how the tesults of system identification can be used sys-
tematically in the validation process.

8.1.4.1 General

The framework for simulation model validation and the application arcas of system ideniification have been
set aul in the previous two scctions. Establishing critena for racdel range and accuracy and highlighting the
required model development were the two specific areas addressed. The WG-18 test databases are insufficicnt
to cover the full range of issucs included in the trim, stability and response problems. All three aircraft databases
are, however, typical of those used to suppor: simulation model validation and a number of uscful crampies
can be derived from them, onc of which will be detailed here.

‘The primary simulaticn model uscd in this case study is the RAE itelistabh model (Padfield, 1981, [8.1.14];
(Padficld, 1989, [8.1.15)). This modei is intrinsically nonlinzar and can be trimmed in a general condition of
sideslipping, tuming, descending flight. Coning and first harmonic flap and rotorspeed/engine governor degrees
of freedomn complement the fuselage states. Current developments include three degree-of-frcedom rotor lag
and inflow dynamics. Rotor acrodynamics are derived from linear blade clement/momentum theory and the
rigid blade/jcentre hinge-spring analogue is tsed 1o model both hingeless and sraall-offset articulated rotors.
Fuselage and tail surface acrodynamics are nonlinear functions of incidence, sidestip and rotor downwash. The
quasi-sieady, six degrec-of-ficcdom version is used for the compansons discussed here. Figure 8.1.3 and
Figure 8.14 show the three translational and three rotational velocities for the four SA-330 test runs. Funda-
mental questions that ca; e azked of the system identification approach asc:
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1. Can 1 comparison of flight-cstimated and thecretically-predicted aerodynamic dervatives shed light cn |
the model strengths and weaknesses? ‘

2. Can the stability characleristics of aircralt dynamic modes be correctly estimated?

‘These two questions and their answers are closely reiated. Often, approximations for mode frequency and
damping can be derived from simplifying assumptions and expressed in terms of a limited number of parame-
ters. Comparisons of the equivalent modal parametees from flight and theory and their constituent parts can
be effective at highlighting areas of overall simulation mode! deficiency. In section 8.1.4.2 below, this approach
will be explorzd for the Dutch roll motion. Before this, a number of relevant observations can be made from
an examination of the compansons in Figure 8.1.3 and Figure 8.1.4.

1. Pedal Responsc (Figure 8.1.3)

a.  speed changes are greater in flight (~ § m/g).

b.  imtial yaw, roll and sideslip response are distinctly greater in the simulation.

¢.  the Dutch roll mode appears more damped and of lower frequency in the simulation.
d.  the pitch and heave responses appear considerably smaller m the simulation.

2. lateral Cyclic Response (igare 8.1.3)

roll response appears sharper in the simulation. !
the Dutch roll responsc in roll and yaw is greater in flight.

the pitch and heave responses are smaller in the simulation.
speed changes are small during the manocuvre (-- 2.5 m/s).

T

3. Collective (Figure 8.1.4)

Relatively unstcady initial conditions on this run obscure the comparisons to an extent, but these are by
far the poorest of ths four axes.

a. initial pitch and roll responae arc similar in character but thre free response of the flight results con- ;
ains considerably more Dutch roll content.

b.  the yaw and sideslip responses ia flight are considerably greater than the simulation initially, fol-
lowing the collective input, and during the free response.

¢ airspeed changes are moderately large (~5 ... 10 m/s), but poorly predicted by simulation.

4. Longitudinal Cyclic (Figure 8.1.4)

a.  pich and heave responses appear sharper and less damped in the simulation i
b, the Dutch roll responsc in roll and yaw is substantially greater in the simulation. :
c.  speed changes are fairly well predicted (~ 10 m/s).

Some of these observations will be reviewed in the light of the system identificaticn analysis in section 8.1.4.2.

The complete set of [elistab stability and control derivatives and corresponding eigenvalues are contained in
‘Table 8.1.1 for the 80 kn flight condition. Data ix also included on aircraft configuration and the magnitude
of the perturbations used to generate the denvatives numerically.

8.1.4.2 Lateral-Directional Motion

The dominant motion throughout the respenses shown in Figure 8.1.3 is the weakly damped Dutch roll mode.
The latcral-directional dynamics of the SA-130 at the 80 kn flight condition appcar to be classical with a roll
subsidence and spiral motion completing the modal set. It is of interest to explore whether the musmatch in the
Dutch roll response between flight and simulation ilJustrated can be explained through the estimated desiva-
tives. Table 8.1.2 compares the primary laleral/directional denvatives from flight and simelation, the former
taken from the DLR and University of Glasgow analyses. Numbers in parcntheses are standard deviations of
the paramcter estimates; as a rough rule of thumb, values below 10% to 15% of the paramcter itself are con-
sidered to imply a high confidence level. The Dutch roll cigervalues are also included in the Table and show
that the fourth-order iateral sub-svstem provides a reasonably good approximation in ali threc cases. This is a
significant result in iself, indicating that although the pitch and heave motions are appreciable, they do not
have a first order effect on frequency and damping at this flight condition. Lower crder approximations to the
Dutch roll mode can be derived for a range of differcnt cases, the sinplest being when the motion is pure yaw.
This is clearly inappropriate in the present case with the roll/yaw ratio approximately unity (sce Figure 8.1.3)
A more general and useful approximation can be derived by isolating the spiral dynamics with the sideways-
velocity degree of freedom,
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The lateral equations can then be written in the altemate form (Padfield et al., 1982, {8.1.7]), i
Vo o o v, g Yo - ;

d v 0 0 1 0 v b :

ay v T -N —vN, N+Y, g-wN, v =9 618 i :

p Liv L, =iV p ; '

‘The partitioning shown divides the dynamics inta the thrce modes of increasing modulue:

. spiral,
. Dutch roll, and
*  roll subsidence.

If the conditions for ‘wecak coupling” between the partitioned degrees of freedom are met (Milue, 1965,
{8.1.11]), then the approximation for the Dutch roll eigenvalue can be written,

1 e A, gt T o

PrywA+wl =0 (8.1.9) :
where i
~,+v,+a(%—4) ;,
Uew, = ———— R (8.1.10) 3
1 T B
+0 .—VLD 3
VN, + 0

wnz = v _LV- (8.1 14 :
140 = ;
VLD i
g — VN, ;
g = - {8.1.12) :
Lp ;
‘This approximation shows how the Dutch roli damping is affected by the dervativas L, N, and L, in addition ‘
to the yaw damiping N,. likewise, the frequency is modified by L, in addition to the primary stiffness N,. ‘The {
approzimate cigenvalues for all three cases are shown in Table 8.1.2 (Am) along with the coefficient of i
(8.1.9) In-gencral there is excellent agreement with the Dutch roll zigenvalues for each case. The [lelistab J
damping prediction is double the flight estimate, confirming the observation made in scction 8.1.4.1, and the ;
frequency is 20% lower in the simulation. Comnparing the make-up of the Dutch roll characteristics from ?
equation (8.1.9) the following points can be madce: ‘

1. Melistab over-gstumares the basic yaw damping (estimated from flight) by 6G%.
2. Helistab underestimates the principal roll denvatives by 20%. i

3. Flight estimate of N, is more than double the [efistab value. '
4. Flight estimate of N, is 20% higher than lielistab. 3
S. I, from flight is negative, from theory positive; the flight values are estimated with low confidence.

6. Yaw control derivative Ny g from flight is nearly half the Helistab value.

On the basis of these observations, assuming that the light derivatives estimated are “correct’, a set of corre-
sponding, tentative, hypotheses can be made concerning the simulation model validation.

1. The yaw danping and control sensitivity are dominated by the tail rotor; the simple tail rotor model (with
fin blockage) adopted in /elisiab necds refinement.

2. The uniform ircrease in primary roll derivatives (L, ", Lgj;) Suggests an incorrect roll moment of inertia
4 or rotor Lock number, the latter possibly reflecting the effects of unm.odelled dynamic inflow.

g

3. The derivative N, has a strong destabilising effect on the Dutch roll mode accounting for about 65% of
the damping decrement (additional wrm). The larger flight value could be explained by an ncorrect pro-




duct of inertia /,, in the sunulation. More subtle aerodynamic effects are difficult to accommodate within
the sumple rotor model structure in fHelistab.

4. ‘The directional stability is clearly underpredicted by Helistab. This is unlikely to be a tail rotor effect in
view of (1) above; in fact, the evidence suggests that N, due to the tail rotor should actually be less than
predicted. The fuselage and empennage contributions tc N, in Helistab are derived from wind tunnel data
and an obvious conclusion is that these do noi relate directly to the flight situation.

5. The positive L, from Helistab comes catirely from the tail rotor, is stabilising, but is not significant in the
Dutch roll damping. The negative and higher DLR valuc is not insignificant, but is perplexing as no well
understood mechanism gives rise to such an effect. The relatively high value of the standard deviation for
this derivative suggests a low confidence factor.

6. In addition to the above effects, the absence of a rotor wake/tal rotor/empennage model in the simulation
must have a significant impact on the results, particularly the yawing denivatives.

Such hypotheses form the starting point for a sccond phase of the validation exercise; some appear plausible
and counsistent but others arc more dubious. Al will necd checking against other conditions, eg.
damping/control sensitivity from step irputs, dihedral and weathercock stability from sideslip tests, before the
simulation is modified. In any casc, more detailed component measurements (e.g. main/tail rotor
thrust/moment) may be required before a simulation deficiency is fully understood and rectificd. It should be
remembered that derivatives encapsuiate any nonlinear effects when derived from cxperimental data and tests
at varying amplitudes will be required to establish the presence and importance of such effects. Nevertheless,
as a starting point, the flight estimates have enabl.d considerably more systematic validation cvidence to be
gathered, compared with any speculation denved from the observations i scction 8.1.4.1. "Therc remains the
question, of coutse, as to the validity of the flight estimated derivatives, The time history comparisons of the
DLR lateral sub-system and flight data arc nresented in IFigure 8.1.5; the fit is not as good as the fully coupled
response shown in Figure 8.1.6. The coupling effects clearly contribute to the response, even though the
damping and frequency are not affected significantly; the simplified approximalion cannot shed any new light
on the naiure of the lateral to longitudinal coupkng in the Dutch roll.

The Glasgow denivatives, shown in Table 8.1.2, show reasonable consistency with the DLR results with two
notable exceptions - £ and L, Y. The large positive valuc of L accounts fur the wicaies siability of the iutch
roll mode according to the Glasgow estimates (¢, , ~ 4's compared with 8 s for DLR}. The lower roll conirol
sensitivity and damping from the Glasgow analysis correlates with lower estiinate for effective time delay shown
in Table R.1.2 (Black, 1987, [8.1.3]), highlighiing the fact that these are strictly equivalent parameters; the
cffects of higher order dynamics have been ignored as such but encompassed within the effective time delay.
The "true” value of some stability and contro! derivatives cannot therefore be estimated with any certainty. The
Dutch roll approximations do show, however, that useful insight into modelling accuracy can be gained from
such combined parameters.

Table 8.1.3 shows a comparisun of Dutch roll eigenvalues for th~ BO 105 (iD1.R Model 3) and AH-64 denived
from the DLR flight estunated derivatives with the correspording approximations derived from equation
(8.1.9) on page 255. ‘The comparisons are very good, apart from the BO 105 frequency estimate, adding sup-
port to the value of the approximation across different aircraft types. As a concluling note 1o this section,
Figure 8.1.7 illustrates the cuitent Dutch roll handling qualities critcrion of ADS-33C. The criterion is
expressed in tenms of handling qualities level boundaries for damping and frequency for different Mission Task
Elements (MTE). The data points correspond to flight estimates and theoretical predictions for all threc air-
craft; the SA -330 theoretical part is derived from the Helistab case discussed, the BO 105 point from the DI.R
blade-element inodel, and the AH-64 result from the MDHC Flyst nonlincar rotor-map model. It is interesting
to rote that for all three aircrafl, theory predicts about twice the damping measured in flight. Moreover, on the
criterion diagram the data points lic on either side of the Level 1/2, 1.cvel 2/3 boundarics, depending on the
aircraft role (i.e. MTE). Considering the aircraft types under consideration, the Level 2/3 boundary is probably
appropnate for both A conclusion that can be drawn is that none of the simnlation models (which are state-
of-the-art for disc, blade clement and rotor-map madels respectively) is capable of predicting Dutch 5ol
damping adequatcly for compliance demonsiration. This is considered to be a reflection on simulation
modelling in general and the detailed analysis of the SA-330 data has provided insight into how, for this aircrafl,
Helistab is deficient.

§.1.8 Conclusions and Recommendations

A number of conclusions and recommendations can be drawn from the discussions presented:

- e —
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I.  Validation as an activity can b+ considered in two stages:

[ 2
L

firstly, establishing the range and accuracy of the simulation model and,
sccendly, establishing the modelling deficiencies and required upgrades.

This section has proposed a framework for the application of system identification in these two stages.

2. Accuracy and range can be defined in terms of three flight mechanics problem areas:

tam,
stability and
responee.

System identification can play a role in all three problem areas.

Range can conveniently be defined in term of the frequeacy and amplitede scope of intended opezation.
Accuracy requirements depend on the application, but a 5% bracket is proposed as an all-purpose crite-
rion; some applications may require even better comparison, some iess.

3. The use of system identification in model upgrading has to be complemented with a good understanding
of the underlying physical assumptions and mathematical approximations.

4. Full account needs to be taken of the existing Industrial praciices, skills, and expertise when making rec-
ommendations for the use of system identification in model validation.

5. The example chosen to highlight the valne of system identification in simulation validation has been the
Dutch roll motion of the SA-330. A =imple approximation for Dutch roll damping and frequency has
highlighted the likely origins of modelling deficiencies. Current simulation models are ooor at predicting
cross coupling effects. Of pevhaps greater significance is the overestimation of Dutch roll damping by
curzent simulation models leading to a more favourable compliance with ADS-33C, ie. Level 2 rather
than Level 3 bandling qualities.
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Stability derivatives
u W q v P r '
1l
X -0.02413 0.00218 0.7411 0.0073 0.3303 0.00 t
4 ~-0.0482 -0.7302 41.0772 0.0255 0.5669 0.00
M 0.00736 -0.0199 -0.7661 -0.00493 -0.2211 0.00
Y -0.00438 -0.0203 0.3207 ~0.1248 -0.7510 -40.897
L -0.00582 -0.0525 0.7583 ~0.0549 -1.6771 0.142
N 0.0098 0.0326 -0.1643 0.0216 -0.1741 -0.5697
Control derivatives
1
% 815 9c O¢r I
i
X ~2.0546 -9.546 0.4862 0.00 i
2 ~-96.,795 -27.7184 0.C0 0.00
M 1.5626 6.41213 -0.3238 0.00 i
Y -2.4806 ~0.2069 9.6746 4.1414 i
L -6.4913 -0.6815 22.8395 2.059 i
N -5.9196 1.4985 2.5202 -8.220 i
i
Perturbation magnitude for !
Mode Eigenvalue derivative computation i
u, v, w - 1.5 m/s
roll substance ~1.6833
pitch short period -0.871 + 0.9332i P, g, r - 0.0S5 rad/s
Dutch roll -0.163 % 1.01714 :
phugoid -0.0104 t 0.22141 e, ¢, - 0.05 rad ¢ 4
spiral -0.11985% ! :
90, Sls, Olc, Btr- 0.005 rad f
Puma flight and confiquration data :
‘ V=80 kn , 0=1.0978 kg/m*, ¥ = 5805 kg , I,, = 9638 kg m*, :
! = a = 25 2 = 2 l
‘. IYY 33240 kg m?, I,. 25889 kg m?, Ixz 2222 kg m?,
; xcg = 37.5 mm fwd i
i
:

Table B.1.1. Helistab Data

R X

[P J ..,‘-\..'r.x 13

s




Ty

(]
P
o

[ U N

DLR Glasgcw Helistab I
Y, -0.135 (0.0019) -0.135 (0.02630) -0.125 o
L, -0.066 (0.00i2) -0.0642 (0.00149) -0.055 : ;
N, 0.027 (0.0002) 0.029 (0.00069) 0.0216 : !
Ly -2.527 (0.0534) -2,012 (0.0695) -1.677 . '
NG -0.395 {0.0092) -0.3216 (0.0i06) ~0.174 { :
L, -0.259 (0.0343) 0.554 (0.0787) 0.142 {
N, 20.362 {0.0065) -0.3887 (0.0348) -0.57 !
Lyyae -0-051 (0.0012) -0.6317 (0.0017) -0.043 ,
Neigpe =-0.008 (0.0002) -0.00738 (0.00047) -0.0047 :
Lipeq 0-011 (0.0007) 0.0209 (0.004) 0.0109 |
Vgped =-0.022 (0.0001) -0.0254 (0.00086) ~0.0436 !
Tslat 0.125 0.01 (0.0150} 0.00
sped 0.00 0.00 0.00
M Lol104 £ 1,371 -0.2 + 1.351 -0.161 £ 1.017i
A2 _glos9 + 1.271% -0.154 + 1.3291 -0.166 * 1.081
250, 0.1674 0.291 0.390
woz 1.842 1.793 1.417
A3 lo.081 £ 1.34d -0.157 t 1.39i -0.199 % 1.199i
A1)~ puteh roll {fully coupled model!
,\(2) - Dutch roll (lateral subset)
237 _ putch roll (2nd order roll/yaw approximation)
Table 8.1.2. Comparison of SA-330 lateral/directional characteristics
SA-330 BO-105 APACHE
Full eqns -0.104 % 1.371 -0.35 & 2.5 -0.17 + 1.7264
i
Approx -0.081 4 1.344 ~-0.33 + 3.214 ~0.171 + 1.8434 !
i
» + ¢
Theory -0.163 % 1.0174 ~0.65 & 2.611 ~0.407 % 1.8571 :

Table §.1.3. Dutch roll mode eigenvalies - Comparison of flight estimates (DLR) with theory
! {* = RAE Helistab, + = DI.R theory, §i = MDHC flyrt) !
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8.2 Handling Qualities'?)

8.2.1 Introduction

Systera dentificaticn techniques have seen wide application in the fixed-wing and rotary-wing handling-
qualiticx communities for characterizing the dynamics of air vehicles and piloted simulatiors. The extracted
models are commonly used in closed loop analyses of the pilot/vehicle system (Figure 8 2.1) to expose
potential handling-quaiities deficiencies and to check vehicle compliance against design specifications (Withelm
et al, 199%, {8 2.1], Anon., 1988, [8.2.2]). A key factor that has heen responsible for the broad and successful
application of system identification techniques in the handling-qualities community is probably the relative
simplicity of the models which ase desired f{or pilot-in-the-loop analyses as compared to the full six or morc
degrecs-of freedom models required for most other applications. Generally, these analyscs consider only the
on-axis. single -input/single-cutput response of the pilot/vehicle systern. The cextracted vehicle model may be
non-parametric, such as frequency-response, or a low-order parametnc model, such as a transfer function, or
a sumplificd-decoupled state-space representation. Both time- domain and frequency-domain methods have
been widely uscd for these applications.

‘This paper discusses system identification methods for rotorcraft handling-qualities studies. The requirements
for fight testing, data analyses, and modcling for handling-qualities applications of system idenufication asc
contrasted with the mquirements for extracting multi-wput/inulti-output  state-space models for flight
mechanics purposcs. Typical handling-qualitics analysis results are illustrated using the WG 18 databases for the
BO 105 and Ail-64 helicopters.

8.2.2 Basic Handling-Qualities Concepts

Pilotivehicle interaction in closed-loop control tasks iz commonly analyzed by first modeling the pilot as a
low-order compensator, and then anaiyzing the pilot/vehicle feedback system 25 a servomechanism
(Figure 8.2.1). Ths section uses classical control theory 10 analyze the pilot/vehicle scrvomechanism and to
illustrate basic handling-qualitics concepts, although state-space based ontimal method: are also zvailable in
the iteraturc and have been used successfully (Anon., 1988, {8.2.2]).

In attitude tracking tasks, the pilot atiempts to null the error @ between the commanded aircraft attitude r and
the actual aircraft attitude ~ through suitable motion of the aircraft stick, & (Figure 8.2.1). The rate of pilot
stick inputs 94 /dt is characterized by the cross-over frequency w,, a fundamental handling-qualities parameter,
defined as the frequency at which ths compensated open-loop magnitude response of ¢/e is 0 dB. Higher
cross-aver frequencies allow tighter closed-loop tracking. but imply higher stick defle. tion rates, and thus higher
workload. The cross-over frequency is selected by the pilot to achieve the task pcrforrnance requirements in
the presence of aoise or disturbances A large body of test data (Anon., 1988, [8.2.2]) indicates that the
cross-over frequeacy for atiitude tracking tasks is typically in the range of 1 rad/s € w_ S 3rad/s.

Classical servomnechanism theory can be used to show that good closed-loop characteristics (e.g stability
margins and command tracking) require that the overall compensated open-loop response ¢/e displays an
average K/s charactenstic (-20 dB/decade magnitude slope) in the cross-over frequency region. While the pilot
(Y, = 6/8) can compensate for poor rotorcraft characteristics (Y, = ¢/6) to achieve the desired overall cross-
over characteristics (¢/e = YY), this leads 1o increased pilot woridoad and resulting poor handling-qualitics
ratings The minimum workload is achieved when the pilot can act as a pure gain regulator through a neurn-
muscular delay (Anon., 1988, [8.2.2)):

Yp - Kp exp( — 78) (3.2.1)
where typical values of time delay ae 02s < 7 < 0.4s.

Siraplified pilot/vehicle analyses (Anon., 1988, [8.2.2]) assume thet the pilot acts as a pure gain regulator
{ignoning the time delay r), and sclects the maximum cross-over froquency e, that can be achicved while
martaining acceptable stability margins {€.3. phase margin = 45°, gain margin = 6 dB). This maxinium
achicvable pure-gain pilot cross-over frequency is termed the “bandwidth frequency” (w,,,) in the handling-
qQualities communrity, and can be determined by inspection of the attitude responte of the helicopter alone
(Y,) as obiained from system identification {Figure 8.2.2). The bapdwidth frequency can also be cunsidesed
a3 the inverse closed-loop time constant (1/7), since:

%) Principal Authot: Mark B Tischler, AFDD
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thus,

1
T = W, = Wy,
Te ¢

tligh-bandwidth responscs, and thus associated short nise times, are desirable for aggressive closed-loop piloting
tasks, such as ais-to-air tracking and air refueling. Lower bandwidth responses (and associated longer nse tirnes)
are acceptable for less aggressive tasks su h as up-and-away cruise flight and mancuvering.

‘Task requirements for increased piloting aggresziveness lead to the need for higher crass-over frequencies than
can be achieved by the simple pure gain piloting technique of equation (8.2.1). The incicased phase lag (i.c.
deteriorating phase margin) associated with higher cioss-over frequencies must be offset by pilot-supplied lead,
i.c. control anticipation. These requirements for pilot lead cause an increasc in pilot workload and a degrada-
tion in perceived handling qualitics. A mcasure of tke rate of deteroration in the airciaft phase margin and,
therefore, the requirement for pilot-supplicd lead is obtained from a handhng-qualitics metnc referred to as
phase delay 1, -

s o ot 180

o 57 3 x 2450 623

Figh valucs of phase delay indicate that when the pilot attempts to rapidly increase the cross-over frequency,
there will be large demands for pilot Tezd. This, in tum, leads to poos handling-qualitics and increased proba-
bility of pilot induced oscillations (Anon , 1988, [8.2.2]). Tasks which can be considered as “Tow gain” require
lower cross-over frequencies and are, therefore, not as sensitive 10 large phase delays. The current 5 Han-
dling-Qualities Requirements for Militacy Kotorcrafe ADS-33C (Anon., 1988, [8.2.3]) specify desirable levels
of bandwidth and phase delay for on-axis attitude responses (e.g. ¢/ = /6, in ligure 8.2.1) appropriale
to a varicty of piloting taske. Desirable (Level 1) handling-qualities for the roll responsc to lateral stick inputs

moee b o Wil O Y £
arc shiownin IgUIC 0.c.0 i,

(a) high gain (target acquisition and tracking) tasks and
(b) all other piloting tasks.

Comphance with these specifications must be demonstrated for the flight vehicle (and o5 simulation) using
non-parametric frequency-respense identification techniques.

Non-parametric models identified in the frequency-domain are very useful for these handling-qualitics analyses
Lecause:

I “They are rapidly obtained from Right tests.
2. ‘They con’ain no inherent assumptions of model structure or order
3. The handling-qualities metrics (W, 7,) are deienined directly from inspection.

Frequency-response testing and analysis techniques initially developed and demonstrated for helicopters using
the XV-15 (Tischler et al, 1983, [8.2.4]) and the Bell 214-8T aircrafl (lischler et al., 1987, (8.2.5]) have
becoine a standard part of the rotorcraft specification compliance testing procedure.

Parametnic models are nceded in handling-qualities studics which use parametric analysis tools such as root
locus, and state-space based methods (Anon., 1988, [R.2.2]). Also, the correlation of subjective handling-
qualitics ratings with vehicle-based aerodynamic charactenistics (c.g. roll daunping and 10/l control sensitivity)
i5 often used in the development of handling-qualities design criieria Parametnic modcls used for this puipose
aie generally low-order, decounled single-input/single-output transfer-function representations of the “cffective”
aircraft respense characteristics important in the pilot cross-over {requency range. I'or example, in the fixed-
wing handling-qualilies specification, s second-order model must be jdentified to allow characterization of the
short-period response of aircraft pitch attitude so longitudinal inputs and demonstrate compliance with the
design cntena. The ADS-33C specification for rotoreraft gives desirable charactenistics of the vertical velocity
response 1o collective inputs in terms of a first-onder tranafer-function model #/8.,. An excellent review and
analysit of helicopter handling-qualities using parametyic system identification of low-order modela is given by
Houston and Hoerton (1987, [B.2.6]) based on SA-330 and Lynx flight test 2nd simulation data. Both fre-
quency-domain and time-domain methods are employed in the handling:qualities communities for parametric
systern identification.

i
|
|
|
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‘The following scctions demonstrate the application of both non-parametric and pararnctric systern identifica-
tion methods for handling-qualitics studies.

8.2.3 Non-parametric Mode Identification for Handli.ag-Qualities Studies

‘This section discusses special requirements for identification of non-parametric (frequency-response) models
and presents an illustrative example using the BO 105 data basc.

Non-parataetne models used in the evaluation of handling-qualities based on bandwidth and phasc dclay
metrics must be accurate in the frequency range of the data used in the calculation (eg. equation (8.2 3) for
1)

o

05wy, < w < 25w, (8.2.4)

As seen in Figure 8.2.3, the range of acceptable bandwidth frequencies in the pitch and roll axis is roughly
trad/s — 4r: i/s. Based on cquation (8.2.4), and assuming a simple sccond-order closed-loop attitude
response characteristic, the required range of accurate identification is roughly 0.5 rad/s 1o 15 rad/s. Clearly the
very low frequency behavior of the phugomd (and spiral) dynamics are not as important for handhing-quality
applications as they are to the requirements for identifying a complete 6 Dol flight mechanics model.

The frequency-sweep input is particularily well suited for achieving accurate non-parametric (frequency-
response; adentification because it produces an even distribution of spectral content across the desited frequency
range. The range of excitation is detevimined by scleeting ihe period of the lowest frequency input and the cycle
rate of the highest frequency input. At least iwo complete frequency sweeps are concatenated to increase the
amount of data used in the spectral analyses and thus reduce the vanance in the spectral estimates. Vhree fre-
quency sweeps are cxecuted consccutively in cach of tlie primary axes to cnsure that two gocd runs are
obtained. Instrumentation requirements for identifying handling-qualities models arc essentially the same as
those required for identifying the more complete flight mechanics. The instrumentation charactenstics must
be carcfully selected to minimize their influcnce on .2 aircrafl response characteristics being identified Further,
the characteristics of the sensors and filters must be well known 30 that their effect can be incorporated in the
analyses and not cause the extracted response characteristics to be biased by the instrumentation dynamics.
I'inaliy, the flight tests must be conducted duning periods of mimirmnum ambient wind and turbuience 1o reduce
the random crrors in the identification.

Fhght-test inputs for flight-mechanics model identification are typically difficult to execute for the hover flight
condition. However. the reduced identification frequency-range needed for kandling-qualities applications
allows much shorter record lengths and higher minimum excitation frequencies, thus reducing difficulty of
achieving acceptabie excitation cven in hover. Furthermore most handling-qualitics applications are concerned
with the augmented (i.e. stability contro! augmentation system cngaged) vehicle response characlenstics, for
which the aircraft dynamics arc generally more stable and tnore nearly decoupled than tie bare airframe.

Attitude response identification (e. g. ® / &,,,) in the mid- and high-frequency range is best achieved using the
angular-rate signals (p / &.,,) which have better frequency content compared to the attitude measurement var-
iables. Then, the required responsc is obtained by applying numencally a 1/s correction

P 1 P

i = Wm-

é

iat

in the frequency domain.

Figure R.2.4 shows an cxarnple of the @ [ 4,,, response for the BO 105 obtained from the AGARD WGIS
frequency sweep data at 80 kn (cvents 44, 45, 46). The bandwidth and phase delay metrics ate readilv obtained
from the figure and cquation (8.2.3) to yicld:

Wy = 9.72rad/s

. = GOB2s 8.2.5)

P

These values ae then spotted on the ADS-33C specifications in Figure 8.2.3. ‘The BO 105 characteristics are
scen 1o be in the desirable range even for the most demanding piloting tasks. Tlis is a refiection of the high
cffective hinge offset of the BO 105 hingeless roter, and the lack of ad-litional time delays in this unaugmented
aircraft. Much larger cffective time delays are usually associated with flight contsol system asgmentation in
advanced rotorcraft (Tischler, 1987, [8.2.7)).

‘The presence of the lead-lag dynamics causes a dip in the phase curve near the 2w, g4 frequency as indicated
in Figure 8.2.4. This causes the phase characteristics to be a nonlinear function of frequency and makes the
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phase delay calculation extremely sensitive to the identified value of 2w, 4. In such circumstances. the phase
delay parameter should be determined by a least-squarcs fit to the phase data in the piloted cross-over region
(ADIS-33C) as illustrated in Figure 8.2.5. The results show that for thz present case, the least-squares calcu-
lation produces cssentialiy the same phase delay value as was obtained directly from the two point approxi-
mation in Figure 8.2.4,

8.2.4 Parametric Model Identification for Handling-Qualities Analyscs

Itandling-qualities analyses based on parametric models of the piloi/aircraft system of Figure 8.2.1 must be
accurate in the region cncompassing the pilot cross-over, w.. As a rule of thumb, the frequency range of
validity should cncompass:

03w, S w < 30w, (8.26)

‘The pilot’s feedback loop suppsesses the dynamics at lower frequencies, while the natural roll-off behavior of
system response reduces the importance of the high-frequency dynamics. Thus, closed-loop pilot/vehicle
charactenistics are dominated by the open-loop 1esponse ¢/e in the frequency range of equation (8.2.6).

Parametac system identification methods for application to handling-qualitics must be tailored to be most
accurate i the frequency range of cquation (8.2.6), with considerably reduced accuracy being acceptable out-
side of this frequency range. This suggests that handiing-qualities modcls for attitude task analyses
(1rad/s € w, < 3rad/s) should be accurale in the frequercy range of 0.3 rad/s 1o 9 rad/s. WGIS identifi-
cation results indicate that a quasi-stcady model formulation will be quite acceptable for charactenizing heli-
copter dynamtics in this frequency range. Furthcrmore, as discussed earlicr, parametric handling-qualities
maodels are generally assumed to have a very simple decoupled, first or second order structure 1o expose the
dominant charactenistics of concern to the pilot. This is especially true for analyzing handling-qualities of
augmented vehicle dynamics, since augmentation tends to suppress mast of the coupled and secondary open-
loop vehicle dynamics. Clearly, model structures for handling-qualities analyses applications are significantly
sipler than the 6 Dol’ Might mechanics modzls identified by WGIR. ‘The rudimentary models adopted to
represent the pilot (c.g. cquation (8.2.1)) make a more accurate maedeling of the rotorciaft dyramics inappro-
priate

‘The simple parametric inodel structures adopted for handling-qualities analyscs allow considerable relaxation
of the input design requirements and computational algorithms nceded for parametric system identification.
The main requirement is to acquire data with rccord lengths on the order of 2 to 3 time constants of the modes
included in the model. For example, a typical heave damping constant (Z,, = —0.5 /s) implics a time constant
of 2 seconds. 'Thus, desirable record fengths to identify this parameter from flight data would be of the order
of 4 to 6 seconds. These record lengths are considerably shorter than necessary to identify the coupled and
lower frequency behavior for a full 6 Do¥ flight mechanics model. Rapid identification algorithms based in
both frequency-demain (Tischler et al., 1983, [8.2.5}; Tischler ct al., 1927, [R.2.6]) ard time domain (Anon.,
1988, [8.2.3]) are available for this application. The following two examples bascd on the WGI8 All-64
data-base illustrate the use of time-domain and frequancy-domain system identification methods to extract
lower-orde: parametric handling-qualities modcis.

8.2.4.1 Time-omain Identification Example

The ADS-13C specification requires the identification of the first-order model of vertical response to collective:

n K exp(—rs)
T Ts+1

s (8.2.7)

<ot

based on a sunplified time-domain output-eor technique. The required analysis assumes that the input is a
pure step. This yiclds the simple closed-form solution for the vertical rate response:

leatll) = K [1 - exp( - ki) ] for I>r (8.2.8)
T
Paglt) = 0 for 1€ 71 (8.2.9)

Although not contained in the current specification, the conatraint of equation (8.2.9) is necessary to yield a
causal model response (Howitt, 1990, [8.2.8]) In practice, the starting time (f == 0) is assumed to be at the mid
point of the control input, since a funte time will always be required to achieve the full input during flight
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testing. The parametcrs of equation (8.2.7) arc to be obtained by a non-lincar optimization scar-h to minimize
the squared-error (€°) between tiie model output and flight test data:

€ = (Fost — Paara)’ (8.2.10)

Table Tablz 8.2.1 on page 274 presents the ADS-33C specifications of the parameter values for desirable
handling-qualities (Level {).

The collective step response of the Ali-64 for the 130 kn flight condition shown in Figure 8.2 6 was obtained
by using the first portion of the doublet record (flight 883, event 10). The input is 2ssumed to begin at
t = 1.2, which comresponds to the mid-point of the initial collective step. The end-of-record is taken at
t = 451 s, which corresponds 10 the point of collective control reversal. Therefore, the total record length used
in the identification procedure is ¢t = 331s. Considering an approximate heave damping value
Z,=-05 5_1) based on the AH-64 12sults cbtained by the DLR (section 6.1), the system time constant is
about 2 seconds, thus indicating that the record length is marginally acceptable for the current identification
problem.

The transfer-funciion parameters identified using the data of Figure 8.2.6 arc:

K= ~160Rs /% = —0488ms /%
7 = 019253 (8.2.17)

The model response as estimated from equations (8.2.8), (8.2.9), and (8.2.11) is shown in ¥igure 8.2.6. The
correlation coefficient r“ is a measure of the accuracy with which the identified model satisfactorily characterizes
the flight test data:

”'\ . o 2
Z(hes( =M gaa)
r? = =1 o (8.2.12)

n -_—
Z (homa —h ﬂﬂ!")l
1=1
whers h denotes the mean value of h. For the results of Figure 8.2.6 is:
P = 1017 8213)

The specification requires a correlation co=fficient in the range of 0.97 to 1.03. Therelore, while there are sig-
nificant deviations between the model predictions and the flight test data, the fit is considered to be satisfactory
for handling-qualities applications. Coraparison of the equation (8.2.10) parameters with the specification
(Table 8.2.1) indicates that the AH-64 achicves desirable (Level 1) handling-qualities charactenstics for the
vertical response.

When a helicopter is operating with the automatic fight control system disengaged, as in the present case, the
parameters of equation (8.2.10) correspond to the bare airframe stability and control denvatives:

Zgoy = K = —0488m s /%
Z,= -7 = —0545”" (6.2.14)

h
r = rotor delay = 0.192s

The DLR gesults for these parameters as abtained from the full 6 NoF modcl identification are repeated for
comparison with equation (8.2.14):

Zyor = —0.264ms™%

Z, = —0547s"" (8.2.15)
T=017s

The rather crude identification technique of equation (8.2.8) yields an accurate identification of hcave damping
(Z,3- The nommal sensitivity (Z5.,) and time delay (7) are somewhat overestimated, and may be correlated -
trading off one against the other in the simple identification scheme. The l.evel 1 specification 18 achieved even
for the overestimated time delay of equation (8.2.14), although the pilot opinion of the model of equation
{8.2.15) would probably more accurately reflect the true aircraft behavior.
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8.2.4.2 Frequency-Domain Identificztion Example

Frequency-domain methods provide a reliabie approach for extracting physically meaningful low-order han-
dling-qualities models because:

1. model structure can be selected based on a visual inspection of the non-parametric frequency-response
identification resuits and

2. the frequency range of fit can be restricted to the model’s range of applicability (Chen et al, 1987,
[8.29)).

This approach is illustrated using the WG 18 frequency sweep data for the AH-64.

The frequency response of pitch rate due to longitudinal actuator inputs was obtained (from flight 883 events
3 and 5) using the frequency-response identification techniques of section 5.5and is presented inFigure 8.2.7 .
Good coherence is achieved in the frequency range from 0.8 rad/s (corresponding to the starting frequency of
the autoirated sweep) to 10 rad/s. The coherence function of nearly unity indicates excellent identification
accuracy and response lineanty in this range. Visual inspection of the frequency response of Figure 8.2.7
indicates a fundamental first order charactenistic. Attempts 1o fit the pitch rate response with a second-order
modcl, or a simultaneous fit of the pitch rate and normal acceleravion responses with the short period model
propcsed by RAE (Houston et al., 1987, (8.2.6]) resulted in overparaumeterization. The second-order pitch rate
transfer function reduced to a first order form, thus indicating a ver;” weak coupling between pitch rate and
vertical responses. This finding is further supported by the very small identified values of the M,, coupling
derivative determined by the DLR (M,, = 0.013) and the NAE and MDHC (M,, = 0.00513). The following
decoupled pitch rate responsc was obtained from a 20 point match over the frequency range of fiom
0.6 rad/stot0 rad/s:

q - félon 2Xp( ~ 71on$)
Sion s—M,
My = 00274s7%/% (8.2.16)
= —077545""

Ton = 0.0993 s

<
[

The frequency response comparison between the low-order transfer function model (equation (8.2.16)) and
flight test data is excellent over the frequency range of the fit as shown in Figure 8.2.7. For comparison with
the above simple model results, the parameters obtained by the DLR for the full 6 DoF model (Section 6.1)
are repeated below:

Mgon = 00275577/ %
My = -07747s" (8.2.17)
Tan = 0.100s

The agrcement between the first order, 1 DoF, handling-qualities model and the full ¢ Do¥ results is
remarkable (rompare equations {8.2.16) and (8.2.17)), substantiating the use of the simplificd model in the
limited frequency range of applicability.

The utility of the simplified transfer function raode! was checked using time domain verification for a doublet
nput. As seen in Figure 8.2.8, the predicted and measured responses of pitch rate and pitch attitude are nearly
identical for the 8 sevonds recerd length shown in the figure. This 8 seconds record corresponds to sbout 6 time
constants of the identified pitch rate mode. Clearly, the transient pitch rate response characteristics of the
AH-64 that arc of interest to handling-qualities are satisfactorily captured by this very simple first-o-der trans-
fer-function model.

As seen ini Figure 8.2.7, the poor coherence at low frequency is not satisfactory for allowing an extraction of
tine bandwidth and phase dclay parameters from the identified frequency-response. However, these parameters
can be obtained by extrapolating the transfer function model response into the needed frequency range:

Why = 08708rad/s
1o, = 00748 {8.2.18)

Comparison of these values with the ADS-33C specifications (Figure 8.2.3) indicates Level 2 handling-qualities
for the unaugmented AH-64 in the nonaggressive piloting tesks. Level 2 bandling-qualities for a faiied (or dis-
engaged) AFCS condition is generally corsidered acceptable.
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8.2.5 Summary

Key considerations in the application of system identification techniques to handling-qualitics studies that were
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highlighted in this section are:

1.

Requirements on flight testing, models structure, and ideatification algorithms are substantially eased
hecause of

a. the rather restricted frequency range of applicability needed for analyzing pilot-in-the-loop han-
dling-qualitics; and

b. the desire for simple handling-qualities models which capture the inherent dynamic characteristics
using a few number of parameters.

Non-parametric models are very useful for handling-qualitics and are easily obtained i1 the frequency
domain from frequency-sweep flight test data. .

Simple parametric models are useful for characterizing the dominant vehicle charactenstics in the fre-
quency range of intetest to handling-qualities and for establishing handling-qualities design guidelines.

Examples of frequency and time domain identification techniques applied to the BO 105 and AH-64
databases illustrate that rather simple modeling and identification methods can reliably be used to support
cotorcraft handling-qualities studies.
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Figure 8.2.4. Roll attitude response to lateral stick
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8.3 System ldentification Requirements for High-Bandwidth Rotorcraft Flight Control
System Design!¥)

8.3.1 Introduction

System " atificriion procedures provide an excellent tool for improving mathematical models used for rotor-
craft Jdight controi system design. Dedicaied flight tests of a prototype helicopter can be conducted 10 update
the flight mechanics to update the flight mechanics models and optimize control system gains carly in the
development process. Such an approach has already been taken by Kaietka and von Grinhagen (1989,
[8.3.1]) in the development of a fly-by-wire BO 105, and by Bosworth and West (1986, [8.3.2)) in the devel-
opment of the X-29A.

‘I'he identification of models 1or use in flight control system design involves requirements that are considerably
different from those encountered in other applications such as piloted sirulation and wind tunnel model vali-
dation Models identificd for use in simulation and wind tunnel validation must be generally accurate over a
wide spectrum of frequencies from tam (7ero frequency) ard phugoid (low frequency) to the deminant tran.
sient responses of the longiiudinal short-penod and roll-subsidence modes (mid/high frequency). Therefore, i
tenns of stability and control derivatives, the low-frequency paramcters sach as the speed derivatives may be
just as important 1o a pilol’s perception of simulation fidelity as an accurate value of roll damping.

Practical flight control system design requites models that are:

1. highly accurate in the crossover frequency range-to exploit the maxumum achievable nerformarce from
the helicopter; and,

2. rcbust in the crossover range with respect 10 flight condition, and input form and size-to ensure thar
closed-loop stub lity/pedfortnance is mairtained. The conrrol systemn design can be made sufficiently
robust lo compensate for poor modcl robustness, but at the expense of performance.

“These vequirements are especially difficuit for advanced high-bandwidth control systems where the crossover
ral.ge occurs at trequencies near the Emit of current identification capabilities.

‘T'his paper caamines in detail these requirements for systerr identification application to high-bandwidth flight
contrel design. Much of this paper discusses the need in control system design for higher-order models that
mclude rotor “vnamics. It is interesting to note that the inclusion of rotor flapping dynamics in an optimal

control syst ‘gn mthodology was investigated hy Hall and Bryson (1973, [8.3.1]) many ycars ago.

Thei e of the BO 105 helicopter (I'igure 8.3.1) at a trun condition ¢f 40 m/s is used throughout to
sltv - noints of the analysis The high-bandwidth/highly-coupled rotor syster  of the 1O 105
[UN . <,sten designer with i “most difficult case” scenanio. Flight data presented in this paper
v . I71.R Institute for Flight Mechanics as part of the AGARD WG LR on Rotoreraft Systern
Ide, :

8.3.2 Simple Modct-Following Control System

Vigure 8.3 2 shows a simple d=sign of the rolt channel for control system based on an explizit model- following
conenpt. An atiitude-command/attitude-hold configuration is hown, with only roll angle feedback for the
preser i The error signal is tormed from the diffcrence between the actual roll angle response and that of the
desired command model.

The control law design g roblem for this simple system involves the selection of the stabilizztion loop gain K,
and a1 appropniute command model Design requirements based on the U.S. military handling qualities spec-
ification (Hoh ct al., 198%, [8.3.4)) are for an overall ciosed-loop roll attiiude bandwidth D/®, (bascd on 45°
phase marpin) in the range of 2rad/s § w,, < 4radfs. The desired stabilization loup bandwidth
(Wow!stap Of P/ W, is selccted as .wice this range 4 rad/s € (Wy,)s1,..0 S 6 rad/s to achieve good modzl-
following and gust rejection (Fischler, 1987 [8.3.5]). This implies a stabii-zaticn loop crossover frequency (of
P/P,) in the same range, with associated satisfactory phase and gain margins. The following ection addresscs
the “dentification and modeling aspects for achieving Liese desired stabilizatior: loop characienistics ¢/ Qpy,.
Con:mand model selection ©,,/@, is not addressed herein, because it is pot an identification isaue.

19)  P:inciosl Author: Mask 8. Tischler, AFDD
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8.3.3 Identification Models for Control System Design

Identification models for use in control system dzsign can be categorized as non-parametric (¢.g., frequency-
response) or parametric (¢.g., transfer-functions and state-space models). Both types of models are discussed
in this section.

8.3.3.1 Nonparametric Frequency-Response Model

Nonparametric identification models are highly useful s starting points for control system dusign because they
contain no inherent assumptions on model order of siructure. The frequency response is complete and accurale
(within the frequency-range of good coherence), and provides the fundamental open-loop charactenstics needed
for both classical and modem frequency-domain based design methods. The identified frequency-responsc is a
describing function model of locally linearized nonlncar behavior. The seventy of this assumption can be
checked by cornparing extracted describing functions or different input arplitudes.

A robust control systern design requires a model that is accurate ever a frequency range hat spans the intended
crossover region. However, the helicapter’s dynamics and thus the achievable crossover frequency are unknown
at this stage. ‘Thus a nonparametric model that is accurate over & broad frequency range is desiratle. Pilot
generated frequency-sweeps are especially wel! suited for this purpose (Chen et al., 1986, [8.3.6]; Tischler et
al,, 1987, (R.3.7)). Piloted frequency-sweeps of the BQ 105 were conducted oves a range of frequences from
0 1Hz 10 5 Hz (corrusponding io angular frequencies of 0.63rad/sto 314:ad/s) to excite all the dynamic
maodes of concern (Figure 8.3.3).

The identificd open-loop (®/4),) freauency response of the BO 105 body rotor/actuator systera for the
40 m:s flight cordition shown in Figure R .4 was obtained using the spectral analysic techniques of reference
(lischicr, 1987, {R38]). 'The spectral analysis was optimized for accuracy in the frequency-range of
1rad/s € w < 30rad/s, which covers all modes of concern nicar the crossover range ‘i he associated coher-
enve (ligure 834 pant ¢) indicat=s accuraic identification in this frequency range. The Bode plot of
Fignre 8.3.4 shows that with coll attitude feedback only, a masimum crossover frequency (O/®,- of
w, = 572rad/s can be achieved for phasc and gain margins of 45° and 6 dB, respectively. ‘These characier-
istivs mcct the design spccifications for this sumpic system. However, roll rate feedback wall be necesser; 10
offset additional lags in a practical design implementation (Tischier, 1387, [R.3 §]).

8.3.3.2 Pasametric Model

A paremetric mode) of the roll response i< useful to facilitate detailed contro} design studics Vhe fundainental
considerations in deriving such a parametne model are:

1. Fregquency-range of validity

“the frequency-range of model validity should catend substantially on cithicr side of the crossover fre-
quency As a rule of thurab, dynamics modes with frequencics of 0 310 3 0 times the crossover frequency
will contnbute substantially to the closcd-loop response. In the pzesent case, this indicates that the par
ametric model should be valid i the frequency range of 2 rad/s to 10 rad/s, which includes all of the
classical attitude response modes (short period, dutch soll, and roll subsidence) and the regressing rotor
maodes (lapping and | 1-lag}, and dynamic inflow (for Jower speed (nditions) Accurate charactenzation
catside of this frequency range is not important to control system design for the design bandwidth selected
here. Closed-loop cuntrol suppresses all low frequency opeii-loop response, so that accurate knowledge
of the speed denvatives (phugoid and spiral dyramics) is of hittle importance

2. Model Order

‘The model order must be high enough to captuse the impcrtant dynamic characteristics in the frequen-
cy-range of model validity. In the frequency-domain, this nicans a sufficient number of states 16 achieve
a "goud fit" of the nonparametnc response of Figure 8.3.4 is needed in the ddesired frequency range
However, if the model order is eacessive, model parameicrs will exhibit luge vanability to small changes
in flight coidition, input form, and input size which will conipromise robustncess ( Taylor, 1974, [3.2.9]).

3. Estimste of Model Accuracy

¥light control design requires an estimate of the accurac; of the acrodynamic parameters. Modern Mul-
tiple-Input-Multiple-Output {MU'0) methods that fecdback all outputs to all controls require a con-
sistent jevel of accuracy in the characterization cf all of the on- and off-axis responses. Metrics such as the
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Cramer-Kao lower bound, mulu-run scatter, and frequency-response errors aie useful for assessing model
accuracy.

4. Model Robusiness

Modcls must be sobust with respect to flight condition, input form, and input size. Model structure
determination methods are useful in reducing parameter insensitivity and correlation, which in tum
improves model robusiness. Also model verification with alternative input forms, and magnitudes arc
uscful in this regard.

8.3.4 A High-Order Modd for Rolt Rezponse

A Tth-order model is sclected as the “bascline model™ that captures the key dynamics in the frequency -range
of concern (2 rad/s to 18 rad/s):

coupled roll/rotor flapping dynamics (2nd order),
lead-iag/air resonance {2nd order),

dutch roll dynamirs (2nd orger),

roll angle integration {Ist order),

actuator dynamics (equivalent time delay).

[V NS

IJynamic inflow modes are not explicitly included in the above hist, because of their small infleence at this
forward flight speed (40 m/s}. (Implicii effects of inflow on the rotur modes are captured in matching the fre-
quency-response data.) The roll angle respons» to lateral stick transfer-function for the bascline model is then
4th-order nunierator and 7th-order denominator. The model parameters shown in Table 8.3.1 wete obtained
from a frequency response fit of Figure 8.314 from 1 rad/s to 30 rad/s using 50 poinis The frequency-response
companison with the dzata is seen in Figure 835 1o charactenize the dynammics accurately m the range of con-
cem, thus indicating that model it of sufficiently high veder. The mismatch n ar the Iead-lag mode (13 rad/s)
reflects the reduced accuracy (lower coherence) of the tisght duta in this ficquency range (Figure 8 3.4) The
45° phasc margin crossover frequency for the bateline mode! is taken from Figure 835 as we = 532rad/s
which is within 7 9 of the data and the haceline gein margn and the flu\‘u\.ln.} for closg-luup instabiniy
(w,) maiches the data (lable 8.3.2).

The trander function model indicates a highly coupled body-mollfrotor-flapping mode  (( = 051,
w = 13 7rad/s) as 1s expecied for the hingeless rotor system (high effective hinge offct) of the B() 10§
Helicopicrs with low effective hinge offset rotors (or equivalently low flapping stifiness), such as some artic-
ulated =ysiems, will generally exhibit two essentially decoupled first order modes;

1. body angular damping (L;,. M)
2 st order rotor regressing

The decoupled rotor mode is often modelled by an effective tine delay. The degree of bidy/rotor coupling i«
determired by the flapping stidffocss as illustrated w1 Figure 8.3.6 from tlefTley et al (1986, [8 3.10]). The
lcad-lag mode is very lightly damped (( = 0 0i421) due oaly to structural Jamping of the hingeless roior and
the low acrodynanic damping The total modal damping (0 = — {w = 06665 ') agrees very well with
previously published experimental data (Warmbrodt et al., 1984, [83.11]) Significant rolljyaw coupling it
apparent from the scparution of the complex pole/zero eombination of the dutch rall mode. Tinally. the
equivalent time delay comresponds well to known control systen hydraulics and hinkage lags.

Figure 8.37 shows the root Jocus for varistion in the roll angke gain Kg, (of Figure &13.2). The pole at the
ongn moves 10 the crossover mnge, and the dutch roll mode is driven into the neighbonng zero in a stablc
manner. The lead-lag mode is also driven toward the neighboring complex zero, and is slightly stabilized (
{ = 00440) for the nominal cyossover frequency (w, = 5 32). The aititude feedback gain K¢ 13 limited by the
destabilization of the rotor/apping mod=. Added time delay te account for unmodclled dynarnics does not
chenge these results sgnificantly.

The closed-loop frequency response of @/@,, (from Figure 83.2) shown in Figure 8.3.8 for
Kg = 3228 %/rad indicates that good model-following will be achieved out to the desired stabilization-loop
bandwidth frequancy (4 rad/s 10 € rad/s). The closed-loop data curve also shown in the figure was generated
ty calculsting KG/(1 + KG) for each frequency, using the open-loop duta curve of Figur: 8.34. The good
agreement between the closed-loop baseline model response and the (calculated) data over the byoad frequency
range (1rad/s 0 30 rud/s) further demonstraics the validity of the Tih-order model for predicting high-
bandwidth flight conwol system performancs.
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Two important quantitative metrics of closed-loop pedormance (®/P,,) are bandwidth (or,,,) and phase delay
(rp)- Closed-loop bandwidth wy,, is defined in the handling-qualitic: community (Hoh ct al., 1988, (8.3 4]) as
the frequency ai which phasc margin of the closed-loop response, ©/®,, in this case, is 45°. (This definition
applies for attitude command systems as in the present study.) The phase delay is a measure of the phase rolloff
near the bandwidth frequency and reflects the total effective tirae delay of the high frequency dynamiic elements
(rotor and actuator in this simple case). The phase delay s defined as (Hoh et al., 1988, [5.3.4]):

P60 + 180°

To = = 51 3n 2wy (8.3.1)
where
Wiso = frequency where the phase of (§/D,) = —~180°
D,,180 = Phase angle at a frequeny of 2wy,

The bandwidith and phase dclay metrics are well predicted by the higher-order model as shown in
Table 8.3.2.

An additional fecedback of roll-rate will be required in the control system to offset lags and time delays associ-
ated with practical design implementation. Figure 8.3.9 shows a root locus for vanation of roll-rate feedback
aain K, For no additional time dclay, rotor/flapping mode stability remains the limitation on rate feedback
gain, although the Jead-lag mode damping is clearly reduced for modcrate gain levels. When S0 ms of addi-
tional time delay is included to account for filters and computational delay in a practical digital control systcin
implementation (Tischler, 1987, {8.3.5)), the lead-lag mode becomes rapidly destabilized and sets the limit on
rate fecedback. (A lag and a pure delay have the same cffect on destabilizing the lead-lag mode for this case.)
This result ilustrates the need for accurate knowiedge of the lead-lag dynamics in high-bandwidth control
systemn design. Aralytical studies by Diitler (1928, [8.3.12]), Miller and White (1987, [8.3.13]), and Cuntiss
(1986, {8.3.14]) have made the same conclusions. A flight test investigation by Chen and Hlindson (1986,
{8.3.15]) using a vanable-stability CH47 helicopter demcenstrated the importance of rotor dynamics and contro.
syste:n lags in determining feedback gain bandwidth limits.

8.1.5 Lawer-Order Models for Broad-Band Roll Response

Two levels of approximation that are comimonly made in fonnulating models for identification are considered
in this section:

1. Omit lead-lag dynamics (5th order)

A Sth-order roll-attitude response model was obtained by refitting the frequency response data without
the lead-lag mode (1'able 8.3.1 and ‘i'able 8.3 2). The transfer function result is consistent with Tth-order
model, with only slight varnations in the remanring parameters. This indicates that the lecad-lagiair-
resonance mode can be modelled as a onc-way-coupled (pasasitic mode), similar in nature to an asrcraft
structural mode. Vhus, the lead-lag transfer functions (quadratic dipoles) could be appended onto a
& [FOF ‘dentificaton model (flapping dynamics only). This approach has becn successfully applied in the
state-model identification of BO 105 dynamijca {Vischler et al., 1990, [8.3.16)).

The frequency-response matches of the Sth-order model matches the high-crder model very well
(Figure 83.106). except of course for the cmission of the lead-lag mode. The fitting exvor shown
Table 8.1.1 indicates only a slight degradation relative to the 7th-order model. The roll-angje gain is again
limited by destabilization of the coupled roll/flapping mode. Of course, roll-rate limitations due to Jead-lag
instability will not be detected by this model. Comparison of the closed-loop response (®/®P,,) of the
Sth-order and Fth-order model (Figure 8.3.11) shows that the reduced-order tnodel is very accurate except
fot the lead-lag mode omission. The quantitalive metnics match the baseline model results (Table 8.3.2).

2. Quasi-steady rtor dynamics (4th order).

A 4th-order model is obtaincd by adopting a quasi-stcady assumption for the roll dynamics and treating
the rotor as an equivalent time delay. The resulting transfer function model fit is given in Table 8.3.1.
The time delay of 9.0743 s now accounts for 0.023 s from the nydraulics/ actuator syatem and 0.051 s
from the effective rotor delay. The quasi-steady roll damping modc is estimated at L, » —9587 rad/s.
The dutch soll pole/zero quadratic has been de-tuned for this single axis fii.. (This could be improved by
considening a simuitancous maich of 8/4,, which will enforce the comrect dutch roll location (Tischler,
1987, (8.3.8]). The frequency-response of this mode! ia seens in Figure 8.3.10 to be a poor approximation,
cspecially at ligher-frequency, as expected by the adoption of a crude rotor flapping approximation. This
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13 further emphasized by the threefold increase in the fitting cost relative to the Sth-order nodel
(Table 8.3.1). The 45° phase margin crossover frequency is under-predicted by 20 % relative to the
bascline model, while the gain margin is overpredicted by 57 % (Table 8.3.2).

‘The root locus versus attitude gain for this model (Figure 8.3.12) indicates that the gain limitation is duc
te the destabilization of a coupled 2nd-order pure rigid body modc. Thus, the quasi-stcady model fails to
capture key dynamics of the coupled roll/flapping mode. Finally, the closed-lcop bandwidth is underes-
timated by 26 % as indicated in Figure 8.3.11 and Table 8.3.2. Overall, the use of the 4th order model
to match the full frequency range (1 rad/s 10 30 rad/s) is seen to be inappropriate.

8.3.6 Quasi-Steady Models for Low-Frequency Roll Response

The wtility of the quasi-steady approximation in characterizing the lower-frequency dynamics was investigated.
For this study, the dutch roll dynamics were omitted.

Figuie 8.3.13 shows the vasiation in L, and the fitting cost for changes in the upper fitting frequency
8rad/s £ w, < 30rad/s. The roll damping rises from L, = —9.3 for w, = 8rad/s 1o L, = 204 for
w, = 15rad/s; however, the cost function remains fairly constant in this range. FFor w, > 4 rad/s, the cost
function riscs dramatically, indicating a poor characterization of the dynamic response. Note that for the
w, = 30rad/s, the roll damping drops to L; = 9.6, which closely comesponds to the 4th-otder model of
Table 8.3.1 The cxtreme sensitivity in the model parameters and cost function for w, > 14rad/s, shows that
this frequency is the limit of the validity of the quasi-steady assumgtion. For w, < 14rad/s, the cost function
re:nains fairly constant at CF = 45, which roughly corresponds with the 5th order fitting error, the higher-
order model being more accurate as expected. The vanability in L, seen even for 7rad/s € w, < 13rad/s
will be limited by the simultaneous fit of multiple responses in the full model identification (Tischler ¢t al.,
1990, [8.3.8]).

The ®/d, frequency-response for the «, = 13 rad/s case is shown in Figure 8.3.14 to have comparable
accuracy as the bascline modef in the range of 1 rad/s to 13 rad/s (exccpt for the omission of the dutch roll
mode). The estimated crossover frequency is nearly identical to the high-order baseline model. Also, the
closed-loop performance metrics are miuch closer to the bascline model 0 in was the 4th-order model
(Vable 8.1.2). 'Tke fust order model for w, = 30 rad/s, alsc shown in Figure .3.14, is seen to poorly char-
acterize the responsc at both low and high frequency. The frequency range of the fit is clearly inappropnate for
the quasi-steady model structure. A similar analysis conducied on the pitch response indicates a useful band-
width for the quasi-steady zssumption of 13 rad/s. Thus, the overall usciul bandwidth of the quasi-steady
modcl structure is 13 rad/s.

This analysis indicates that improved ulility of the quasi-steady models can be achieved if the data is band-
limited to below the rotor flapping frequency (13 rad/s in this case) before the identification is compictzd. This
band-limitation casily accomplished in frequency-domain identification methods, since the fitting range is an
explicit function of frequency (Tischler et al., 1990, [8.3.16); Tischler, 1988, [8.3.17]). In time-domain meth-
ods, the data should be filtered to eliminate the high-frequency dynamics (Chen et al., 1986, [8.3.6]). Although
the coupled rotor/flapping instability can still not be replicated with such band-limited quasi-sicady modecls,
the nominal control system performance may be adequately estimated.

8.3.7 Condusions

1. An accurate model for helicopter control system studies requires coupled bady/rotor flapping and lead-lag
dynamics. The lead-lag response may be treated as a one-way coupled parasitic mode for the case study
evaluated heicin.

2. For a single-rotor hingeless helicopter, the coupled body/iotor-flapping mode linits the gain on atiitude
feedback, while the lead-lag mode limits the gain on attitude-rate fecdback.

3. Quasi-steady models that approximate the sotor response by an equivalent delay are useful for estimating
nominal control system performance if the data used in the identification is band -limited to frequencies
belew the coupled body/rotor response.
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—
Fitting
Modei range Transfer function Fit cost
(in rad/s}
Baseline Model 7th |30 2,62 [0.413, 3.07] (0.0696, 16.2] o ~* %2 121
order {0) [0.277.2.75] [0.0421, 15.8] [0.508, 13.7] i
Coupled body/rotor Sth | | 40 247[0.499,3 113 %™ 23
order {0) [0.319,2.71] {0412, 13.9] ’
Broad-band quasi-steady | | 5o 0.200 [0.263, 2.04] ¢ ~2 774 1023
4th order - (0)[0.244, 2.13) (9.87) '
- -
%3 rad/s band-limited o1 _0-_320_5''-"mms 442
quasi-steady 2nd order - (0){14.6) '

Table 8.3.1. Roll response models, P / S,

Numerators and denominaiors of the ransfe. functions are decornposed into products of functions of the variable s.

[{. w,) represents the second order polynomial PRI Wws + w?‘. with undamped natural angular frequercy w,, and
the damping ratio ¢ of modwius 1{} < 1.

(/) represents the Jirst order polynomial 8 + i;T, where T = time constant.

-

Open-loop metrics ¢/ P,

Closed-loop metrics

/0,
Model

W GM w, Whw o
(in radis) { (indB) | (inradis) | {in radls) (in s)

Data 5.72 6.39 t1.4 8.58 0.0658

— N
Baseline model 5.32 6.51 118 9.46 0.0659
Coupled body/rotor 5.33 5.70 115 9.62 0.0682
Broad-band quasl-steady 4.28 10.2 10.2 6.96 0.0545
13 rad/s band-limited 5.26 7.96 11.1 8.33 0.0600
Table 8.3.2. Comparison of performance estimates
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Figure 8.3.1. BO 105 case study helicopter
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Figere 8.3.2. Simple explicit model-following control system
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9. Conclusions and Recommendations

T'his Report has documented the activities and accomplishments of the AGARD Working Group W(- 18 on
Rotoreraft System [dentification. Fust, recent system identification activities were reviewed Vollowing this, the
technical work carried out by the Working Group was pre.cnted: the common flight test data bases provided
to the Gronp were descnbed and the applied identification methodologies characterised. Results obtamned from
data quality investigations and identification and verification analyses were presented in defail in the form of
cast studies. Robustness issues were addressed. Finally, examples drawn fromn the main application areas for
system identification approaches were illustrated. In most of the individual sections, summanes or conclusions
and recommendations were included. In this section, the main conclusions are drawn together and some gen-
eral reccommendations of the application of system identification approaches are given.

The following conclusions were obtained:

1. The review of recent system :dentification activities has clzarly shown that the deveiopment and applica-
tion of identification techniques is concentrated in research organisations whereas the application in
Indusicy is still sporadic and tentative. For example, in areas like model validation and trouble shooting
during development flight tests, a strong reliance is placed on experience and enginecring judgement in the
interpretation of discrepancies betwecn simulation and flight tezt data. Here, time history comparisons are
the most common practice. However, Industry responses indicated a need for more effective comparative
and diagnostic 1ools and an incieasing inteiest in the application of identificatton technigques. Main con-
cerns were related to the maturity level and the limitations of present methods. The responses have also
emphasized the craft-like rature of modelling rotorcraft fight dynamics and the need for system identifi-
cation tools to be compatible with this approach. An evaluation of the problem areas highlighted by
Industry has shown that many of the flight dynamics problems could potentiail;: have been solved using
systern identification.

2. Flight test data obtained from the Atl-64, BO 105, and SA-330 were provided to the Working Group.
In section 4 on AGARD Working Group Data Base, it was shown that each data base provided more
measurements than required for system identification, although the All-64 flight teat were generated for
other purposes. It can be stated that modem flight test instrumentations usually include the measuremnents
nceded for the identification of 6 degrees-of-freedom rigid body models. Special emphasis, hawever,
silouid be placed on the design and conduct of suitabie flight test manoeuvres and the need for a careful
check of the accuracy of the meacured data.

3. Froin the evaluation of the three case studies the main conclusions are:

*  The flight test data must provide as much information as possible on vehicle dynamics within the
frequency range of interest.

¥or example, the AH-64 flight test manocuvres, which were not generated for identification pur-
poscs, were only about 0 seconds long and could not give sufficient low-frequency information.
Spectfic input signals should be used to excite the aircraft modes of interest. {lere, both, multi-siep
3211 input signals and frequency sweeps are appropnate, with the distinction that the 3211 signal
seems to be more suited for time-domain identification techniques whereas frequency sweep data
were prefemred for a frequency-domain approach.

e Flight test manoeuvres should be repeated fo: redundancy. In addition 1o the tests designed for the
identification, flight tests with other input signals, ¢.g. Joublcts, should be flown to be used for the
venfication of the identified models.

¢ Significant efflort was spent in the Working Group to evaluate the data reliability. Redundant mea-
surcrents were Used 1o detect scale factor crrors and measurement offsets. Various techniques were
applied ranging from Least Squares methods to extended Kalman Filter methods. The obtained
resulis were generally in good agreement, although the more complex methods provided a higher
flexibility in detecting and isolating crror aources and in gencrating reconstructed time histories. A
detailed study was conducted with the SA-330 PUMA ilight test data, when: a systematic analysis
highlighted a variability in the scale factor estimation from run o run that could not fully be
explained from the analysis. The study demonatrated the considerable efiort necessary for the
reconstruction of reliable data and illustrated the need for an immediate data quality check dunng
the flight test phasc. ‘The flight test data from all three data bases have also shown that the meas-
urement of the helicopter airspeed components is still significantly less accurate than inertial meas-
urements.
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*  Identification resuits provided by the Working Group Members showed considerable varations
between different incthods. Fhis is particularly true for cross-coupling deii. atives but also for some
primary dervatives. This fact i3 cause for a concern inasmuch as the time history fits for both iden-
tification and venfication results do not show significant differences. Certainly, typical helicopter
characteristics, like more or less significant coupling between degrees of freedom and high correlation
between control and damping denvatives, play a role. There is, however, also some serious concem
and doubts about the suitability of rigid body models, where rotor dynamics arc neglecied or
approximated by eqnivalent time delays. From the BO 105 case study it can be concluded that
so-called more advanced identification methads, ike Maximum [ ikclihood, scem: to be best suited
for the extraction of physically reliable models. The companison of the BO 103 results from such
techniques (ranging from time-domain Maximum likelihood approaches to a frequency-demain
method) showed good agreements for the identified derivatives and the identification and verification
plots in both time-domain and frequency-domain fermais. The SA-330 derivatives were compared
using approximate formulas for the aircraft modes of motion. This method has highlighted how the
different dervatives contribute to the modes but could not entirely iesolve the vanations in the
estimates oblained from the different methods.

lior the application of system identification, three main areas were addressed: Simulation madel vali-
dation, handling qualitics, and rotorcraft flight contici systemn design. it was dentonstrated that system
identification can play a major role in these areas.

e Tn simulation model validation, identification results are particularly needed for the determination
of simulation model deficiencics and to support the model upgrading. Differences between theore-
tically predicted and flight derived derivative estimates can point the way in these arcas. The SA-330
Dutch roll behaviour was explored in this context.

¢ liandling qualities can often he obtained from relatively simple non-parametric or parametric models
which describe anly the dominant aircraft characteristics. Such models can be obtained relatively
casily from systern identification and are useful for establishing handling-qualitics design guidelines.
Several examples were presented including the cfiterion for vertical response to collective control
input using the AH-64 data.

*

In contrast to the handling qualities application, which usually addresses the lower frequency range
of vehicle dvnamics, the design of high-bandwidth flighi conitul sy<iems requires accurate rotorcraft
models extending to the higher frequency range. Here, often models are needed that include rotor
degrees of freedom with coupled body/rotor flapping and leadjlag dynamics. First identification
results dedved using the BO 105 database are motivating and promising and certainly show the
direction for further research work. However, these approaches were beyond the scope of detailed
study by the Working Group.

Basced on the discussions and the results generaled in the Working Group some recommendations with respect

to the application of system identification in Industry and the further imp:ovement of the approaches can be
summanzed:

It is felt tha system identification techniques (and in particular the more advanced incthods) have reached
a matunty level that makes them « ussful and pow.rful tool to support Industry activities in model vali-
dation, handling qualities evaluations, conirol system design, and rotcreraft sysiem design. They can

potentially provide a major contribution in risk and cost reduction during the rotorcraft development
phasc.

To fully realise this potential it i3 desirable to establish a closer contact between reseasch organisations,
who have developed and applied sysiem identification techniques, and Industry. The extensive knowledge
available in the research organisations and the design experience in Industry are major prerequisites for a
successful common and practical application of identification approaches. Thia potential should be uti-
lized as early as possible in urder to make use of these tools in an optimal way.

To support interdisciplinary activities it is also highly recommended to establish teams of representatives
from rescarch organisetions and Industry to make use of the individual experiences and tu define future
nesds, where the available techniques can help to meet the requirements in the field of rotorcrafl systemn
develspments (like the NATO NH 90). In addition, a major application area is scen in the support of
simulator iniproverments aceded for develcpment and training purposes. The planned AGARD Lecture

Serics 1S 178 on Rotoreraft System Idencification will be used as a spur to stimulate the formation of such
aupport teams.
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4. One of the main obstacles for the comparative application of systermn identification to helicopters is the '
lack of standands or other agreements on special ccncepts, quantitics and symbols in the domain of
rotorctaft flight dynamics. This lack makes it very difficult if not impossible to establish a common con-
ceptual basis for the investigations and the comparisons. As, howeier, such standards exist for aircrafl in
general and cover many areas of rotorcraft flight dynamics ([9.1)), it is recommended to use these for .
helicopters wherever possible. This not only would facilitate the comparisons but would also eliminate
possible error sources.

S Itis further recommended to intensify the contact between rescarch organisations working in the field of
rotorcraft identification. Further jesearch work should particularly concentrate on the development of
reliable approaches for model structure determination to make the estimation processes computationally ;
faster and more efficient. Control input design is a second cntical research topic requiring more attention. '
A further objective ig the development and identification of extended rotorcraft models that are valid in i
a wide frequency range and the determination of significant nonlincarities to be included in the models
to extend their validity beyond sma!l peiturbation assumptions.

|
)
6. ‘lo date, practically all rotoreraft identification work has been rclated to level flight conditions tn the Il
medium or higher speed range and 1o amall amplitude manoeuvres. ‘i'he work of WG-18 has demon- ‘
strated the challenge involved with «:iich miziocuvres, yet they can be considered relatively casy cornpared
with other manocuvres within the flight envelope. e g. hover manoeuvres, tuming rmanocuv.es, flight in
turbulence, where coupling or measurcment uncertaintics can be much greater. Rescarch activities need
to spread into these more complex arcas in order that the new problems can be faced and solution
mcthods developed. There is scope for simulation test data to be used initially 10 guide icst input /
manozuvre design and the development and refinement of identification methods. Research organisations
need to Iead the way in the important development.

7. Finally it is recommended that the helicopter manufacturers, particularly, make a determined eftort to
assimilate the reanlts of this AGARID) Working Group and feedback within their own Nations their con-
tinuing concerns and aspirations. !
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| ™ For fixed wing aircraft, system wdentification methods to determine stability and control !
i denvatives from fiight test data arc used with confidence. The application of the same techniyuces |
to rotoreraft is not so far advanced mainly because of the helicopter acromechanical complexity.
Only a few speciabists, mostly in rescarch organisations, have concentrated on this ficld and the
«ppiication in industry is still sporadic.

To coordinate these activities within the AGARD nations a Working Group was constituted to
facus on the applicational aspects of the various individual approaches and to evaluate the i
strengths and weaknesses of the different methods. Members of the Working Group applied their
individual identification approaches to three common flight test data sets (AH-64, BO 105, and
SA-330) that were provided to the Group by MDHC, DLR, and RAE.

The Repart contains the findings of the Woirking Group including a documentation of the data
bases. the applicd identification methodologies, and major applicauion arcas. For cach of the three
helicopters, comparisons of the obtained results are discussed in the format of case siudics, .
covering data quality evaluations, identification, and the verification of the obtained modcls. \Z_‘,

This report was prepared by the Working Group WG 18 spensored by the Fligh: Mechanics Panel
of AGARD.
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