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Abstract

There 15 a growing need to devetop flexible./robust avionics to meet ever changing mission needs of the operational forces. Such
needs may conflict with other charactenstics required such as standardisation, increased rehability, durability and integnty.
Weapon system costs and assoctated aviomics costs continue te mcrease while military budgets continue to shnnk due to
changing world conditiens Thus 1t is even more important to mtelhgently resolve these often conflicung forces dnving
development efforts

These evolving trends, conflicts and challenges will be examined in this Lecture Senies with a view to enhancing dialogue,
undesstanding and improved plannmng.

This Lecture Series, sponsored by the Aviomes Panel of AGARD, has been implemented by the Consultant and Exchange
Programme

Abrégé

Des équipements d'avionique adaptatifs et robustes sont de plus en plus demandes pour faire face aI'évolution permanente des
besoins exprimés par les forces opérationnelles Or, 1l se peut que de tels besoins sotent en contradiction avec d’autres
spécrfications qui sont demanddes, telles que la standardisation, la fiabiluté renforeée, la darée de vie etintegnté

Les cofits des systemes d'armes et ccux des systemes d’avionique associés continuent a grimper, tandis que les budgets militaires
ne cessent de dinnuer en raison de la situation pohtique mondiale 1l est done i fortion nécessaire de résoudre intelligemment
les données souvent comtradictoires qui sont a la base de l'orientation des efforts de développement dans ce domaine.

Ces tendances. ces contlits et ces défis seront examinés lors de ce cycle de conférences, en vue de favoniser le dialogue, de
facituter la comapréhension et d'améhorer la plamification.

Ce cycle de conférences est présenté dans le cadre du programme des Consultants et des Echanges, »ous Fégide du Panel
AGARD dAvionmque.
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EVOLUTION OF AVIONIC SYSTEMS ARCHITECTURE,
FROM THE 1950'S TO THE PRESENT

Gary L. Ludwig
Technical Director

Directorate of Avionics Engineering
DCS, Int, :rated Engineering and Technical Management
HQ Aeronauticat Systems Division
WRIGHT-PATTERSON AFB, OH 45433-6503

SUMMARY:

This paper describes the cvolution of avionic systems
architectures in U.S. Air Force fighter aircraft, beginning with
the system design typical of the “Century Serics” aircraft (the
F-100, F-101, etc.) and progressing on through the long list of
fielded aircraft to the front-line fighters of today and beyond to
the systems currently under development at the Aeronautical
Systems Division. In paratlel with this description, the forcing
functions and catalysts for change of avionic systems
architecture are also noted. In this regard, the rapid shift to
digtal avionics made possible by the transistor and the
integrated circuit, wafer-scale integration, and high-density
mass memory devices has rapidly driven the evolution of
avionic system architecture. Attendant with such technology
advancements, pilot interface assocated with each new
generation of avionic subsystem has also continued to mature
and this also has had a major impact on system design. With
the ever-increasing capabilities of weapons systems, pilot
workload has increased dramatically. The need for
simplification, integration, and automation of operator
functions has become abundantly clear. The evolution of
system design features intended to ease the operator's burden
have greatly influenced system design, and these impacts are
also reviewed. In conclusion, a quick glimpse at future means
of supporting the pilot is provided and the implications on
future avionic system design reviewed.

PREFACE:

The purpose of this paper 15 to document the evolution of
avionic systems architecture, as well as the forcing functions
responsible for most significant changes in fighter aircraft
designs over the past 40 years. The paper will also address the
emerging technologies which are affecting our curren, avionic
system design development activities, as well as a- . =ipated
architecture issues in systems to be fielded throus out the
current decade.

INTRODUCTION:

As an introduction to avionics architecture, let’s first begin
with a definition: avionics architecture is that top level system
design characteristic which best describes the manner in which
system-level functions have been defined and implemented,
allucated to subsystems and integrated into the whole, such
that predetermined objectives and operational needs may be
satisficd. Architectures may be broadly described as*

(a) FEDERATED ARCHITECTURE. Systems
composed of many “stand alone" subsystems, wherein
cach subsystem is highly dependent upon the operator for
management (data inputs) and control (operating mode
selection). The operator must continually gather outputs
from each subsystein, develop and maintain an awareness

of total weapon system state, and make system-level
decisions regarding mussion objectives and execution.

(b) INTEGRATED ARCHITECTURE. Many
functions performed autonomously with.ia a system/
subsystem, with well-defined means for all subsystem
nteractions. Little need for direct operator intervention or
management of subsystems, except for high-level
decisions affecting realization of mussion objectives.

(c) HYBRID ARCHITECTURE. System designs
possessing both federated and integrated design
characteristics, containing mixtures of “stard alone”
subsystems and clusters of locally integrated subsystems
(supporting common, dedicated functions).

It is important to note that pilot performance plays a very
significant role in system design. The pilot’s activities and
functions must ultimately be integrated before total system
performance may be realized. Because of the attention
required of the pilot in federated designs, and ultimately
because of the continually increasing repertore of capabilities
and related numbers of avionic subsystems in each new
generation of fighter aircraft, the trend has been strongly
toward integrated system architectures, Such systems greatly
relieve pilot workload and permit better focus on
accomplishment of mission objectives. As will be seen, there
are a myriad of ways and means to satisfy mission objectives

.and ever advancing technology has had a magor impact on
system designs. This may be best illustrated by beginning with
the typical system architecture of the Century Series fighters
of the 1950's, and describing the evolution of avionic system
architecture to date.

THE 1950°s:

In uhe “Century Series” fighter aircraft (the F-100, F-101,
etc.) of this era, the typical avionics system archiecture was a
federated design. Most avionic subsystems designs were
isolated, stand-alone equipments ( see Figure 1). They were
largely based upon vacuum tube technology, employing
analog (or discrete) interfaces with dedicated controls and
displays. The pilot was the principal integrator, gathering
information from a multitude of sources ind exercising system
control through manipulation of toggle-switches or stacked
wafer (Ledex) switches, Because of the lerge number of
discrete components (transistors, resistors, connectors, etc.),
most subsystems designs could not perform reliably
throughout the variety of variety of operating environments.
These avionic subsysteras were also quite heavy and required
significant allocations of volume (which has always been
extremely limited in fighter aircraft). These characteristics
have been succinctly described by Longbrake (Ref. 1) 1n his
paper on “Avionics Acquisition, Trends and Future
Approaches”. Specific details and trends have been aptly
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Figure 1

captured in figures developed by Longbrake, two of which
have been extracted from his paper and included here for
reference (Figures 2 and 3). And finally, these subsystemns
were frequently diificult to integrate clectrically due to
stabilities associated with analog signals. For all of these
reasons, there was little or no backup or system redundancy,
and 1t was incumbent upon the pilot to gather and interpret
available information from his limited avionics suite to control
the air vehicle, to maintain situational awareness, and to
perform his assigned mission. With this limited repertoire of
system capabilities, the pilot was able to assimilate all
necessary informatton - and could do so quite reliably, given
sufficient training and experience, The greatest chink 1n the
armor was the low reliability of avionics systems (typically on
the order of 10 hours MTBF), and the inability to accept
failure of a critical avionic subsystem without affecting
misston success.

THE 1960's:

During this era, existing avionic systems capabihities began
to mature and most importantly, solid-state technology was
introduced. The reliability of many avionic subsystems began
to improve dramatically as use of the transistor became the
norm. In addition, significant advances n operational
capability were realized by the introduction of new avionic
subsystems such as the inertial navigation system, radar
systems, and the head-up display. However, the pilot was
becoming more and more burdened as additional subsystems
and funcuons were added, and the hist of operator tasks
associated with avionic systems began to grow. The need to
ntegrate or consolidate many avionic subsystems into larger,
more manageable and efficient units began to be recogmzed
and hybrid avionic system architectures began to emerge. Two
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good examples of such efforts to control pilot workload were
the “Flight Director System" (FDS) and the “Head-Up
Display” (HUD) (sce Figure 4). In the FDS, a muliitude of
individual cockpit instruments (attitude indicator, compass,
angle of attack indicator, radio navigation indicator, etc.) were
integrated into two primary instruments: the Attitude Director
Indicator and the Horizontal Situation Indicator. In addition,
the FDS presented command stecring cues which greatly
reduced the burdens associated with radio navigation and
instrument landing. Similar capabilities were consolidated into
the HUD, which permitted the pilot to gain necessary control
information while keeping his eyes out of thc cockpit (looking
for identifiable landmarks, targets, adversaries, and conflicting
traffic, while maintaining formation position). With increasing
use of the transistor, system weight and volume requirements
would have been expected to be reduced; however, the greatly
improved operational performance offered by newer
subsystems such as the inertial navigation system, radar, and
HUD caused system weight and volume allocations to
continue to grow (although at a somewhat reduced rate).
System architectures remained largely of federated design, and
as in the previous era, there was little opportunity to improve
system robustness or offer system redundancy.

THE 1970’s:

In this era the transition to digital avionics was fully
reaitzed. Truly integrated system architectures began to
emerge, and dependence upon the digital data bus began (see
example, in Figure 5). More importantly, avionics began to be
employed in flight critical applications (electronic flight
controls and terrain following systems). Sensor and system
capabilities continued to increase dramatically, including
smart stores and associated management systems. '
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Night/all-v eather capabilities began tu be realized.
Avionics weigat and volume allocations began to level off,
primanly due to inablity of the pilot to accept increased
workload associated with the management of additional
avionic subsystems. System architectures became highly
integrated, and the use of shared time division multiplexed
digital data buses (MIL-STD-1553) became the norm. It was
during this era that the full impact of the “information
everload” in the cockpit began to be recognized. The ability of
the pilot to properly select and interpret necessary information,
and to manage his weapon system in such manner as to realize
1ts full potential, became recognized as a kmiting factor and a
significant problem wch required resolution before
additional capabulities could be supported.

‘THE 1980’s:

In this era very few new fighter aircraft designs emerged;
wnstead, the capabilitics of existing aircraft were substantiatly
improved and upgraded, including the upgrading of avionic
systems. Digital, highly integrated avionic systems were
optimized to the extent that technology allowed. A good
example 15 the F-16C/D architecture (Figure 6), one of many
examples illustrated in the Mulnplex Applications Handbook
(Ref. 2). Prlot workload issues were fully recognized by Jean
R. Gebman (Ref. 3) and others, and inroads were made on
easing management and control of avionic systems. Controls
were optumized such that with minimal switch-throws or key
strokes, a single mode of operation could be selected (with
mary Jower-tier control actions performed automatically,

4

HUD, stores, and the flight control system for this specific
mission segment. Large scale integration computing devices/
chips enabled a much greater degree of automation, while
system weight and volume reauirements remained essentially
constant. Since physical size or processors was beginmng to
shrink, we could now afford to build in some redundancy to
gain system robustess. However, it became fully apparent
that if maximum advantage were to be taken ui emerging
sensor technologies, further automation of sensor system
management would be required. Because of the complexity of
such avionic systems, reliability and maintenance 1ssues began
to loom ever larger. While the reliability of individual
subsystems became much greater (due to the reduced number
of electronic components and interconnections within
subsystems), the ever growing number of subsystems began to
impact overall system reliability. The determination of fault
modes and failure Jocations became ever more difficult,
impacting maintenance activities and operational readiness of
aircraft, With the development of Very High Speed Integrated
Circuit (VHSIC) chips, the enormity of the software
development task also began to be felt. With the emergence of
immense processing capabilitics among various subsystems,
the difficulties related to parallel processing, time dependence,
and data correlation (i.c., data latency) within the avionic
system became a significant issue. By the end of ths era it
became apparent that significant changes in avionic system
architecture would be necessary if we were to take full
advantage of the new sensor technology (electronically
scanned arrays), high-throughput computing devices, and
wafer-scale integration techmques/surface mount technology

under computer control). For example, a simple selection of just beginning to emerge.
ground attack mode would automatically prepare the radar,
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THE CURRENT DECADE (1990's):

‘The systems architectures in the beginning of this cta are
exemplified by the preliminary design activities ongoing in the
Advanced Tactical Fighter (ATF) program. Due to the severe
pressures on the defense R&D budget, Congress mandated
that the Tni-Services (Army, Navy, and Awr Force) agree cn
standardized approaches to the development of advanced
systems architectures for the next generation of tactical
aircraft, including the Army’s “Light Helicopter” (LH),
Navy’s “Advanced Tactical Aircraft” (ATA), and the Air
Force’s ATF. This activity is ongoing within the Tn-Service

sponsored Joint Integrated Avionics Working Group JIAWG)
described in DOD's "Joint Integrated Avionics Plan for New
Aircraft”, dated March 1989 (Ref. 4). Ths architecture 15 a
derivative of the “‘Pave Pillar” architecture recently pioneered
by the Air Force Avionic Laboratory (Wright Laboratory).
These design standardization initatives are based on the use of
modular avionics, high speed fiber-optic data buses, common
processors, and reconfigurable systems architectures
employing common modules to support many avionic
subsystem functions. These common modules will depend
largely upon VHSIC chips and wafer-scale integration (Figure
7), allowing functions which were previously performed 1n
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black boxes sized to Air Transport Rack (ATR) standards to be
housed in relauvely small Standard Electronic Modnle - Size E
(SEM-E) packages (Figure 8). These modules vill be housed in
a common avionics rack (Figare 9), and will communicate via
high-speed (50 gigabits per second) data buses. The currently
favored bus design is the Linear Token Passing Bus (LTPB),
depicted conceptually in Figure 10. Such a net will permit well
disciplined bus management (as exemplified by MIL-STD-
1553), plus token passing to aid lower level background
communications between subsystems. High speed data buses
will also be employed for backplane communications between
modules, to permit rapid access to extensively shared data. The
common avionics rack will be liquid cooled to ¢nsure a
hospitable operating environment. Several modules will be of
common design, allowing a very robust design wherein system

In addition to the advanced capabilities of sensors and
processors, and redundancy of flight and mission cntical
functions, special attention 15 ting devoted to threat and target
detechion. Sensor correlation in systems utilizing two or more
dissimilar sensors will be employed to achieve better
identification; target files will be maintained and continuously
updated; target prioritization will also be a feature. All of these
functions will be automated, and many will depend upon

“expert systems” and neural networks (artificial intelligence), a

feature vhich is frequently viewed by the operator as a
“computer in the back seat” (1.e., a single-seated fighter
possessing the capabilities of a two-seated aircraft). Such
computer systems are being developed through the “Pilot’s
Assoc:ate” program by the Defense Advanced Research
Projects Agency (DARPA) (Ref. 5), in concert with the
military services. Additional research is being pursued by the
Air Force Avionics Laboratory and industry into automatic
target recognition. This capability will be based upon unique
pattern recognition algonthms and the synergistic effects of
dissimilar sensors (i.c., “sensor data fusion”), It is envisioned
that systems using this technology will offer a capability to
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reconfiguration may be accompl:shed on the fly, using spare Physical Bus ~====== LogicalRing
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identify and priontize targets, assigning target value while
assessing nsk of engagement, greatly increasing the
cffectiveness of our weapons systems.

Vehicle management tasks associated with internal
weapons system operation will be largely automated, and
mission management aids will be available to support in-flight
mission changes, perform related risk assessments, etc. The
pilot will be able to tailor the performance of such aids during
preflight mission preparations, to establish extent of autonomy
and control authonity to be delegated to the system. The pilot
will retain ultimate control authority, but he may confidently
depend upon “the computer” 10 assist him in managing his
weapons system and mission functions .

It is also expected that future systems will make extensive
use of integrated diagnostics, not only to ease the maintenance
burden but to allow in-flight system reconfiguration. Our goal
is to develop a next generation fighter which will be extremely
rehable and self-sufficicnt, capable of being sent on routine
deployments for up to 30 days without dependence upon
addiuonal support staff (maintenance personnel, ground
support equipment, and spares). Such weapons systems will be
expected to offer greatly improved mission reliability, and will
also enhance safety of flight.

In addition to the JIAWG initiative, the Deputy for
Avionics Control (ASD/AFALC/AX) is developing a Modular
Avionics System Architecture (MASA) design approach
(Ref. 6) whic« closely parallels JIAWG. It1s quite ltkely that
the first common modules denved from JIAWG / ATF design
activities will form the initial list of common modules; other
modules will be developed and added o the MASA list as
applications evolve. It 15 anticipated that the MASA approach
will be applied to both the update of older, existing aircraft in
inventory, as well as future aircraft to be developed throughout
this decade. Similar standardization initiatives are being
explored by industry, through several groups:

(1) Aeronautical Radio, Inc (ARINC), by their Airlines

Electronic Engineering Committee (AEEC).

(2) The Society for Automotive Engineering (SAE), by
their Avionics Systems Division.
(3) NATO Arr Standardization Committee, by the

Avionics Systems Working Party,

(4) Air Standardization Coordinating Committee,

Working Party 50,

The SAE has drafted a number of preliminary standards
pertinent to various aspects of modular system architecture,
avionic components, and high-speed data bus designs. Formal

mectings of SAE’s Avionics Systems Division are held twice
yearly, to rrview status and propose. updates to draft
document tion and to discuss recent industry experience and
findings relative to the viability of proposad design guidance.
The military services have also participated in this activity,
thereby insuring a balanced perspective of evolving

- quirements (i.c., consideration of operational requirements,
operating environment, maintenance support structure, etc.).
The AEEC meets formally on an annual basis, and it also has
produced draft design guidance. Whether the military services
will use any of these specifications and standards in the next
generation of weapons systems remains to be seen; it is
believed that economic forces may play as large a role as the
technical aspects, and .. . * 3¢ of common modules in both
civil and military aircrafi applicati.  could offer significant
financial benefits. Reliability ot performance of such systems
in particula:iy severe military operating environments will be
a major consideration. The NATO and ASCC activities meey
independently on 18-month cycles, and are beginning to
establish similar standards.

Several different R&D activities within our AF
laboratories are focusing on the pilot/vehicle interface. We
anticipate that the aircrew interface requirements will become
better defined and validated during this period, particularly
involving cockpit controls and displays. In the near term we
anticipate increased use of high density flat panel display
technology (which offers lighter and mor- reliable displays,
but at a cost of increased processing). Helmet-mounted
displays are also emerging which offer bettar situational
awareness and enhanced air-to-air tactical engagement
effectivencss. Other computer intensive capabilities include
in-flight mission planning (which will allow 1n-flight mission
changes, location of moving targets, and related situation
assessments/ mission success probability cstimations), terrain
mapping data (for autonomous nav-gation, threat vulnerabihity
assessments, terrain following/ terrain avoidance flight, and
artificial terrain displays for use at night or in adverse weather
conditions), optimal employment of active and passive sensors
and countermeasures, and integrated diagnostics to support
avionic system reconfiguration decisions and aircraft
maintenance activities.

FUTURE APPROACHES:

The manned air vehicle rersains the most robust means for
assuring a high missinn success rate. Acting as the on scene
commander”, the pilot is in the most advantageous position to
observe, measure, and evaluate progress toward
accomplishment of mission objectives. He will be capable of




making the most informed decisions regarding continuation or
abort of mussions. The future challenges are many, but two
stand out:

{}) The pilot must be adequately supported in the arena
of information management, In addion to threat and
target detection, identification, and prioriization, we must
factor 1 all available information (including that which
may be available from external agencies) pertinent to the
assigned mission We must present tins information in a
manner which best supports the pilct in his role as a
weapon system manager. For example, 1f the pilot wishes
to modify his flight plan to pursue an altemate mission,
sufficient resources and information must be available to
support thorough evaluation of most viable options ( and
assoctated nisks). Factors which must be considered
include level of exposure to threats and probability of
detection, capabtlities of on-board counter-measures
(including state of expendables ), weapon system health,
and required coordination with other mussion elements
(including formation members).

(2) We must develop weapons systems which are
reliable, of rcasonable cost, and which possess robust
design charactenstics. Such designs will depend in large
raeasure upon the ability to share resources (for example,
common processor modules), and graceful degradation
features which will insure a tolerable pilot workload and
sufficiently robust system capabilities to assure completion
of assigned missions (or capabulity to abort and safely
retum to base),

(3) We must carefully examine the viability of
knowledge based “expert” systems, with which to ease the
pilot’s task. Self-learming (neural net based) subsystem
architectures must also be included in this review.

When modular avionics system designs and associated
component developments come to frution, we can anticipate
that the core avionic system components will be widely
available and 1n numbers which will permut realization of
cconomy of scale. Peculiar system designs (for mission
pecubar sensors and applications) will be the principal drivers
of non-recurring hardware costs. As can be seen, all of the
requirements listed 1n the preceding paragraphs are software
intensive; one may readily envision that the principal costs of
future avionic system developments will be assocrated with
the development of software. If we are successful in
developing a good library of computer programs, which may
become standard programs (or which may be readily modified
as necessary for mission peculiar applications), the expenses
associated with sofiware development may also begin 10 level
off. We should also mention the need for high-density mass
memory devices; 1t appears that the laser disk memory has
great potennial to support idenufied functional requirements
Considering the evolving sensor technology (¢lectromcally
scanned arrays, etc.), shared antennas, flat-panel displays, and
common avionic modules, we belicve that the weight of

~++alled avionics (as a percentage of aircraft empty weight)
has leveled off and will remain at approximately 8 percent; we

do not foresee stgmficart changes in this decade. System
architectures which accommodate large amounts of parallel
processing are asswined, the typical OFP may contain 2-t0-4
muthion words! Further, integrated diagnostics may be
expected to identify and locate all faitures to the module or
system component level without dependence upon ground
SUpport equipment.

CONCLUSIONS:

The modular avionics system has high potennal for
controlling the escalating costs of advanced aviomc systems.
With its basic simplicity, its building block approach and task
onented functions, we believe that standardization benefits
and economy of scale of this approach will ultimately force
system architectures to move in this direction. With the large
amounts of parallel processing anticipated in future systems,
the use of igh-speed ntra-system (fiber-optic) networks will
become the norm. In addition to the transmussion of sensor
data (and attendant time correlation requirements 1n the data
fusion process), common access to large amounts of stored
data will place additional demands on high-speed networks.
Of greatest concern will be the development of mission
peculiar hardware and system software. With proper
management attention and dedicated effort towards butlaing a
standardized suite of core modules and a library of
standardized computer programs and software development
tools, new system designs may be efficiently developed and
future costs of avionics may be readily controlled.
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1. SUMMARY

USAF avionics standardization increased 83%
in applications from 1980 to 1990.
Documented cost avoidance of $1.3 billion
dollars was achieved along with improved
operational effectiveness. For continued
success in avionics standardization, efforts
are underway to identify and evaluate
methods historically used to assess avionics
applications and requirements,
Standardization measures and lessons learned
from past efforts are also being evaluated.
Information cbtained will serve as the point
of departure for assessing the dynamic
programmatic, operational, and technical
forces affecting current and future avionics
system architectures. Results will help
determine future standardization and
comonality initiatives. Preliminary
analysis indicates a need for change in the
selection and application criteria for
standardization and comonality efforts.

This r reviews avionics standardization
from 1980 to 1990. Background, definitions
and anticipated benefits of avionics
standardization are presented followed by
the current extent of standards application
and associated cost avoidance summaries.
Lessons learned from the past 10 years are
highlighted along with efforts underway to
define a set of standardization application
and implementation criteria designed to
identify future avionics standardization
initiatives and quantify anticipated
benefits.

2. BACKGROUND

Between 1975 and 1977 there was increasing
concern at senior policy leveis over
avionics management. Examples included:
lack of a broad, horizontal (across weapon
systems) picture; increasing role of
avionics due to technological advances;
proliferation of avionics (e.g., 43 unique
Inertial Navigation Systems); increasingly
camplex logistics support; and perceived
unaffordable solutions, During the late 70s
and early 80s the Air Force established
poli to ensure cost effective, reliable
avionics meeting required mission
requirements. Attention was focused on
rational use of standards as a strategy to
meet this objective. Use was based upon
programmatic, technical, and cost analysis
versus "for standardization sake™, hence the
termm "rational standardization". Trades and
analysis were to be done early in the
aoqu.{sition process in order to make the
best decision.

Before reviewing Air Force success using
this approach, same definitions are
provided. These are not standard
definitions, but will be used for this

paper.

Standard Avionics — Avionics which conforrm
to specific requirements established and
documented by at least one Department ol
Defense (DOD) organization.

Conmon Avionicg ~ Avionics which have
maltiple applications within an aircraft
or across multiple aircraft.

Core Avionics - Core avionics consist of
those avionics systems that are typically
found on any aircraft. Examples include
radio/comunication systems, navigation
equipment and displays/instrumentation.

Avionics Standards can be divided into two
areas: hardware standards and architectural
standards.

Avionics Hardware Standards - Avionics
equipment which is developed or adopted
to be a standard to fulfill requirements
for a functional capability. The highest
level of hardware standardization occurs
at the line replaceable unit (LRU) level.
These LRUs constitute the actual
subsystems (i.e. "black boxes"). A common
method of hardware standardization
involves procuring a family of hardware
standards to meet several mission needs
verses one. Examples include the Standard
Central Air Data Camputer (SCADC) and the
Standard Flight Data Recorder (SEDR).
Examples of avionics hardware standards
are: ARC-164 UHF Radio, ARC~186 VHF Radio,
ARN-118 TACAN Set, Standard Central Air
Data Computer, Standard Flight Data
Conputer, and Standard INU.

Avionics 3rchitectural Standards ~
Architectural standards generally govern
how avionics equipment and subsystems
interact to make up the aircraft avionics
suite, These standards descraoe how
avionics systems communicate with each
other through buses, computer instruction
set architectures or digital infommation
from higher order languages (HOLs)
instructions. From 1980 to 1990 the USAF
architectural standards in use include:
HOLs, MIL~STD 1813 Ada and MIL-STD 1589
Jovial; ISA, MIL~STD 1750; multiplex data
bus, MIL~STD 1553; and the aircraft/stores
interface, MIL-STD 1760,
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Avionics Functional Areas -~ Avionics
functions can be divided into the areas as
shown in Table 1.

C COMMUNICATIONS

co CONTROLS AND DISPLAYS
o] ELECTROMAGNETIC COMBAT
FL FLIGHT CONTROLS

1=/ IDENTIFICATION

N NAVIGATION

RE RECONNAISSANCE

8l SYSTEM INTEGRATION

TA/S TARGET AOQUISITION/STRIKE

Table 1 - AVIONICS FUNCTIONAL AREAS

Avionics Norenclature — For designation
purposes avionics hardware items are
assigned namenclatures through the Joint
Electronics Type Designation System.
Examples include ARC-164 UHF radio, ARN-—
118 TACAN, AAU-34/A Altimeter, etc.

Avionics Installation - Indicates quantity
of aircraft a specific namenclature is
installed on taking into account quantity
per aircraft.

Class V and IV Modifications — Typically
Class 1V modifications represent
reliability and maintainability (R&M) and
safety improvements. Class V
modifications provide capability
increases.

3. _EVOLUTICN AND APPLICATION OF STANDARDS

In many cases, the Air Force has elected tc
adopt a successful avionics subsystem as a
hardware standard for subsequent
application.These were and still are
referred to as defacto standards. In other
cases, a subsystem was developed and
acquired as a standard item. A large
percentage of these ("developed as a
standard") replaced older sistm to provide
reliability and maintainability (R&M)
improvements. Architectural standards on
the other hand, resulted fram pursuit of
laboratory technology developments. Once a
standard was developed for two or more
applications, the system engineering process
determined whether it was applied to other
platforms. For both hardware and
architectural standards, each program office
analyzes various avionics alternatives. each
program office analyzed various avionics
alternatives. Based upon cost, schedule,
performance and supportability each program
director selected the best approach.
Typically, if an avionics standaxd
alternative was picked, it was selected
because it provided the required capability
at the lowest ICC. In this regard,
assuming functional adequacy, cost was the

mmber one measurement or metric.

4. BENEFITS

Several avionics standardization objectives
were cited in a 1986 study' conducted for
the Deputy for Avionics Control (ASD~
AID/RX) . They were derived through review
of several past avionics standardization
programs and interviews with personnel from
the military and industrial commnity.
These cbjectives were identified in the
study as criteria by which the avionics
community has defined, measured and judged
the success of avionics standardization.

WIDE APPLICABILITY

©O8T AVOIDANCE

A18K REDUCTION

EABE OF INTEQGRATION

TECHNOLOGY MATURITY

ADAPTABILITY TO CHANGING REQUIREMENTS
EASE OF TECHNOLOGY INSBERTION

ENHANCED RELIABILITY AND SUPPORTABILITY

Table 2 - ANTICIPATED BENEFITS

"Benefits"” shown in Table 2 are
interrelated, but are not neceusarily listed
in priority order. For example, high
reliability of a mature,low risk standard
contributes to the cost avoidance
agsociated with using that standard in lieu
of a less reliable item, In the past, the
principal tangible benefit was cost
avoidance. Previous LCC ana.l.ysesz indicate
a 15% to 25% cost avoidance with use of a
hardware standard, 30% for ISA, and 85% for
a standard bus. These percentages were not
substantiated nor discounted because both
unique and stendard options were not
pursued; however, previous government and
industry studies supported these
percentages.,

5. APPLICATICN OF AVIONICS STANDARDS
5.1 HARDWARE STANDARDS BY ATIRCRAFT TYPE

One measure of standardization progress is
the titative change in lication of
stan (hardware and architectural).

Using data from the Aixr Force Avionics
Planning Baseline (APB)? document, the
nurber of avionics subsystems, i.e.,
nomenclatures, were totaled for 1980 and
1990. This was a unit count and did not
consider cost. Percent standardization was
determined based on the nunber of hardware
standards compared Lo Lhe tolal nuiber of
nomenclatures. Data indicated that in 1980
11% of the nomenclatures were considered
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standard (predominately in the area of
communication, e.g., ARC-164 UMF radio) and
in 1990, 19% of the systems were standard.
This represents an 83% increase in
application of avionics hardware standards
over the past 10 years. As mentioned
xekusly, cost was not a consideration so
a $1,0000,000 radar was equal to a $10,000
radxo for this single parametexr accounting.

AVIONICS HARDWARE STANDARDS
% INCREASE 1980 TO 1000

% INCREASE

300% o
250% |- 200%
200% |
150% | 0%

W04%
100% 30% 8I%

01%
s0n |- az "
o% N " " A l Y . "

ATTAOK BOMBER QARGO/ FIGKTER RECON YRMN(R ALL
TANKER ICAAFT

AIRCRAFT TYPE

Figure 1

Figure 1 shows this increase by aircraft
type. Soame acbvious results are highlighted.
Boanbers and cargo/tanker aircraft showed the
largest increase. Although fighter aircraft
had the smallest increase, this does not
imply a significant difference in overall
totals.

AVlONlCS NOMENOLATURES
GE FROM 1080 TO %00

% OHANQE IN TOTAL NUMBER
30%

%

24%
208 _19% %
18%
1%
10%
(314 %
1
o%j- —J

-2%
AT TAOK BOMBER CARQDs  FIGHTER REOON TRAINER
TANKER

-6%

ARORAFT TYPE

Figure 3

Figure 3 shows the increase in avionics
nomenclatures over the last 10 years. This
represents the increase in total nurnber of
avionics nomenclatures (total suite) and not
the total change, i.e. all Class IV and V
modifications.

Figure 4 shows the percentage of Class IV
and Class V modifications completed based on
the nunmber of narenclatured items in 1980.
As this figure depicts, typically there were
more capability enhancements than ReM
improvements on high performance aircraft,
with the opposite true for cargo/tanker
aircraft. Figure 5 shows totals for Class
IV and V modifications and what portion of
these changes were addition of standards.

AVIONICS HARDWARE STANDARDS
% STANDARD NOMENCLATURES 8 INSTALLATIONS

30‘ WITHIN AIRCRAFT TYPE

° AT TACK BOMBEN OARGO/ FIGHTER RECON  TRAINER

NHWAFT TYPE

() 1980 NOMENCLATURES 23 1080 INSTALLATIONS
(ER 1000 NOMENCLATURES B 1000 INSTALLATIONS

AVIONICS CHANGES
980 10 1000

% OF 1080 AVIONICS SUITE
0%

80%
40}

30%
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ATTACK  BOMBER CAHOO/ FIGHTER RECON TRAINER

Amcmrr TYPE
CIoass v TYcLass v

Figure 2

Figure 2 indicates fighters started with a
higher nunber of standards in 1981 than
other aircraft; however, their increase over
the next ten years was a lower percentage.
Figure 2 shows the change in nurnbexr of
nomenclatured items and the change in
quantity of aircraft installations. For
example, on bonber alrcraft in 1980, the
standards were evenly distributed, i.e.
both 5%; however, in 1980 the o/tanker
aircraft which had larger guantities, had

more standards (9% and 25%) .

Figure 4

5.2 HARDWARE STANDARDS BY AREA

In prior years, statements indicated that
the growth of avionics standards would be in
the core avionics area, i.e.,
camunications, navigation, and controls and
displays (including ruments). Rationale
pointed to the samewhat universal
applicability, core avionics subsystems
offered. It was not surprising, that after
reviewing APB data, this ars to have
been substantiated from 1980 to 1990.
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novenclatured items, i.e. ARC-164, ARC-190,
STANDARO“Q\{)I(Y)(;‘HV% CHANGES ARN-118, etc.

% OF 19680 AVIONICS SUITE
00%

AVIONICS INSTALLATIONS
BY FUNCTIONAL AREA
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For each of the avionics functiocnal areas
listed previcusly, Table 3 shows the
quantity of avionics hardware standards Figure 7
currently in the inventory.

Figure 7 shows how these items were
distributed by installation. The data

FUNOTIONAL  QUANTITY'  pEmGENT OF indicates the majority of avionics
AREA TOTAL 8TA DARDS subsystems were controls and displays,
c 4 12% navigation and comunications equipment
() " 2% respectively. As a percentage of actual
EC 2 0% installation, the controls and displays area
FL : 3% had far more installations than any other
o % functional area.
N ') 2%
st 1 a%
TA/S ! 3%
TOL <3 AVIONICS STANDARDS
* ONE PER FAMILY MENSER INSTALLATIONS BY FUNCTIONAL AREAS
Table 3 - ATONICS HAHOWARE STANDARDS BY FUNCTIONAL AREA 60% % OF FUNOTIONAL AHEA INSTALLATIONS
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AVIONICS NOMENGLATURES
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ny Figure 8
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l | ‘ Figure 8 shows the mumber of standard
ox | installations, of which communications had
o ) B ool Anear st TAs the largest nunber. BAgain, data indicates
that cammunications, navigation and

controls and displays were the dominate
Figure 6 areas. Also, the controls and displays
a(;ga had7a xzrggy hi& J'_nstall:(t;ion count

More detailed data concerning the muber of igure 7, 2%), campared to the
avionics nomenclatures and corresponding peaisbriming t-""ggzﬁrﬁ? had (;10" pgr"igg)c’f
nunber of installations (aircraft installs) n ations (kigure B, ‘
by functional area was tabulated. The
nurber of nomenclatures is shown in Figure
6. This data does not represent the mumber
of installations, only the munber of unique
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5.3 ARCHT STANDARDS

To examine the use of architectural
standards two methods were used. The first
examined the use of three standards
(MIL~STD-1553, MIL~STD-1750, and
MII~STD~1859) across the fleet by aircraft
type. Data was collected on the nurber of
aircraft by Mission-Design-Series (MDS)
which used MII~STD-1553. This was weighted
by the quantity of MDS aircraft. For
example, if an aircraft MDS had an
application of MIL~STD-1553 and there were
200 of these aircraft, this represented a
count of 200. Figure 9 provides the
results. The overall usage percentage of
MII~STD-1553 is 61%.

25 -

aircraft (fighter, bomber, and cargo). Data
was collected on usage of four architectural
standards. For MIL~SID-1553 the nunber of
total connections to a bus was determined
and a percentage taken of those connected
to a MIL~STD—-1553 bus. Foxr MIIL~STD-1750 the
total number of 16-bit processors was
determined and a percentage taken for those
that were MIL~STD~1750. Lines of code which
were written in MIL~STD-1589 were counted
and a percentage of the total determined.
For MIL-STD-1760, the number of MIL~SID-1760
connections cmd to total connections
was also dete Figure 10 provides the
results.

ARCHITECTURAL STANDARDS
BY AIRCRAFT TYPE

% OF TOTAL INVENTORY BY AIRORAFT TYPE
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Figure 9

Figure 9 shows that high performance
aircraft such as fighters, have extensively
used MII~STD-1553 to lower
performance aircraft such as cargo/tanker.
One possible reason could be that the lower
performance alrcraft are typically older
systems and they pursue fewer major
upgrades. The majority of their
modifications stem from R&M improvements.

For MIL~STD-1750, the same t of
methodology was employed. at is, if MIL~
STD-1750 was used anywhere on an aircraft
MDS, it was counted. For MIL~STD-1750 the
data was not readily available because
records did not consistently indicate MIL~-
STD 1750 usage for embedded computers.
Figure 9 shows the results recognizing that
it represents a conservative estimate for
the nunber of applications. Again, this
standard was used more extensively on the
higher performance aircraft with the same
gossible rationale as MIL~STD-1553. mm

also shows the percent of aircraft ch
had at least one enbedded coamputer using
MIL~STD-1589.

The above methodology does not provide the
extent of use on board an aircraft. The
second method examined three types of modern

Figure 10
6. AF AVICNICS STANDARDIZATION INVESTMENT

Ancther measure of standardization progress
is the cost avoidance associated with using
standaxds. Recently the Deputy for Avionics
Control, while the gains and
payoffs in avionics standardization over the
last 10 years, assessed the current AF
investment in avionics standardization.
Based upon this, the cost avoidance
associated with this AF investment was
determinyd. A gain was defined as the
application of standards and a payoff was
defined as the cost avoidance associated
with using standards. Totals fram previous
studies indicated a minimum cost avoidance
of $1.8 billion. Results from these
studies were used as justification to pursue
development or use of a standard but were
not completely validated, since both
alternatives (standard and non—standard)
were not pursued, Therefore, there was a
need to reassess the currert cost avoidance
in order to use it as a metric from which
future assesaments could be measured.

The method used examined life cycle costs B
associated with weapon systems, avionics F
systems and standard avionics. By
structurinhci; the approach in this manner,
relationships were established which showed
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the portion of overall weapon system LCC
associated with standards and also the
portion of avionics ICC associated with
standards. In order to campare resultant
data with previous studies, a 15 year ICC
was computed in FY89 dollars. The 1CC
included development, production and
operations and support costs.

Preliminary efforts concentrated on
representative aircraft within the attack,
fighter, bomber, trainer, cargo/transport,
and reconnaissance type aircraft. Two
fighter aircraft were examined, one older
version and one newer version. This data
was then extrapolated to include the total
aixcraft fleet. For these aircraft avionics
ICC and standard avionics IOC was
extracted. PODS were not considered. Data
sources included AF cost libraries, AFLC
data systems (0&S), Government and Industry
studies and the ASD-AID/AX data base. Data
elements are summarized in Table 4.

WEAPOW OYSTEM:

NRORAFT TYPE
OUANTITY

AIRFRAME DEVELOPMENT OO8T

ARCRAFT DEVELOPMENT 0O8T

FLYAMAY UNIT COBT

8 YEAR OPERATIONS AND SUPPORT 00T
ARONOE AND BTANDARD ANONIOS:

QUANTITY PER AIRORAFT

OEVELOPMENT COST

UNIT 0O8T

8 YEAR OPERATIONS AND SUPPORT COST

Tehie 4 - LIFE CYCLE OOST DATA ELEMENTS {156 YR LCC)

Once the 15 year investment associated with
standard avionics was detemmined, a 20%
value was used to determine the cost
avoidance associated with the use of these
gt;gndards. The 20% figure was validated

ed upon the average percentage cost
avoidance previous studEZs had predicted for
use of standard alternatives. It may vary
for specific uses ; however, it was used as
a baseline at this level of aggregation.

For architectural standards extrapolation
was not done., Actual investments were
determined for all applications. Based upon
previous studies, cost avoidance figures of
30% for an ISA and 85% for a data bus were
used.

Figure 11 provides relative estimates from a
weapon system perspective of the percent of
avionics 1CC 1;a;:d sté;nda.:d avionics ICC
associated with each weapons system type.
The investment in standard avignics
indicates the gains made in avionics
standardization and can serve as a haseline
for future assessments. Also shown is the
cost avoidance (paywff) associated with the
use of standards related “o the overall
weapon system cost.

As seen from Figure 11, avionics investment
is higher in the more complex aircraft
(barber, fighter, recon) which was due to
the high cost of mission avionics., For
attack, cargo and trainer aircraft the
avionics investment is a smaller percentage
of the overall weapon system cost.

WEAPON SYSTEMS GAINS
16 YEAR LOO

% OF AVIONICS L.CC
100

AIRORAFT TYPE
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Figure 11

Figure 12 shows the standard avionics
investment and standard avionics cost
avoidance as a percentage of the total
avionics investment., There were no
surprises in that the standard avionics
investment indicates a higher percentage of
the avionics investment on the cargo and
trainer type aircraft, than the more complex
barber and fighter type aircraft. This was
due to lower avionics unit costs. For
example, on a fighter aircraft, the million
dollar cost of the radar far outweighed a
low cost instrument.

AVIONICS GAINS
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Figure 12

Figure 13 summarizes the gains and payoffs
for the last 10 years. This is shown from a
total weapons system perspective and from an
avionics perspective,
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7.0 Iessons Learned

Over the last ten years by virtue of going
through the processes of pl ,
developing and :gplying standards, there
have been several key points which lend
themselves to be categevized as "Lessons
Learned". These fall into the following
areas: Metrics, Timeliness of Standards,
Cost Avoidance — Contributing Factors,
Avionics Standardization Criteria, and lLong
Range Modification Planning verses Short
Term Requirements.

7.1 Metrics

Past estimates for the increase in
application of avionics standards indicated
a 300% increase verses the 83% cited in this
paper. The 300% and the 83% fiqure were
both derived from APB data; however, data
reporting was not consistent between 1980
and 1990 and was not accounted for in the
300% figure. A brief explanation is needed.
During the mid 1980s there vas u concerted
effort to more accurately reflent all
avionics nomenclatures on each aircraft.
For example, considerable work was done in
the controls and displays area, which
included instruments. This area had, as
Table 3 indicates, a large percentag2 of
standards. Therefore, the reporting of
these standards was accamplished; however,
in most cases they were on the aircraft in
1980, hence this was not a real increase.
This took considerable time to sort out, and
required continual interface with the
personnel responsible for data collection.
Solving this problem for future assessments
will require data base refinements.

Ancther metric used to examine avionics
standardization has been cost avoidance.
Tlexre again, previous reports indicated a
"conservative" $1.8 billion verses the $1.3
billion cited in this paper. The $1.8
billion figure was a tabulation of results
from ICC assessments. These assesaments (16

2.7

total) were done by the Deputy for Avionics
Control to support the evaluation of
standard alternatives when there was an
issue or a user request. The pivotal cutput
from these assessments was the relative
delta ICC among the alternatives ,i.e.,

rcent increase or decrease. However, the

1.8 billion tabulation included the dollar
delta cited in these analyses. These
results have not been validated as mentioned
earlier. The $1.3 billion cost avoidance
was based upon the AF standardization
application investment which represented
actual applications. To detexmine the cost
avoidance, the 20% cost avoidance associated
with use of hardware standards, 30% for use
of ISA, and 85% for the data bus figures
were used. Work now needs to be done to
substantiate these percentages and establish
relationships for use in subsequent
assessnents.

7.2 Timeliness of Standards

A constraining factor in the ability to have
extensive use of standards is the timeliness
of those standards. MIL~STD-1553 is
extensively used because it was available in
the 70s during periods of large weapons
systems buys. An exanple of a standard

ich was not timely was DCD-STD-1788,
Avionics Interface DeSiiﬁ Standard. DD
STD-1788 was conceived 1980 and formally
published in May 1985. It is an Interface
Design Standard that specifies the black box
physical form factor, electrical connector,
aircraft racking system and trays, and
s ecific maximum heat dissipation values for
the various size black boxes. In June of
1986 frustration was expressed over attempts
to require application of the standard to
several programs. Based vpon these
concerns, a study was done by the Deputy for
Avionics Control to validate DOD~STD-1788
as a viable standard, define where and how
it should be used, and detexmine its’ future
as new standards evolve, The study
addressed all planned aircraft and avionics
development and modification programs. It
also predicted future lications due to

lanned changes, capability improvement and

troduction of new aircraft. Cost factors
were determined concerning the
implementation of DCD~SID-1788 into
aircraft. These cost factors were then
applied to a fleet wide implementation. The
results ot the study showed that the
econamic benefits of DOD-STD-1788 as an
interface design standard did not ﬁpear
significant due to the limited application
base. DOD-STD-1788 did of{er other benefits
in the area of reliability and
maintainability (RsM). However, these were
not unique to DOD-STD-1788 since other
design approaches offered the same benefits
e.g., rear connectors. The study concluded
that it the standard could have been applied
in the 70's as was MII~STD-1553, it would
have nad wide application;, however, since
it was a black box con new technology
passed it by. The decision was to not
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require its use on new aircraft
acquisitions. Therefore, timeliness is a
key factor and technology continually needs
to be assessed and proper planning done so
that future standards have a viable life
span such as MIL~STD-1553.

7.3 Avoi. - ributing Factor

Historically, the standardization benefit
associated with cost avoidance has as its
main contributing factor reduction of
Operations and Support (0&S) costs .
'Iypicalli, this was attributed to the higher
reliability for the standard alternative.
Questions as to ﬂEX the standard
alternatives had higher reliability have not
been thoroughly investigated; however, it is
not dependent solely on the fact that it is
a standard. Newer technology, proven design
and aoquisition strategy all could
contribute. It is a fact; however, that
avionics reliability has improved and as it
inproved the cost avoidance contributions
associated with reliability improvements is
less of a contributing factor to the
standard’s 0&S cost reductions. Efforts
are currently underway to investigate
factors contributing to R&M iwprovements to
determine relationships between R&M and
technology, proven design and acquisition
strategy.

7.4 Avionics %andardization Application
Inplementation Criteria

The benefits listed previously in Table 2
were identified as criteria by which the Air
Force standardization community selected
initiatives. Typically these were examined
from a subsystem point of view. It is clear
that ideitification of standardization
opportunities in future decades must use a
broader set than those listed. Not only is
the level of sistem integration increasing,
but the acquisition strategies will
emphasize continuous inprovement, total
system responsibility and integrated
application of design, engineering,
manufacturing and logistics disciplines.
Further, the continued introduction of new
technol rmust be accommodated in future
acquisition strategies.

Table 5 provides a preliminary list of
criteria which attempts to capture the
essential weapon system verses "strictly
subsysten" considerations. These will help
determine the level of expected a ance
of a standard, After assessments us this
criteria are done, LCC assessments can be
done on the alternatives which meet or
exceed the Table 5 criteria.

A brief explanation of each criteria element
follows.

STATED REQUIREMENT ~ Stated Requirement
refers to a written explicit
from a weapon system perspective to add a

= STATED REQUIREMENT
- INTEGRATED PERF ORMANCE

- INSTALLED RELIABILITY

- OPERATIONAL COMPATIBILITY
- MAINTENANCE COMPATIBALITY

= INSTALLATION/ENVIRONMENT
- SCHEDULE COMPATIBILITY
- TIMELINESS

Table 5 - STANDARDIZATION CRITERIA

capability or improve supportability.

INTEGRATED PERFORMANCE ~ The integraled
performance of as item is determined b
considering all function required of the
item by the avionics suite and the system
design constraints. Consequently, the
integrated performance rec.dred of an
item may be more complex than that
provided by the item specification.

INSTALLED RELIABILITY -~ Installed
reliability is a derived weapon system

1t allocated down to the
functional level, The requirement is
based upon the system environment,
mission campletion criticality, and
integration constraints.

OPERATIONAL COMPATIBIL1TY — This is
defined as the ability of the standard to
operate within the framework of the
Fwe:-.\pon syitan operational requirements.
or example, weapon system operaticnal
requirements suxoas stealth may dictate
an operational mode(s) not typically
associated with the standard or unique to
one application.

MAINTENANCE CCMPATIBILITY =~ This refers
to the current or expected method of
supporting the weapon system. The
candidate standard must have a support
concept that is consistent and conpatible
with the weapon system approach.

INSTALLATION/ENVIRCNMENT -~ This is
defined as the impact of the weapons

systems’ physical design constraints upon
the items’ design and performance.
Considerations include space

availability, weight, power availabilit
cooling capall)ility, éignal interface, v

external surface/appeture constraints and )
vibrations. )
SCHEDULE COMPATIBILITY - This refers to 3

the schedule requirements for the various
weapon system applications.




TIMELINESS — This refers to assessments
of current and future technologies which
may have an inmpact on the lifespan of the
standard.

7.4 Tong Range Modification Planning

A large portion of the modifications for
existing aircraft are done on a single
subsystem basis. Because of this
orportunities for synergistic benefits
asgociated with long range modification
planning are lost. This problem is
associated with the process in that it does
not consider broad or long range planning
i.e., considering near tem modifications
for on single weapon systems or across
weapon systems. For exanple, as was shown
in Figure 9, MIL~STD~1553 was not
extensively used on the cargo/tanker
aixcraft. The high payoff associated with
use of MIL~STD-1553 (85%) was mainly
attributed to the reduction of future
incegration costs, To take advantage of
this and to justify its first application,
long temm modification planning should be
done.

8.0 Conclusiong

As stated earlier USAF avionics hardware
standardization increased 83% in
applications from 1980 to 1990, This
increase was concentrated in the core
avionics area which included communications,
navigation and instrumentation. The bonbers
and cargo/tanker aircraft had the largest
increase for hardware standards while the
higher perfoxmance aircraft showed the
largest application percentage for
architectural standards. Cost avoidance
summaries indicted .2% of Weapon System LCC
and/or 2% of the Avionics ICC was avoided by
use of hardware and architectural standards.
This amount varied across aircraft type
(high performance versed lower performance)
because of the different mixes of avionics
unit costs comprising the total weapon
system avionics ICC. The cost avoidance
attributed to architectural standards was a
larger percentage on the higher performance
aircraft than /tanker type aircraft.
For the fighter craft this conprised 50%
of the cost avoidance. This is due to the
high dynamic, camplex nature of changes on
these aircraft and the ease of integration
architectural standards offer. In
conclusion it appears the Air Force has
shown gains and payoffs associated with
avionics standardization. The challe:ge
now, is now to’ .e aavantage of the high
payoif agssocia..d with use of architectural
standards for all aircraft not just our high
performance aircraft.
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SUMMARY

This paper will present the development of
interface standards from the late 1960’s to
the middle 1980's. An Avionics Laboratory
major program, the Digxital Avionics
Information System( DAIS) played a key role
in the evolution of these standards.

The DAIS program considered interface
standards in 1ts basic concept and the
cornerstones of the DAIS concept we:e-

a. A digital multiplex distribution
system.

b. Functional software coded in a
Higher Order Language.

c. A functional interface standard for

processors in theform of a common
instructional set architecture.

d. A glass cockpit with interactive
displays.

The DAIS hypothesis was that significant
ownership savings could be obtained on an
arrcraft and other weapon systems 1f some
type of standard interfaces were
established. Commonality of hardware was
not the draving issue, but standards which
defined the key interfaces and did not
inhibat creative and innovative technology
upgrades was imperatave. The DAIS program
endorsed many of the standards, 1553, 1589,
1750, and 1760, by which avionics designers
now design highly integrated systems.

THE DAIS PROGRAM

In the early 1970’s, the designer of
miiitary avionics systems was facing a
seemingly impossible task. On the one
hand, t » rapid advances 1n electronics
technology were placing an ever increasing
premium on growth, capability, and
flexibilaty - the need to respond to
changing threats and missions, and react to
operational requirement changes in a very
short time; on the other hand, cost
pressures from increased system complexity,
higher maintenance expenss and general
economic i1nflation were forcing the
designer to address the total cost of
ownership of avioniacs systems. There was a
new approach to solving the dilemma facing
the avionius system designer., It i1s based
on recognition of the importance of
information systems in the design and
development of integrated avionics systems.
The cost of the avionics could be amortized
over many systems on the arrcraft and also
between various aircraft. This approach
does not advocate commonality, but common
(alike) elements in the system would drive
down the total costs. Unfortunately there

15 a down side to the common equipment
approach; the present technology tends to
be frozen in the system addressed.

The DAIS concept proposed that the
processing, multiplex, software lanquage,
and display functions be common and serve
all the subfunctions on an integrated
basis. In this way the DAIS concept, would
have the flexability to adapt to & spectrunm
of multiplex, processing, softwsre
lanquages, and display needs; yet maintain
common 1nterface processing architectures,
display concepts, and software standards.

Prior to the DAIS concept the conventional
approach for designing an integrated "black
box" system configuration was to divide the
total system configuration into a number of
more or less autonomous subsystems and then
to design equipment black boxes to meet the
performance requirements of each of the
separate subsystems. Each subsystem
normally performs most of i1ts functions
within 1tself, indulging sensing,
computation, logic, control and display.
Furthermore, each of the subsystems has
usually been developed and built by
separate subcontractors. A certain amount
of integration and interface among thess
separate subsystems s normally provided,
but the overall total system design hos
often been characterized by
compartmentalized functions and equipment
uniqueness; duplicate functions and
equipment, nonstandardized input/output
signals with unnecessary conversion from
one form to another, resulting in
subsystem/system infiexibility. Thas
impacts the entire life cycle cost of an
avionacs systems - viz., - aircraft
insta.lation rotrofit costs, numbers and
variety of spares required, AGE costs, and
extensive training requirements.

The DAIS design approach starts with a
total system concept which is functionally
oriented rather than hardware-oriented.
Although the total system still consists of
a number of subsystems, the word
"subsystem™ will be ussd in a different
connotation. It will be thought of more in
terms of subfunctions rather than hardware.

For example, 2 "naviyalion subsystem” in
DAIS does not refer to a set of black boxes
which are i1dentifiable uniquely and
exclusively to the navigation function but
to a set of navigation identifisble
functions which are performed in various
places throughout the system. Note the
system is not dedicated exclusivaely to
doing the navigation function alone; it 1s
a2lso used to perform the functions of many
other "subsystems”.
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AIR VEHICLE AVIONICS INTEGRATION

Avionics integration, which 1s defined here
as the cooperative us2 of shared
information among avionic subsystems, fairst
became a necessity when requirements for
missions and their associated avionic
hardware could no longer be met practically
1n air vehicles with independent and self-
sufficient subsystems. Elimination of
unnecessary duplication of information
senaing and display, performance gains,
reliability gains, cost reduction, and lack
of space are usually given as the major
reascns for integration. Subsystems were
forced to depend on each other for basic
information. This level of integration
began with the most complex subsystem
because i1t had the most capability, as well
as the most need for anformation from other
subsystems. As digital technology
progressed, the central subsystem was
expanded to incorporate mission processing
(processing not specifically associated
with a subsystem or display) However,
problems arose early in the centralization
approach because subsystems were designed
with no concern for interconnection with
other subsystems. Each subsystem had been
specialized, and the interfaces reflected
this specialization. The central computer
itnput-output (1/0) circuitry was designed
to perform the functions of ordering th:s
incoming ard outgoing data, and the
computer .as often small compared to the
sx1ze and complexity of the I/0. Even so,
the central computer concept and 1its
associated integration upgraded the
capability of the mission and made sensible
use of the shared information It was then
reasoned that some of the centralization
problems related to the complexity of the
1/0 could be solved :f the circuitry could
be partitioned and distributed, alleviatany
the central units’s complerity.

Multiplexing, which makes information
transfer convenient and samplifies 1,0,
offered this capabilaity, and the extended
computer 1/0 philosophy was developed.
Multiplexing makes information exchange
convenient because sensors and processors
are all "on the bus"., Multiplexing
simplifies I/0 because the information
transfer medium 15 reduced to a single wire
pair. This extended I/0 philosophy was
adopted extensaively by military avionics
integrators with the development and use of
military minicomputers and the availabilaty
of lower cost digital components.

These avionics integration methods began *o
be referred to as multicomputer systems.
This made possible the distribution of the
computation and permitted several computers
to replace the morw powwrful central
processor. Application of this concept in
various forms existed on several axrcraft
(e.g , B-1, F-16, F-16 and Space Shuttle}.
From the sSubsystem equipment point of view,
these approaches to 1ntegration use both
integration units for unmodified subsystem
interfaces and embedded interfaces The
integration approach using multiplexing 1s
implemented by defining information
transfer formats and electrical interface
characteristics. Therefore, the functional
performance is accomplished by both
hardware and software. Most of the
problems associated with the centralized
I/0 have been eliminated by this approach,
while others have surfaced {(e.g., software
complexity, synchronous ovneration, multiple
executive control, data communication and
I/0 circurtry).

But with all this, & decided improvement
over previous approaches has been achieved
Technology improvements in computers and
digital hardware (1.e , microprocessors)
and maturation of the software design
ptocess allow further extension of the
integration approach by a more distributed
system concept consisting of both
microcomputers and minicomputers

The newe: i1ntegration apptoaches will use
more processors and buses to functionally
partition the avionics along common
milatary ard industry organizational l:ines
(such as navigation, stores management,
control and displays and communication}.

This functional partitioning should further
ease the integration problem by allowing
design of the functions to be developed
more independently of each other prior to
completing the total avionics integrataon.

MULTIPLEXING ADVANT/LGE

The data bus ptovides a path upon which
many users can communicate with each other
without requiring s dedicated link to wach
other. Weight saving 15 achieved by
reduction of wirs weight provided by the
serial multiplexing of digital data as
compared with the point-to-poaint
undirectional interconnection required to
achieve similar integration without the
data bus. Weight savings vary greatly
among the systems being compared with the
data bus. If an analog system with analog
point-to-point wiring 1s compared with a
digatal multiplex system, considerable wire
weight savings can be achieved. This
weight saving will be reduced so what if
the analog sensors and displays a.:
connected with integration units that
interface these senscors and displays with
the data bus. In ocher words, the overall
weight savings resulting from the reduction
of aircraft wiring :s offset by the weight
of integration units However, if the
subsystem 1s digital and compatible with
the bus interface, the offset 1s recovered.
Another comparaison of weight saving (but
not as great as in the previous case) 15 a
digital system that uses digital point-to-
point data ainterconnections with a approach
to :ntegration, the advantage 1s in the
multaipla (¢ccess provided by the data bus 1in
contrast with the point-to point
interconnects previousiy required.
Therefore, smaller gains are achieved
because both systems use integration and
multiplexing in slaghtly different ways
Each example represents extremes in weight
savings., Most new and existing systems
will exist within these bounds with a
mixture of both types, thus pruoviding
varying weight savings dependent on the
actual use.

The 1integration flexibility that is
avairlable 15 one of the key features of
this method of integration. Because of the
common serial interface, the high data rate
(up to 50,000 words per second}, the
multiple access, and the command/response
data format provides extensive flexibility
wn the development pericd &5 well as during
the operational time period. .
Other digsital integration methods have
failed to meot the flexibility reuquirements
necessary in the military environment.
These failures have occurred due to the
following reasons-

a. Too lov a data rate was selected
(data rate solected based on

.
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initial need with little growth
capabilaty).

b. Insufficient definition of
interface {(difficulty in
duplicating the interface).

c. No method for expansion to new
sources or deletion of sources
(inflexible to hardware additions
or deletions).

d. Limited data encoding and decoding
capabilaity (restricted to BCD or
ASCII).

. Limited addressing capability

f. Inefficient data transfer (too many
wires, too much overhead pe: data
word)

g. Difficult to samulate, which would

provide confidence prior to
hardware development.

Each deficiency was carefully considered
during the development of MIL-CZTD~1553.
The detailed electrical interface of MIL-
5TD~1553 provides the necessary
requirements information to allow multaple
sruppliers to build compatible interfaces.
The multiple access and high data rate
allow extensive integration of complex
systems.

The capability to simulate any part of an
integration using a system integration
laboratory praior to hardware and system
design commitment reduces the risk of new
developments and modifications. The
ability to communicate data in 2
"transparent" fashion (1.e¢., the MIL-STD=-
1553 system manages the communication
trancfer without affecting the data) 1s an
advantage to the user. Thus, the data user
can encode data to the user's required
format and not to the transfer system’s
format The use of message addressing per
MIL-STD-1553 rathe: than word addressing
allows much more flexibility than can be
achieved with the word uddressing formats
used in some point-to-point digital
communication approaches.

A final advantage of this approach to
information transfer is the abilaty to
control data flow an a scheduled manner
trom one location; namely, the bus
controller, Changes in the integration can
be handled by message changes in the bus
controller rather than by wiring and
hardware changes to the subsystenms.

APPLICATION AREAS

The intended application of the data bus
standard includes data communication
techniques that require (1) a
command/response format, (2) a time-
division multiplexed data transmission
technique, and (3) application anternal to
an air vehicle. This has been accomplished
with the application of the standard to
system designs that accomplish (1)
integration of air vehicle functional
groups such as navigation, wespon delivery,
flight control, propulsion, stores
management, defensive systenms,
communications and control and displays and
(2) integration of these functional groups
into a weapons system.

The applacation of these system designs to
various vehjicles includes fighters,
bombers, helicopters, and transport

[ )

srrcraft with missions of attack,
transport, reconnaissance, and defense. It
has therefore been demonstrated that the
MIL-STD-1553 approach to integration has
been proved applicable to a wide range of
air vehicles, avionic functions, and
missions.

MIL-STD-1553 Chronelogy

The Socrety of Automotive Engineers (SAE),
Aerospace Branch, established a
subcommittee of industry and military
personnel in 1968 to define some of the
basic teqguirements of a serial data bus.
By this means, an exchange of industry and
military views was accomplished. The
committee, Multiplexing for Aircraft (SAE-
A2K), developed the first draft of a data
bus standard that was similar to the
present military standard requirements and
procuremen* specification requirements.
Its format allowed standardization on
requirements that could be agreed upon and
a slash sheet 1n the appendix for
requirements that appeared to be vehicle
particular. This document represented the
best that the industry and the military
could define at the time. The benefit of
this document was that it produced a
sounding board for i1deas. In this respect,
1t was successful and provided the step
forward required to develop the USAF
military standard, MIL-STD-1%53, 1in August
1973.

As time went on, the original aircraft
avionic suites designed around MIL-$TD-~1553
and 1ts forerunner, McDonnell Douglas
Aircraft Company’'s H009, made use of the
standard interface feature of the data bus.
Avionic upgrades werc accomplished by
replacing old subsystems with new ones
designed to take advantage of increased
sensor capabilities and/or to ansert new
technology. The black boxes were switched
with minimum systems impact. 1Ideally, only
the software i1n the bus controller was
effected.

buring the years frcm inception of the SAE=-
A2K to the releass of the first military
documents, the industry was designing and
producing hardware for various multiplex
systems. Some of these systems were
developed prior to or during the
standardization era (e g , F~15 and B-1)
Becsuse of program timing, each system went
1ts own way because no standa:dazataion
effort existed at the time.

From 1973 to 1975 (when MIL-STD~1553A was
released), industry and the military (Asr
Force, Army, and Navy) coordinated their
efforts to determine the dogree of
standardization required. During this
time, several prelaminary drafts of Air
Force and Navy documents were developed and
extensive industry comments were solicited.
By 1975, the DOD directed the military to
develop a single position and to make the
necessary revisions to MIL-STD-1553. Based
on this effort, 1553A was released :in April
197% and 1ts first incorporation was on the
F-16. Since then, industry and the
military have continued to coordinate the
standard through symposia, studies, and
military development programs, With the
standard available, the aindustry and the
military began to apply the data bus to .
more operational vehicles and systems.

As applications became extensive, certain
difficulties were recognized in MIL-STD-
1553A. Discussions concerning these
difficulties were conducted between the
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SAE~-A2K and the DOD Tri-services Commitctee
(the group responsable for controlling the
military standard). These discussions
resulted i1n the formation of an SAE task
group (MIL-STD-1553 Update) 1n October
1976. The task group’s assignment was to
develop suggested changes tc 1553A. Once
again, a task group was formed from several
industry and milaitary segmeats.

The task group sclicited comments from
industry and the military to support its
work These responses were extensive and
involved foreign as well as domestac
equipment suppliers and users of the
standard. It was from this base that the
task group developed and presented the
suggested revisions to 1553A. In October
1977, after review and discussion of
suggested changes, the SAE~A2K approved a
proposed revision; in December 1977 these
recommendations were provided Lo the DOD
Tri-services Committee. In addition to the
SAE input, industry comments on changes to
1553A were solicited an January 1978 by the
DOD Tri-services Committee. Based on these
¢comments, the DOI Tri-services Committee
met on several occasions and produced a
draft of 1553B. This draft was presented
to the SAE’s task group in April 1978 for
review and comment.

As avionics systems became more
suvpnisiicated and more highly integratad,
extra protocol features such as mode codes
were added to MIL-STN=-1553A, but the basic
design, operational protocol and
physical/electrical interfaces were
preserved. No further changes were
permitted and the standard was frozen an
ths "B" version as published in 1978 and
was initially incorporated on the F-18.

MIL-5TD-1553B contains many features, all
defined i1n detail, however, not all need to
be implemented i1n each systems application.
The standard can and should be tailored.

In fact, as written, 1t forces the user to
make chcices when several options are
provided, some of which are mutually
exclusive. For example, you can choose
erther a single or dual-redundant bus
architecture but not both; or you must
decide 1f you want to use either
transformer or direct coupling of
the main bus interconnection In other
areas you can opt to implement or not
implement certain ptotocol features. An
example here might be choosing to implement
the "dynamic bus control™ mode command
which allows you to actively hand-off the
master bus control function by passing at
to capable (sma:tt) terminals; and not to
implement the "broadcast” option which
permits one to send the same data
samuitaneously to all terminals and thus
suppressing all tetmins’ status responses
(handshakes) which are .ormally required to
confirm receipt of transmitted data. In
addition, each system that applies the
standard rust develop a tailored
"application~oriented” multiplex
specification defining exactly how the data
bus :s going to be used. For example 1t
would define such thinge as the numbeir of
terminals, terminal addresses, installation
routing, design stub lengths and
connectors, etc,. Because each system
designer will tailor his application of the
standard, the remote terminal (RT)
manufacturer cannot predict the exact
options that will be actually selected.
Therefore, most RTs are designed to handle
"all" MIL-STD-1553 options and implemants
the part of a standard that is not a design
speacification.

& stub at

As more and more systems applications fed
back their "lessons learned" and as unique
service (USAF, USA and USN) reguirements
developed, an USAF "Notice 1" was issued
selecting preferred options 1in
architectural features and protocol.
Minaimizing the choices did not hinder the
data bus operation but did not provide a
degree of forced subsystem interface
commonality and, therefore, resulted an
improved hardware compatibilaity and system
interoperability in aircraft avionics.

Also, because the acceptance of the data
bus integration technique spread to other
applications such as ships and vehicle
electronics, the original military
standard, which was primarily designed for
aircraft avionics integration use, was
sanitized by removing any avionic and/or
arrcraft unique references. Because thas
action removed any military unique
requirepents from the standatd, a Trai-
Service "Notice 2" was published in 1986.
The notice states which options each
service wants to implement and any
restrictions, ainterpretations and/or
clarification that they felt neaded to be
defined in order to enhance understanding
of the standard as used :n their military
weapon systems.

An Anecdote

The following 25 a narrative from Irv
Gangl, ASD Engineering, Wright-Patterson
AFB, Ohio. 1Irv was a leading proponent for
the 1553 standard, but his personal
observations give a certain flavor to the
evolution of the standard. It 1is
interesting to see how events and certa:in
circumstances with execution timing can
influance the definition of s standard.

"when I was assigned to the FX (F-15) SPO
in 1968 whach at that tire was still in
competition with three primes, McDonnell,
Rockwell, and Fairchild I told them that I
had this i1dea of simplifying the converter
problem by making each subsystem put out a
digital link. It was considered high risk
and was turned down. After the avionics
design was completed by each contractor,
all three were determined to be o rweight.
With a commitment *o & total gross tahe-off
weight for the aircruft a weight cutting
exercise 1n every dimensicn still left them
slightly overweight. Then the chief
engineer asked me "How much weight might
your data bus save on the I'x2?".
Approximately 200 pounds, I saxd., That was
Just what we needed to put us over the
hump. So I was asked to meet with ail
three primes and initiate a feasibilaity
demo. This was done. 1 specified to them
how I wanted the bus to function, the dual
and redundant architecture and protocol, I
did not specify the medium and waveforms.

Rockwell had Autonetics build a coaxial
frequency davision bus (like the 747
entertainment system). It did not work
well. Fairchild was teamed with Hughes and
demonstrated a system that worked okay, bhut
was rather complex. McDonreli had a two
wire twisted pair (one for clock, one for
data) for each bus and successfully
continued to operate when one bus was cut .
with wire cutters. Thus the HO009 bus wat
born. They used a sine/cosine summing
technique to transmit the data. At 1 Mhz i
the twisted pair looked like a transmission ¥
line causing aata skewing based on wire 2
length and thickness variation. It
required precise control techniques and was
not the best concept.
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1 then briefed and sold the B-1 SPO on
using the pus for electrical power control
promising them 8000 pounds of copper
savings It became the EMUX design done by
Radiation, Inc. (Harris Systems) under
subcontract to Rockwell. They worked with
us to come up with the new techniques now
in 1553 to use Manchester coding, etc,. It
then was directed that the electrical
characteristics also be used for AMUX and
CITS on the B~1. This was done aand Harras
developed an encoder/deccoder chip to be
used with the EMUX. I was challenged by my
Colonel to standardize the bus when I told
ham that even though all three B-1 buses
had the same electrical characteristics,
they were incompatible and thus CITS, the
centralized integrated test system, had tc
build translator boxes between the various
buses. For example the EMUX had a word
length of 24 bits while AMUX and CITS were
16 bit, like the F~15.

Thus came the start of try:ng to
standardize the Multiplex Data Bus! This
was carca 1970. In struggling to establish
a committee to assist in the
standardization process, I organized an in-
house group 1n engineering to look at all
aspects of the data buses use in avionics,
also including in the membership, the
personnel from RiM and EMI. To justify
such a large group my boss made me write a
charter and insisted on the keeping of
minutes. The charter was passed on up the
line for approval. Wwhen 1t reached the ASD
Commander, Lt. Gen. Jimmy Stewart, it was
sent back unsigned with the following
message: I cannot endortge something I
don’t understand. This seems high risk to
me and I'd rather wait and see what will
happen first. Let Gangl do whatever he
wants to If he succeeds, we’ll take the
credit; 1f he fails we don’t know anythiag
about 1t.

The committee didn’t understand the concept
either and, rather then getting help from
them, 1t turned into an educat:ional
process., Program offices that were
approached responded negatively predicting
poor reliability and high risk. Fer
example, they could not believe that one
could replace hundreds of point-to-poaint
wires and numerous cables/connectors with
just "one" puny lattle wire pair.

This instilled in me the need of extreme
relrability. Thus the numerous checks in
the bus desagn sending each bat and its
complement (Manchester Code), word parity,
word count, time~outs, automatic
retransmission i1f anything i1s out of place,
shielding of the cable, dual redundant
buses. Looking for help I turned tc a
committee of the Society of Automotive
Engineers whiach vas working on
standardizing a submarire communications
bus. The SAL,/A2K subcommittee was holding
a meeting a. SCI an Huntsville which I
attended.

With the expert help of andustry I found
out that there were many ways to build a
secr1al multiplexed data bus; all of the
designs wer¢ good, meeting perceived
ragquirements, but diffcrent anough to Make
standardizataion difficult. Each company
had their own design including the Navy and
the commercial airline standa iization
committee (ARINC/ASCC). And .o did I, but
no one wanted to give up the.. own design.
So for months we were at 2 stalumate;
until, a meeting of the A2K committee held
in Warminister, PA, hosted by the Navy. At
the meeting, after talks that were
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fruitiess again, a half a dozen of us met
late that night, atter dinner, in the
chairrman’s hotel roonm at the George
Washington Hotel. I found out that sach
industry membe:r was commiscioned to stick
by his company'’'s design because of the
fact, 1f he agreed to accept his
competitors design, it would give that
company the competitive edge in future
business.

Thus,I told thew» that, since the Air Force
so far was the only user of the multiplex
data bus, the standard would use the
electrical chatacteristics from the 8-1 and
the protocol from the F-15 To my
surprise, that made overyone happy, since
lesing to the Government was not considesed
giving 1in

Before publishing the standard, i1t was
coordinated with the remainder of the Air
Force divisions and laboratcries known to
have an interest in multiplexing
Following this, :t was sent to all
interested .noustry persunnel for comment
A tri-syrvice meeting was called in an
effort to get DOD approval. No sgreement
was reached at this time because tne Navy
was 1n the process of defining thear own
multiplex system. While the ASD committee
was actively defining ite ~tandard, the
chazrman joaned the Socie.y of Autcmotave
Engineers (SAE) A2K committee on aircraft
nultiplexing.

SEA-A2K membership 1s a jJoint DOD/Industry
group interested in reducang the
proliferation of avionic multaiplexing.
Their effort entailed the developmeant of a
specificaticn for a general EMUX.

Afteor establishment of the AF standard, the
Avionics Laboratory, as part of their DAIS
pc-ject, decxded to utilize MIL-STD-1553 as
tieir multaplexing design standard. As a
result, the Navy gave up its unique
approach to multiplexing in favor of the
command/response concept detined in the Axr
Force standard. The Navy's claim, a valid
one, was the MIL-STD-1553 did not go far
enough in defining the total multiplex
systom. Therefore, MIL-STD-1553 has been
extended to include the definition of the
bus controllaer and the remote terminal as
well as adding the flexibility of subsystenm
interrupt and block data transfer without
destroying the standard’s definition of the
bus system".

Evolution of MIL-STD-1773, Fiber Optics

The data bus philosophy and the resultant
standard interfaces are technology
independent. However, the design which
implements this concept is limited by the
transmissicn media, the transmit/receive
electronics and the encoding/decoding logic
chip design selected. It is no wonder
that, as faber optic transmission
technology matured and was being applied in
the conmercias world, an effort was
initiated by the mirlitary to look into its
use as an avionics data bus medjum. Fiber
optics has several advantages over twisted
pair cables that make it the 1deal
transmission laink for ths future.

First, it has the capability for
transmitting digital data at extremely high
speeds (pramary limited only by the spead
of the electronics on either end).
Secondly, 1t is not susceptible to electro-
magnetic interference (EMI} nor does it
radiate any signals which provides both
electrical design and information content
which is Tempest proof. Finally, itc
ultimate overall systems cost is txpected
to be considerably lower.
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The logic behind the MIL-STD-1773 concept
15 as follows., A single optical fiber 3s
used as che transmission medium. The bus
t19¢ 1nto tne subsysten via a faber opt:c
connectur. The transmission wavefnrm 1f &
"light™ encoded emulation of the electrical
Manchester Ii, By Phase L cods used in the
MIL-STD-1553 wire system. A light~to-
eiectrical transcesver is devaloped to
convert the light impulses to electiical
waveforms, and vice versa The electrical
side 15 1gentical to what a sfubsystenm
terminal would see M f & MIL~STD~1553
manchester-to-elect:ical transceiver wa.
used. The address and logic decoding
electronacs 1s i1dentical since MIL-STD-1773
uses the i1dentical message format and
communications protocel. The svstem
throughout :& kept at the one megahertz bait
rate, and except for the transceiver and
fiper optic crnnector, the date bus medium
1s transparent to the zubsystem (1.6 , 1t
does not know, nor cate, 1f 1t 1s hooked to
a 1553 or 1773 gystem).

Because the same large scale integrated
{(LSI) logic c¢hips used in MIL-STD-1773 are
used in MIL-STD-15538, the cost of
conversion to fiber is significantly
reduced

Convetsely, the design of the
command/response protocol embedded in these
1.ST chips limit the speed at which decoding
and communications 1§ programmed, uddress
decoding and other message overhead will
actually reducs data bit throughout to less
than that. The application of MIL-STD-1773
18 & logicel evolutionary step towards the
future by utilizing opt:cal components to
gain all the stated fiber optic advantuges
(except speed) when used as a bus medium.
It will be shown later how this 15 a
necessary step towards an orderly evolution
to high speed busing technology.

NEXT GENERATION A HIGH SPEED DATA BUS

A committee of the Society of Automotive
Engineers (SAE/AE-9B) had been working on
the defainition and concept of operation of
an avionxc High Speed Data Bus (HSDB). As
a result of their efforts, tw>
architectures with two transmission mediums
were under consideration. These
architectures include a ring and linear bus
wrth both coax and fiber optic cakling
mediums. Note that a unique treguirement of
HSDB 1s that there 1s no centralized bus
controller. This criterion requires a less
deterministic approach in trat an address-
ing scheme was developed th t allowed
subsystems to vie for bus utilization.

When multiple subsystems request bus access
simultaneously, collisions occur and
arbitration has to be initiated. Whe gets
the bus is based on prioritv and the
arbitration algorithm used, “"who'’s on
first»”

Annther HSDB requirement is that, when new
subsystens are added to the bus or existing
ones fail, the protocol must be designed to
accommodate this bus configuration

modification and continue operating without

any hue goftware reprograrming.

In MIL-STD~1553 for example, it is
necessary to reprogram the bus controller
to accommodate the added subsystem; but the
M1L-STD~1553 protocol has predefined
reconfiguration criteria resident in the
bus controller on how to handle failed
subsystems in order to continue degraded,
but uninterrupted bus operation.

In embedded avionics computer systems that
operate resl tame, data utilized an complex
equations, such as weapons delivery
algorithms, are needed trom various
functional subsystems in the same time
window to provide accurate results MIL-
STD~1553 15 especially suited for this kind .
of problem. Even though the data

transmissions do not have to be clock

synchrcnized (1.e., 1t 1s an asynchronous

data bus), the messaqe traffic, controllad

by the bus controller, 1s handled

segquentially in repeatable frames that are

very predictable. The bus controller

assures that the data needed in the

sgquation 1s sampled in real time from

whatever sensotr that provides the

information in a sequential, determinastic

mannex. That 1s, 't assures that the

sequence of events that gathers the data

for the al ~rithm are done in the same time

window. D¢ 1 collection s sync (data

user) driven keeping unwanted data off the

bus and reducing the bus duty cycle.

Central contrcl also assures system data

flow synchronization and supports

testability by accurate event

repeatability.

In the HSDB design, data i1s source-
generated and transmitted asynchronously on
the bus. When the subsys~em gets access to
the bus, which also happens in an
asynchronous manner, the data generated by
the subsystem 1s broadcast. This apptoach
requires that receivers of information must
actively sort through the data looking for
the wanted, ignoring the undesirable. Not
all data is needed at all times, but the
extra sent 1s not perceived as a problem
because of the significantly higher
throughput capability of the HSDS.

The HSDB architecture eliminates the nee’
for a bus controller and allows new
subsystems to just be added to the network
to vie for their own bus time. It is
assumed those subsystems needing the new
one’'s da*a will be reprogrammed to pick 1t
off the bus.

Because bus access 15 not centrally
controlled, arrival of data ais
unpredictable and, also, the subsystem bus
access sequence 15 not necessarily
repeatable. Therefore, the data gathered
from the various subsystemrs 1is not
guaranteed to have been sampled xn the
"same” real time window. As a result, each
data sample needs to be time~tagged at the
sourcce. So when the weapon delivery
algorithm 15 solved, for example, all these
data samples that define a fixed point in ‘
space at any specific instant of time (such

as navigational coordinates, altitude above

target, range, ground speed, wind,

attitude, et¢,.) must be adjusted to fall

within the same real time window. This

requirement establishes a need for keeping

track of data samples so that

interpolations or trend predictions could

be done on these inpu: signals to put them

into the proper time perspective. The

result 15 higher subsystem processor

software and execution time overhead. It *

is anticipatad that {f 2 very zcmall number
of terminals are on the bus there will be
no timing problem; however, if even one
fourth the maximum of the 64 terminal
architecture were to be used, the number of
collisions would dramatically increase and
most likely cause a serious time skew.

Due to technological advances in recent
years, processing speeds have increased
manifold. Also, the new HSDB will run at
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data rate speeds over 50 Mhz with a minimunm
of 20 Mhz throughput, A lot more
itnformation can be transmitted on the bus
despite the i1ncreased bus arbitration
overhead. New weapon systems are in the
bus design stages that require this high
speed capability now!

The protocol must allow for fault-tolerant
architecture, data integrity and self-
diagnostics. The general feeling in the
acquisition community 1s that arrivang
quickly at a reliable, standardized
protocol 15 stall a high risk while tnae
fiber optic medium implementation is an
acceptable risk. That 1s, militarized
fiber optic components are 1n development,
but few large-scale integrated HSDB
decoding logic circuits exist. The use of
MIL-STD-1773 control of the high speed
digital link for data transfer in avionics
can, 1f desired, be extended to additional
wavelength divasion links that can carry
erther additional digital data or even
analog/video data. The amount of
parallelism 1s only limited by transceiver
technology.

HISTORY OF MIL-,TD~158%

in the late 60’s and early 70's, expert
programmers would program in assembly
language because the cost of memory was so
expensive. If a higher ordered language
were used, 1t would have to be compiled and
since the compirlers were inefficient it
wottld reqguire more memory than 1if
programmed 1n an assembly language. With
the phenomenal lowering of memory costs,
ard the ability to produce more efficient
compilers and support tools, hagher order
languages became the way of software
programming. The development of a standard
programming language is a multi-year effort
1involving many phases of activaty starting
with language requirements analysis,
leading to language definition, production
of compilers and programming utilities, and
then configuration management of the
support software and documentatio-., After
a study of the requirements for a standard
Arr Force high order language, the
JOVIAL/373 langquage was defined by MIL-STD-
1589A (later superseded by MIL-STD-1589B).
Several years of compiler developmefit has
resulted in JOVIAL/J73 comprlers hosted on
three mainframe computers and targeted to
several embedded architectures. The
compilers were developed before the other
util:itres that now exist.

There are four major utilities apart from
the compilers. These are:

a. Interactive Debugger -~ DEC-10
hostad symbolic debug package,

b. Code Auditor — IBM 370 hosted
utility to check conformance of
JOVIAL/J73 source code to coding
standards,,

c. Program Support Library - IBM 370
hosted configuration management
utilaty,

d JOVIAL Automatic Valadat:ion System

~ IBM 370 hosted utilaty to assist
1in automatic testing of JOVIAL
object code.

There are many facets to the development of
a standard programming language. Those who
were involved with the evolution of
JOVIAL/J73 had discovered the complexity of
standardization, Many important lessons
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were learned in bringing JOVIAL to a usable
state. These lessons were applicable to
the development of other languages, such
as, Ada.

The four most important lessons are the
following: .

a. optimizing compilers for embedded
targets are complex pieces of
software. The same standards that
are used for application coding
should also be applied to compilaer
implementation. A sutficient
design, coding and test period,
should be allowed for & compilers
development rather than have 1c¢
driven by the schedule of the
operational programs.

b. A changing language specification
during compiler development opens
the door to an implementation
disaster, Xf a maj)or language
change is necessatry, be prepared to
go back to the design phase of the
compiler’s implementation.

< A compiler for an embedded target
must generwte very efficient object
code, Plan for this fact in the
compiler’s design phase rather than
try to retrofit optimizations in
later.

d A commonly available implementation
language on mainframes, such as,
FORTRAN (and perhaps later Ada)
significantly decreases the cost of
compiler rehosting

APPLICATION OF MIL-STD-1589B

JOVIAL J73 as described by MIL-STD-15898B
was the current Air Force standard higher
order language for embedded compute:
applicstions software. JOVIAL is a block
structured, strong type checking, procedure
oriented language. This version combines
the features of many earlier dialects of
the language, e.g.:; J3, J3B, J4 and J73/1.
veneral Dynamics was implementing ali of
1ts flight programs on the F-16 C/D
avionics in JOVIAL J73. Thess OFPs include
the Fire Control Computer, the Data
Transfer Unit, the Stores Management Set,
the Multi-function Display Set and the Up
Front Control processor. An integrated
JOVIAL J73 support Software System (ISSS)
consisting of three separats computer
programs (a compiler, assembler, and
linker) operating in a common IBM 370 type
host environment was developed to support
this use of JOVIAL J73. !

The host environment forms the major
interface between the programs and the
user, and provides the means for running
the programs and supplying inputs and
outputs.

General features of the JOVIAL ISSS are as
follows.

a. Portability. Host dependent
portions of the systam are being
minimized and isolated to allow the
system to be rehosted with a
minimum of effort.

b. Retargetability., Target dependent
features of the system are
parameterized and isolated to
better facilitate changes in the
target computer or to totally N
retarget the system, v

.
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c. Appropriateness. Tre ISSS 1s being
specifically designed to support
the performancs .equitrements
associated with real-time avionics
software

d. Maintainability. The I855 will be
maintainable in source form by
organizations other than the
developer.

General Dynamics had worked with the USAF
to extend this common support software
package to encompass all F-16 avionics,
including GFE; multiple users results in
multiple benefits. Cooperative applacation
resulted ain faster maturing of the support
package and provided a single, unified,
support software package at the ALC.

MIL-STD-1615, Ada

Many of the procedures developed by the Axrr
Force for controlling JOVIAL can be applied
directly to Ada. The type of tailoraing
needed for some of these procedures i1s the
topic of this Section, in whach we point
out some of the more obvious considerations
to be made in preparing for Ada.

a. IMPACT OF DOD-WIDE LANGUAGE. Since
Ada 15 a DOD-wide language,
maintenance of the Ada language
standaid will require coordination
among the Air Force, Army, and Navy
through the ~da Joint Program
Office (AJPO). This will result :n
a »engthy process unless efforts
are made to establish an efficient
screening procedure for proposed
changes. 1In effect, the Services
would propose changes based
prancipally on criteriz of language
utility; and the DOD would dispose
of or approve those changes based
principally on criterisa of language
and comp:iler impact and the
coordinated satisfaction of the
needs of all the Services. The
current JOVIAL language control
mechanism could serve for the Air
Force with adjustment of the
criterxa for analysis and
acceptance

b. GRADUAL TRANSITION TO Ada. One
point that nearly everyone in the
standardization community agrees
with 15, "We want to profit from
our lessons learned in JOVIAL and
not make the same mistakes in the
Ada effort.” With that point in
mind, the trend we observe in the
Axr Foice towards making the Ada
transition a gradual one 1is readily
understood. This transition
occurred in four carefully planned
phases that we might descriptively
title JOVIAL, JOVIAL/Ada,
Ada/JOVIAL, and Ada. With the
benefit of proven language control
procedures on which to base the
transition and a flexible number of
computer resources from which to
draw in implement.ng each phase,
the Air Force would enjoy a high
propabiiity ot success with such an
approach.

<. Ada VALIDATION POLICY. The Ada
JOINT PROGRAM OFFICE (AJPO),
staffed with Alr Force, Navy and
Army personnel, has the
responsibility for ensuring the
appropriate validation of Ada
compirlers throughout DOD. AJPO

policy requires that before a
compiler can use the name Ada, it
must be fully validated, 1.e.,
there must be a current certificate
of validation 1ssued for the
compiler from the AJPO They may
also require renewal of the
validation every two years. AJPO
presently allows use of the
trademark Ada 1n conjunction with
partial aimplementations i1f a caveat
1s included in all associated
advertisements These policies
mean that frequent retesting of
full and part:ial implementations of
Ada may be required, and therefore
configuration management of the Ada
Compailer validation Capabilaty
(ACVC; test suite will be very
important.

A final consideration is that with
the explosion of Ada
implementations on microprocessots,
there 1s an attending requirement
for the ACVC to be adapted to the
mACroprocessor environment It 1s
unlikely that these processors will
host an Ada Programming Support
Environment. This entire area
presents additional new challenges
for establishing valadation and
configurat:ion management procedures
and tools.

512E OF Ada USER COMMUNITY. The
DOD standardization policy for Ada
obviously resulted in an Ada users
communaty that erceeds the s:ize of
the JOVIAL users community by
several orders of magnitude. User
services 1s already a big job and
that job will ancrease
significantly for the Ada users
community. We recommend a direct
extension of current JOVIAL users
services, with the addition a
liaison function to interact with
other user groups that may exist
There is the JOVIAL/Ada Users Group
transitioning to an Ada/JOVIAL
Users Group, and¢ by popular demand
they have establ-.shed the "Ada
Corner™ in the JOVIAL Newsletter.

RAPID GROWTH OF Ada EXPERIENCE
BASE. With Ada an early smphas:is
on user support and coordination is
anticipated among the Services to
assimirlate and dispense a common
knowledge base. Then, as the users
emerge, a rapad growth of the Ada
experience base and a high demand
for comprler validation services 1is
expected. This means early
preparation s essential to bocome
familiar with ACVC and to refine
JOVIAL procedures for administerang
it effectively.

Ada AS AN ANSI STANDARD. DOD
recognized that to accomplish 1ts
long term purpose, it must expose
Ada to public review and obtain a
national consensus. Therefore, DOD
epproached the American National
Standards Institute (ANSI) about
making Ada an ANSI standard. oOf
three possible avenues for
accomplishing this, DOD chose the
canvas approach, The canvas has
been completed.

As a sponsor of Ada as an ANSI
standard, the DOD will be totally
responsible for maintenance of the




standard Later, DoD intends to
make Ada an international standard
through the International Standards
Organization (ISO). The degree to
which the DOD, ANSI and IS0
standards are the same will be
affected by the review process of
the respective organizations.

Once Ada 315 an ANSI standard, it
must comply with ANSI rules, which
require Lhat the standards must
erther be revised, reaffirmed or
dropped within & fave year period.
This means any changes to MIL-STD~
1815 w2ll be reviewed by the ANSI
technical committee before approval
18 given to ipplement those changes
in the ANSI standard. Furthermore,
1f Ada becomes an IS0 standard,
another level of review is required
by an international committea to
approve changes to the ISO
standard. Notice of plans to
revise the IS0 standard must be
given to the international
community at least a2 year ahead of
the target date for revision of the
standard.

SUMMARY OF SOFTWARE STANDARDS

JOVIAL was to be the interim standard
language for Air Force avionics embedded
computers until Ada became available.
Language control 1s the assurance of the
1ntegrity, stability, consistency and
usability of the language. The four major
elements of language control are: (1) a
well defined and consistent policy for
controlling language changes, (2) a
mechanism for making these changes, (3) a
mechanism for checking for conformance to
the language spacification and (4) a
centralized knowledge source. The
principal conirol tasks are establishang
and maintaining Language Control Facility
(LCF) policy, maintaining the language
specification, maintaining the val:idation,
performing validations, and providing user
and Program Office support. The LCF has
developed rigorous descraptaons of
procedures for these tasks using SADT
models. These models promote tight
administration of the control function and
provide an organized basis for
reconfigurang the language control function
to new languages, such as Ada.

There are several readily recognized
characteraistics of Ada that need to be
considered in establishing language control
for it. First, since Ada is DOD-wide,
maintenance of the specification will
require inter-Service and AJPO coordination
and will be a lengthy process. One
approach to streamlining this task was to
establish both a component level and a DoD
level of LCF analysis, and, in effect, set
up a well coordinated double-~screening
process. Second, the Air Force trend
toward transitioning to Ada very gradually
suggests we should build the Ada control
function to be operated in parallel with
that for JOVIAL, then gradually phase out
the latter. Third, a need is anticipated
for frequent testing and retesting of Ada
compilers and a possible need for
validating partial amplementations,
including those on microprocessors. This
makes configuration management of the ACVC
a very important factor in successful test
administration, and it poses many new
challenges for language control. Fourth,,
the large size of the Ada user community
makes user support a big job, and liaiscn

among user groups will be necessary.

Fifth, a rapid growth ¢f the Ada experience
base and an equally rapid transaition to &
high demand for validation services is
anticipated. Finally, with Ada as a
military (DOD), ANSI and ISO standard,
coordination on changes to the language
will be especially important and will
affect control activaties at all levels.

APRLICATION OF MIL-STD-1750A INSTRUCTIONAL
SET ARCHITECTURE

The Axr Force wanted to develop a MIL-STD-
1750A chip set. However, past DoD
contracting for "non-commercial” chip sets
had not been supported by the semi-
conductor industry becauso of the low (by
thea: standards} quantity production runs
planned. To interest the semi-conductor
industry, ASD decided to use a "prime
airplane contractor™ with a large
production run to incorporate the standard
chip set. Thus, the F-16 System Project
Office contracted with General Dynamics to
procure a small, low-power, cost effective
implementation of MIl1-STD-1750A for use on
the F-16 program.

An ainstruction set architecture (ISA) as
described in MIL-STD-1750A 1ncludes not
only the instructaon set, but &lsol the
interrupts, fault handling provisions,
extended memory addressing, and protection
mechanisms as viewed by the machine
language programmer. In this design, all
features of the standard are partitioned
into three sets of requirements: (1) the
Central Processing Unit (CPU) incorporataing
all mandatory requirements for the F-16;
{2) the Memory Management Unit (MMU)
combining the optional features of extended
memory addressing and operating systam
paging protection; and (3) the Block
Protect Unit (BPU) holding the memory
write-protectaion maps. Other optional
features within the standard are left to
the »mbedded computer system designer where
they may be incorporatad easily with
standard digital components.

One benefit was the establishment of the
MIL~STD-1750 Users Group 1n August 1979 as
a voluntary organization of industry
representative to exchange information and
status of MIL-STD-1750, and to recommend
changes to the standard. This established a
pattern for future new technology
development. MIL-5TD-1750 1s the standard
for an i1nstruction set architecture. It
does not define specific implementation
detaxls of a computer.

The benefits of this standard ISA are the
use and re-use of available support
software such as compilers and instruction
level simulators. Other benefits achieved
were: (1) reduction in total support
software gained by the use of the standard
ISA for two or more computers in a weapon
system, and (2) software development
independent of hardware development.

The Air Force recognizes the group as the
sole industry body to recommand changss snd
improvements to the standard. Although the
Air Force and other government
representatives participate in the
committee and group discussion, they do not
vote. The Axr Force uses a "Control Board”
to accept changes or refer them back to the
users group. The control board and the
users group is part of tne control
structure which the Air Force has
established for MIL-STD-1750.

.
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The committees are the backbone of the
group. The following 1s a summary of the
function of the committees.

Standards - To interpret and clarafy
definitions and descraiptions appearing in
MIL-STD-1750; to assess the scope and
applicability of the standard.

Ac¢chitecture - To assess the value and
impact of proposed arch:itecture
modifications or extensaons to the
standard.

Verification - To address issues related to
verifyirng and certifying MIL-STD-1750
hardware amplemcntation.

Software Tools ~ To act as an information
exchange to MIL~-STD~1750 related software
tools, and to assess the need for MIL-STD-
1750 support tools.

Lisigson - To retain c¢ommunication and
coordination with other related
standardization groups.

The group has meetings three or four times
& year, each for about two days. The
committees elect their own committee
officers and make committee reports to the
full Users Group at each meetaing.

THE STORES MANAGEMENT INTERFACE DEVELOPMENT
~ MIL-STD-1760

Intercperability between aircraft and
stores was precluded by a set of
obstructions. Within this set, a primary
obstruction was the nonstandard axrcraft-
to-store and store-~to-aircraft electrical
interface. 1Interfaces between aircraft and
Stores are becoming increasingly
sophisticated and complex. At the same
time, thete 15 an increasing desire on the
part of interoperability between arrcraft
and stores.

The number of different types of stores 1is
large and continues to grow as a result of
development and acquisition programs.
Stores ainclude conventional general purpose
bombs, guided bomb dispensers, missiles
(arr-to-air and air-to-ground), nuclear
weapons, sensor pods, dropped sensors,
camera pods, counter- measure pods, fuel
tanks, dispensers, guns, rockets, etc,
Interfaces between aircraft and stores are
only partially gquided by standards and,
therefore, have tended to evolve into
system peculiar mechanical
adapters/connectors, electronic signals,
power connections, and other armanment
assemblies which make interoperability
impossible without major modafications to
aircraft and/or stores on a case-by-case
basis. The trend toward more complex store
functions which require insreasing amounts
of avionics data from aircraft systems 1is
causing the problem to become increasingly
acute. Examples of this situation are
AMRAAM, HARPOON, PHOENIX, HELLFIRE, ATLAS
POD, ALCM, etc,.

On the aircraft side of the interface,
Stores Management Systems {(SMS) ara unique
to each aircraft type and sometimes each
nodel, 0ld aircraft Stores Management
Systems are generally hardwired, not
integrated not automated and reflect
outmoded, obso)escent electronics design.

Although new aircraft SMS designs refle:t
current technologies in electronics &.d
cowmunications, they are still) tailored to
8 specific store list and were not designed

for growth. Invariably, the changing
stores last requires modifications almost
as soon as the aircraft begins 1its
operational life. The adoption of
acquisitiosn methods which result :n
arrcraft systems whach are tailored to
handle spec:ified lists of stores has
limited weapon system capabilaty, growth,
and flexibility. These methods yield
weapon systems which are well defined
within themselves, but are inflexible and
costly to modify.

The intent behind developing MIL-~STD-1760
was to support achievement of
1interoperability between independently
designed stores and aircraft by imposing
specific interface design requirements
applicable to each. To accomplish thss,
the interface characteristics of the
airrcraft and of the stores must be
controlled so that each unit of a given
kind, e.g., a carriage store, is
functionally interchangeable with any other
unit of the same kand.

The overall goal of the standard 1s to
remove non-standard electrical interface as
an obstruction to interoperabilaty
Application of the standard will result an
a wide range of stores being anteroperable
with a wide range of aircraft.

Modafication of aarcraft and store hardware
to allow individual combinations to operate
together will be minamized. The use of
adapter modules will be discouraged In
this way, the effort and cost necessary to
integrate aircraft and stores will also be
minsimized.

MIL-STD-1760 was designed to be flexible
enough to accommodate individual system
peculiarities. In partacular,
impleméntation may change with technology
advances as long as the anterface
characterastics asre maintained. The MIL-
STD addresses only the electrical interface
between aiicraft and stores.

Compatibility parameters such as size,
weight, aeroiynamics, avionics
capabilities, etc., must be satisfied in
addition to the electrical interface in
order to realize interoperability. The
electrical, or MIL-STD-1760, portion of the
aircraft/store integration effort will
ultimately be limited to developing
software modifications necessary to
accomnmodate nevw stores.

To achisve the program objectives, the
Aarcraft/Store Electrical Interconnection
System (MIL~STD~1760) consisted of three
hierarchical elemsnts: electrical,
physical, and logical. Each element is
described below:

a. Electrical: Tne electrical element
quantitatively specifies the signal
set the aircraft must provide and
that the store must utilize. The '
signal set for the Axrcraft Station
Interface was published in July of
1981.

b. Physical: The physical element of
the standard defines the
intermateability characteristics of
a set of armament connectors. It
is envisioned that the
characteristics of the follow:as
three classes of connectors will be
specified:

¢ An umbilical connect for gravity
release stores employing the MIL-
STD-1760 signal set. '




"

o A low cost connector for simple
stores employing a limited subset
of the 1760 signal set.

o A blind mating connector foir rail
launched stores employing the 1760
signal set.

To achieve the goal of interoperability, 1t
is not necessary to completely describe the
interconnection component as one would, for
example, by calling out a particular part
nunber.

The physical element of the standard

defines only those characteristics N
essantial to intermateability. Essentaally
this means that a particular set of
physical dimensions had to be defined.
method of achievang this definition for
gravity release and most eject launch
stores was to select a set from an existing
state of the art connector. Several
manufacturers designed similar connectors
for MIL-STD~1760 employment under the
constraint that each must employ the
selected set of intermateability
dimensions. The problem of
intermatoability also includes defining the
connector insert physical and functional
layouts, partacular contacts, crimping
tools, and etc,. In all, some ten or
twelve piece part specifications were
required to completely define a connsctor
as a functionally intermateable systenm.
Most of these have been developed,
coordinated, and published for the lanyard
release or so called umbilical connector
for gravaty release weapon.

The

The umbilical cohnector described above 1is
intended for relatively sophisticated
weapons and as such is complax. There was
an effort under the SAE AE~9 Aerospace
Avionics Equipment and Integration
committee to define a signal set for simple
low cost stores (SLCS). A configuration
employing only a single channel MIL-STD-
1553 data link, 28 volt dc power,
addressing lines, and associated ground
returns has been proposed. The major
difference was in the method of selecting
the intermateability aspects.

Rail-launched weapons pose particular
interconnection problems such as the
necessity for blind mating., There is also
the problem of rocket or jet blast burning
of connector contacts. Becausse of these
considerations and others, the definition
of the physical interface for rail-launched
stores was deferred to following that for
gravity release weapons. The first store
incorporating the MIL-STD-1760 interface on
the F-16 will be the AMRAAM missile which
will be added to the existing AIM9
stations.

It was recognized that the interface
requirements specified for the AMRAAM
program were going to impose very difficult
and complex interconnection problems.

Since the AMRAAM launcher must meet certain
interface requirements unique to each of
the F-14, F-15, r-16 and r-18 axrcraft,
internal space allocataon for the connector
and :ts release mechanism was critical.

The method of coupling the missile
receptacle to the lsuncher connector was .
readily adaptable to other rajl-launched
weapons. That possibility in itself drove
the AMRAAM connector toward a standard
device.

It was desirable to undergo a long term
systematic development program for these
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three classes of connectors. However, the
requirement was for interoperability was
now, The approach MIL-STD-1760 had taken
was to select and standardize on the best
which is available or can be made available
in the near ternm.

<. Logical: The Logical element of
MIL-STD~1760 is primarily concerned
with the utilization of the MIL-
STD-1553 multiplex data bus.
Although this multiplex standard
defines word types and protocols
for general types: of data
transfers, further defanition would
be helpful to optimally apply MIL-
STD-1553 an the aircraft/store
environment.

It was envisioned that the MIL-STD-1760
logical element would be comprised of two
primary areas; Standard Data Words and
Aircraft/Store Protocols. Standard Data
Words are MIL-S5TD~1553 data words which
have been assigned specific bit patterns to
represent functions, commands or values.
As such, they provide the same inrormation
to all users. If data words are not
standardized, implementors will by
necessity derive their own. Unique words,
in turn, complicate aircraft or store
interpretive hardware and software. The
Aircraft/Store Protocol area provides a
defanition of rules to transfer data
between aircraft and stores. Additional
protocols are necessary in such areas as
user application data, store addressing,
message routing, block data transfer,
message encoding, encryption, and fault
handling.

MIL-STD-1760 implements a new philosophy in
arrcraft/store electrical integration. No
longer will aircraft be restricted to
designs for unicue sets of store
requirements and, conversely, stores will
not be constrained to interfacing with
arrcraft peculiar electrical
configurations. Through MIL~-STD-1760,
aircraft will offer a standard electrical
capability and stores will electrically
integrate in a prescribed and orderly
manner. Through MIL-STD-1760,
interoperability can be enhanced and
arrcraft modification costs reduced.

ACCEPTANCE OF STANDARDIZATION

The success of any standard is determined
by its acceptance in the community at
large., It is not enough to simply
introduce a standard, {t must be applied.
The degres of acceptance is often affected
by, (1) the manner in which the standards
are developed and introduced to system
designers, and, (2) how they impact
organizational structures. To improve the
speed and effectiveness of the
standardization process, it is necessary to
choose an appropriate acministrative
approach to standardization.

Four major administrative approaches have

been used to introduce standards. These

sre:

a. Defacto industry standard -~ an
official standard is adopted by
manufacturers to increase product
compatibility.

b. Technical society committee ~ the

standardization process officially
sponsored and monitored by a
recognized technical society,
as IEEE, SAE or EIA.

such
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c. User Gioup - a committee of
interested military and industry
personnel meets regularly to
develop or mature a standard.
Examples include the JOVIAL User'’s
Group and the 1750 User’s Group.

d. Unilateral government ~ an
interested government organization
develops a standard and requires
its use on related prograns.

Neither the defacto industry nor the
unilateral government approach have high
succesy rates since only one side of the
product development partnership is
involved. Hoth the technical society
committee and user group approaches have
worked very well. For systems with purely
military applications, the user group
approach is favored since the military can
sponsor the group. The military can then
determine the participants in the meeting,
set the frequency of the meestings, and fix
target dates for the availability of draft
standards.

By itself standard modular executive
software provides only limited improvements
in the system software design and
integration effort. Much greater
improvements can be achieved if the
standard modules are combined with standard
interfaces between the execut.ve to
applications and application tasks, and to
the buses. A rigid executave to application
interface, such as the one developed for
the DAIS program, permits the applications
software design tasks to be undertaken
without detailed knowledge of either the
executive or the system control procedures.
In addition, the applications software can
be functionally partitioned allowing
independent design groups to define and
develop portions of the system. As long as
each software module adheres to the
standard interface, and as long as the
standard interface module includes the bus
control functions, the system integration
process becomes a simple mechanical task.

Technology is becoming available to
sagnificantly 1ncrease the effectiveness of
military aircraft operating at night,
weather and in a severe threat environment,
The potentially of this technology can be
realized through improved integration
design based upon modular hardware and
software conceptt and proper application of
a program of military standards acceptable
to industry.

The technical approaches selected during
these efforts need to be rapidly reflected
1n additional military standatrds that will
encourage industry wide acceptance of
common modular desion techniques.

wWhen the modularity concept is fully
exploited, resultant availabilaity snd
performance levels will be equivalent to a
larger operating fleet, thus providing
force multiplication. Current Air Force
avionic integration technology progranms
should be supported to provide a forum and
proving ground for these ainitiatives.
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AVIONICS STANDARDIZATION IN EUROPE
by
L. GUIBERT
DGA/DCAS/STTE
129, Rue de la Convention
75731 PARIS CEDEX 15

SUMMARY

| will first try to recall the different bodies which deal with standardization at both french and
european levels.

Avionics standardization in Europe relies up to now on common standards, such as Stanags. That
approach 1s not large enough to ensure real interoperability, as will be demonstrated with the Link 16
example.

It is foreseen that one of the major challenges for future avionics standardization will be the
modularity. For some reasons, there must be international commonality in order to obtain minimization of
costs.

One important issue is clearly the applicability of modular avionics on board european aircraft.
This has been studied in France with relation to the Rafale. The results of that study will be discussed in
some details.

Another issue is the standardization of instruction Set Architectures (ISA) in the field of data
processing. That concept helps solving some problems, such as software interchangeability and
reconfigurability, but has also severe drawbacks. A soluiion to the need which does not imply common ISAs
is envisaged in France : the software bus. That concept, related to EXTRA (for Real Time Ada Extension) is
proposed.

it is clearly understood in Europe that modular avionics will gain maximum advantage if its F3l
specifications are common to the different nations and services within NATO. This enforces tiie need for
cooperation at both governemental and industrial levels. Europe has launched two multinational
programmes in order to define and validate a common avionics architecture for application in the 2000’s
the ASAAC (cooperation between UK, GE, FR and hopefully US) and the EUCLID CEPA 4 (within the IEPG)
The scope and content of first phase of these programmes will be described.
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INTRODUCTION

This lecture will be divided into five main parts :

- A review of the different bodies in charge of aerospace standardization in Europe.

- The relationship between standardization and interoperability.

- An example of area where standardization has large implications : modular avionics.
- Another example * the Software Bus.

- Conclusion.

| - NORMALIZING ORGANIZATIONS IN FRANCE AND IN EUROPE

The organization globally in charge of normalization in France is the AFNOR (Agence Frangaise de
NORmalisation), which is subordinate to the Ministry od Industry. It elaborates the national standards (NF) in
every industrial sector, in concert with other specialized normalization offices.

At the european level, the counterpart of the AFNOR is the CEN (European Standardization
Committee), which works out the European Norms (EN). The AFNOR is representing France within the CEN,
while other national organizations represent their countries. The aerospace industry party to the CEN is the
AECMA, which gather a number of national trade associations.

In that aerospace sector, the BNAE (Bureau de Normalisation de I'Aéronautique et de I'Espace) is in
charge of elaborating and editing the french standards (NFL). For that purpose, it works in re'ation with the
ministry of Defence, via the DGA (Délégation Générale pour PArmement), and wilh industry, via the GIFAS
(Groupement des Industries Frangaises Aéronautiques et Spatiales, the french ad hoc trade association), which
secure most of the necessary fundings.

The BNAE may also assume other tasks, such as

- technical support 1o the elaboration of new standards, both at national and international levels,

- conducting inquiries in France regarding international draft standards.

This is particularly the case for NATO standards (Stanags) in avionics (AVS and Al NATO groups).
For that purpose, it has set up several specialized working groups, to which the industry and the DGA take
part.

The BNAE s also representing France at 1SO (International Standardization Organization) in its
area (TC 20).

Figure 1 describes the relationships between the different standardization bodies in France, in
Europe, within NATO and worldwide. Figure 2 shows the participating countries to the international bodies.

I - STANDARDIZATION AND INTEROPERABILITY

It is generally agreed that interoperability necessitates the conformance to common standards. The
pending question is : is that sufficient? In order to answer it, it is usefull to consider a particular exemple .
the fink 186.

Briefly described, the link 16 is a protected, networked data link, that is defined by the Stanag n°
5516, which amongst others, describes the usable messages, part of which are mandatory and other are not.
The organization of the networking and of the messages is to be in accordance with another NATO document, the
AdatP16.

In this case, interoperability lies in the ability to exchange and understand messages among
different participants : Air, Land and Sea Forces from one or several allied contries. This means that the
following must be defined :

- the mu'ti-forces or multi-national networks that will allow the exchange of information,

- the messages that will be exchanged within each network, together with their emission order and
time by the terminals,

- the content, formatted at the bit level, of the messages (field).

For each net, it is necessary to define data transmission frames in the same way it has to be done
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for such a multipexed bus as 1553B. This implies some Inter-forces office in charge of organizing the
communication nets and channels.

It is clear in this case that the pure implementation of common standards (stanags, AdatP) does not
fullill the need for interoperabllity. This requires additional tasks, to be done commonly by all parties.
Moreover, complete interoperability cannot be guaranted unless the participants utilize the same hardware
and the same software. If not, the amount of trials and tests that it would necessitate is well beyond the feasible

This exemple learns two lessons.

First, common standardizalion cannot ensure interoperability in all cases.

Second, some requirements in that field, given the amplitude and the difficulty of the tasks to be
performed, may lead to cooperative work, including the industrial one.

ill - MODULAR AVIONICS - AN APPLICATION STUDY

Modular aviorics is another field where cooperative approaches are needed, from the design phases
on, in order to ensure a certain level of interoperability.

This part of the lecture is divided in four chapters :

- review of the concepts,

- review of the programmes,

- applicability to an european fighter aircraft,

- conclusion.

1li-1 - The Concepts

Actual avionics systems are composed of pieces of equipment (black boxes), connected to several
data nets (busses), each of which performs one or more functions. Each box is optimized for its functions, and
the system architecture is fitled to the missions of the aircraft, taking into account the constraints, such as the
arrangement of the equipment cases, the volumes, weights, consumption of thehardware, the cost/performance
ratios, etc. The system components are defined, in theory, following a functional analysis which leads to
determining and sizing the necessary functions and to assign them to such or such box. There are however some
functions that can only be completely described during the development. In such a case, the sizing of the
material resources is defined with some margin. This is also done in order to allow the future system evolution
(pre-planned product improvement), whenever possible. There Is obviously in that approach some potential
problems, such as under- or over-gstimation of the capabilities and performances of the equipment.

in addition, given the increasing complexity and integration of the functions and the number of
missions in one hand, and the technological break through in the other hand, that kind of architecture has today
some clear drawbacks.

This is true at the technical level, because in addition of the problems already mentionned, it
induces very important data exchange volumes, and thus an increasing complexity for the communication nets.
The data fusion capability is also bounded by the multi-location of information and of the related processing.
Consequently, integration and validation become difficult to deal with.

At the operational level, the availability and survivability are hindered, because redondancies of
functions are only possible by doubling the hardware that implement them, which Is not allways possible and
is only efticient after one first deficiency.

For maintenance purposes, each failure leads to the replacement of one (at least) box. The spare
parts stocks are therefore heavy and costly, and many skilfull people are needed.

As far as costs are concerned, some drawbacks have already been showed (maintenance,
avaitability). Some other ly in the black boxes approach, due to the separate deve'opment and acquisition of
each of them, with generally very few common components, which obvicusly multiplies the spendings.

The modular avionics offers to cure these illnesses. i

The main idea is to gather within a small number of digita!l centers all the digital processings,
which represent the large majority of the future systems. One such center is composed of an electronic rack,
in which standardized, interchangeable processing slements are plugged.
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The potential advantages of that concept can be descnbed as follows.

All the functions of one type, realized up to now by a piece of equipment or another one, are |
performed by generic modules. The number of the different modules (electronic boards) needed is therefore
much lower for the entire system. This reduces the complexity of the system and the development costs (and
the production costs because of higher volumes).

The modules are provided with full self-test capabilities, in order to allow the detection and
localisation of the failures on one of them. They are replaceable in line. Thus, the maintenance is highly
simpler, and the spare stocks are less voluminous and less expensive.

One process can be realized by whatever module of the right type in the rack. The related
operational software is stored in mass memories. This allows multiple path reconfiguration, with an installed
capacity much lower than needed with classical architectures. The resulting availability and survivability are
increased significantly, up to the point where the spare modules in a rack, together with their high reliability
allow to start a mission with an initial failure ratio without loosing every reconfiguration capability.
Theoretically, the scheduled maintenance operations may adequately ensure the needed availability.

The processing capacity provisions may also be utilized for system improvements and makes them
easier and cheaper.

Modular avionics shall globally altow the system volumes, weights and power consumption to
decrease, with the synergstic regroupment of functions (in that area, the comparison with other solutions
must be done considering equivalent capacities, in particular in the field of reconfiguration), and the
refiability to raise because of different factors (use of leading edge technology for every module, lower
dissipated power and interconnection, etc).

1t 1s however at the financial level that the benelits must be definitive, particularly in the context
of diminishing defense budgets. In that area, the reduction factors have been raised above : in acquisition cost
(for development, with the reduced number of different hardware, and of the associated tools for software and
validation tco, and for production) and in life-cycle cost {maintenance, logistics, improvements).

It must be clear that the ability to reduce costs with depends heavily of the obtained level of
standardization. The more platforms will make use of the same modules, the more attractive will be the scale
savings. This is the reason why the success of modular avionics lies in its universal application to every
military aircraft, in the same way. This is particularly true in Europe, where the naticnal military fleets are
not large enough to completely achieve the potential savings, with regards to the investment that is necessary
to develop the concepts.

In that wide area, the completion of common standards to several nations requires to take into
account the specific needs and constraints of each of them : here, the need for standardization leads to a high
degree of cooperation between the nation, at both governmental and industrial lavels.

This brings to a new sophisticated kind of interoperability. The modular avionics concepts open the
way towards new objectives : be able to implement on a platform a function that was developped for another
one, by means of standardized hardware and software, and to maintain the systems of severai aircraft with
common means (lools and spare parts). These objectives are ambitious, but not irrealistic from a technical
point of view. They are perhaps one of the key-points for our ability to keep a highly efficient defense with
limited budgets.

-2 - The programmes

The modular avionics concepts have come out in the United-States, in the frame of the PAVE PILLAR
programme conducted by the USAF Wright Laboratories. This programme was started in 1982 to provide the
preliminary architecture definition, and was terminated in 1987 with the production of detailed design
spacifications for the architecture.

On that basis, a US tri-service committee, the JIAWG (Joint Integrated Avionics Working Group),
was settled to identify and develop joint avionics components and software, for application on the Advanced
Tactical Fighter (ATF) and the Light Helicopters family (LHX).

In Europe, several projects have been launched in that area.
In Germany, the NAS (Neue AvionikStruktur), started in 1986, is intended to define the next
generation of avionics suite and to investigate its applicability in retrotit programmes. Its phase 1, terminated é

in 1988, provided a concept definition for advanced modular avionics and a concept evaluation. In phase 2,
started in 1989, a risk reduction demonstration for subsequent developments has been undertaken, and will
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lead in 1991 to preliminary architecture specifications.

In the United Kingdom, a continuous research programme is running since 1986, for identifying
relevant technology and concepts and modeling life-cycle cost benefits. Subsequent work has been aimed at
investigating critical areas. A flexible research rig 1s being developed that wilt enable new concepts and
components to be tested.

In 1988, the UK MOD began a programme to demonstrate advanced modular avionics architecture :
the A3P (Advanced Avionics Architecture and Packaging). The first phase, which is complete, was intended to
study emerging concepts and technologies and to 2ssess the benefits in operational performance. Phase 2 will
consist of subsequent architecture definition and ghases 3 and 4 of validation of the feasibility and of the
definition.

In France, the development of data processing, high-speed data bus interface and mass memory
modules, compliant with the PAVE PILLAR standards, was began in 1988, in cooperation with the United-
States (USAF). Validation is expected in 1992. The applicability of a modular avionics suite to a fighter
aircraft has been studied in an etfort started in 1989. The results of that siudy will be adressed in the next
chapter. It willbe followed by a definition and validation phase, in the frame of an exploratory development, A3
(Architecture Avionique Avancée). Some risk reduction studies are also started in 1991.

All these efforts require the knowledge of many aeronautical compagnies, and must be coordinated
in order 1o ensure the convergence towards common specifications. The BNAE, in its role of technical support
for future standards, has been tasked to do that coordination, for the purpose of which several working groups
have been formed, which are comprised of members from the whole french aeronautical industry and from the
DGA

In another hand, several efforts I . veen initiated for the application of the concepts of modular
avionics in the fiald of the CNI (Communication, Navigation, Identification). In the United-States, the ICNIA
(integrated CNI Avionics) led to the realization of advanced development models which integrate the CNi
functions in the 2Mhz-5GHz spectrum and whose evaluation has begun in 1990. In the United Kingdom, the
RAE (Royal Aircraft Establishment) has realized a technology demonstrator designed to show the capability of
an integrated communications suite. In Germany, the NAS has dealt with the CNI and in France, the need for
integrated CN! and the associated architecture are being studied under the SIERA project (Systéme Intégré
d'Equipements de Radio Aéroportés), lauched in 1990. The results will form the bases of an exploratory
development to be initiated in 1991, that will be aimed at the architecture validation.

This brief listing shows that the different countries have the same preoccupation and the same
general objectives. But the related efforts are nalional ones. As has been demonstrated earlier, getting
international standards in that domain necessitate extensive cooperation. This requirement is still enforced by
the heavyness of the investment involved in the validation of a modular architecture for the whole avionics
suite.

This is the reason why the four countries above mentionned (USA, UK, GE, FR) have worked since
1988 to the initiation of a cooperative programme for the definition and validation of a common avionics
architecture, aiming at application in the years 2000-2010 timeframe. It is the ASAAC (Allied Standard
Avionics Architecture Council). Its mission is to develop the technical specifications for an A3 consisting of
functionally interchangeable (form, fit, function, interface), integrated avionics modules that can be used by
different aircraft as needed to perform their mission. The ASAAC end objective is to propose a set of validated
Stanags for a common A3 and associated avionics building blocks {common modules), allowing to ensure their
interchangeability.

A partcular emphasis will be put on core avionics and the CNI. however, the programme will tackle
the problems related to the entire sensors system in an aircraft. It will comprise several phases : definition,
validation, evolutions.

The ASAAC is the object of a memorandum of understanding signed by the ministries of defense of
Gerniany, the United Kingdom and France in 1990. Due to budgetary constraints, the United-States DOD
(USAF) was not able to sign it at that time, although it had participated very actively to its preparation. it
shall do so in 1991. By signing this memorandum, the ministries recognise that their main emphasis in future
avionics standardization lies within ASAAC. For the european countries, this will lead to reorient towards this
cooperative programme most of the actions above mentionned that are not yet started, such as the exploratory
developments A3 and SIERA in France.




-3 - Application of modular avionics to an european fighter : one example
]
3:-1 _Obleclives

Applying the modular avionics concepls to an existing aircraft raise a number of problems that
have to be studied. In such a case indeed, some constaining factors lie in the fact that a number of elements are
already defined and shall not hopefully or cannot be modified. This is conditionning the ability to examine the
feasibility to carry out these concepts, particularly for a mid-life update. It is moreover a mean to mesure the
advantages over classical architectures.

In order to investigate that question, the STTE has awarded a contract to the french industry dealing
with the implementation of modular avionics on the Rafale aircraft. it has been carried out by five major
aerospace companies (Dassault Aviation, as lead contractor, Dassault Elgctronique, Sextant Avionique, SAGEM
and Thomson-CSF) and was terminated in mai 1991.

The main objectives were :

- getting the bases of a modular architecture that could be used for the following developments in
France and in cooperation,

- examining the characteristics affecting the whole system,

- evaluating the degree of applicability of the main concepts to an existing platform, and the relatec
constraints,

- determining a set of standardisable modular resources with the technology available today.

The main constraints taken into account were :

- the already defined arrangement of the equipement cases and of the volume available for avionics,

- the utilities definition : electric power generating, cooling and conditioning systems,

- the security objectives related to the very low level and terrain following missions.

The operational functions are those alrready defined or planned, with the hypothesis that the
functiona’ architecture is independant of the physical organization on which it is projected. The aim of the
study is not a global validation of the concepts, but to propose a modular construing of the physical resources
representing the system architecture (the ANS : Attack and Navigation System), considering identical
functions, and to highlight the benefits, drawbacks and constraints.

3-2_Hypotheses

The fundation for determining the ANS specifications are the operational functions (OF) that it
must fulffill. In the frame of this study, only the main OF, which affect directly the system definition, i.e.
which allow to dimension it, have been considered. Other minor functions coulb be added, but without inc Jcing
heavy modifications of the physical resources. The considered OF were :
- navigation
control
localization/updates
approach and landing
flight management,
- communications (clear and jammed modes),
identification,
aircraft systems (utilities) management, ‘
- Man-Machine Interface (MMI),
breakdoown and alarms management,
on-ling maintenance,
mission preparation/restitution,
air to air fire-control,
air to ground fire-control,
- very low altitude flight,
- self-protection,
- tactical situation awareness.

In the already defined system, these OF are realized by means of material resources comprising 29
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black boxes and 3 multiplexed Stanag 3913 busses.

It is worth to note thet the fly-by-wire system is not part of the study, and that the resources
related to the self-protection(ECM) and the forward looking optronic (FLIR) systems were not taken into
consideration, because of lack of sufficient progress in their definition at the time of the study.

3:3 Method

From a system point of view, modular avionics run into notions like fault tolerance and dynamic
reconfiguration of the functions. This is the reason why a breakdown struc'ured approach into boxes and
elementary modules (LBM : Line Replaceable Modules) cannot lead to an optimized architeclure, because it does
not take into account every possible regroupment and commonality of the processing ireatments, nor their
possible standardization.

The adopted method is a top-down approach, starting from the existing results of the ANS functiona
analysis. In a first stage, the defined OF have been gathered within some entities having physical
characteristics of the same nature : the Homogeneous Entities (HE).

That approach allows to determine the different primary components that are capable of fulfilling
one function with ciose relation to their paterial caracterisrics : the Material/Functional Modules (M/F-M).
For instance, there are :

- a multispectral receiver module, whose function is the multispectral RF reception,

- A DSP module (Digital Signal Processor), whose function is the execution of one or more digital
signal processing algorithms,

- efc.

At that stage, a M/F-M is not a LRM, because commonalities leading to physical module
standardization has not been sought. In addition, one M/F-M may be composed of several LRMs. This
partitioning allows to :

- assess the different processings associated to each M/F-M and to identify their specific
characteristics,

- determine the Inpout/Output of each of them, from an informational point of view (type, flow,
caracterisrics of the data) and from the physical pont of view (type of link, encoding, frequency, throuput,
etc),

- assess the constraints related to each M/F-M : location in the aircraft, temporal (dating,
response time, synchronization), working safety, confidentiality (red/black isolation), power supply,
volume, conditioning, etc.

Each M/F-M being defined, it is possible to envisaged their gathering according to such criteria as

- safety (gathering in one rack redondant modules, or separating two parts in order to avoid a
simple failure to hinder a whole function),

- vulnerability (physical separation of subsets for damage hardening purposes),

- facilitating the integration and validation (by homogenizing the functions in ane rack),

- minimizing the data throughput between racks (oy gathering the modules exchanging a great
volume of information among them),

and taking info account such constraints as :

- the number of LRM in a rack,

- the number of racks in a case,

- the disposal ancu arrangement of the cases,

- the maximum powe: consumntion of a rack,

- the number of links to a bus,

- the maximum distance between transceiver on a bus
- efc.

This lead to defining 7 Homogeneous Entities, as shown on figure 3 :
- HE1 : Fly-by-wire and powerpiant system (not studied)

- HE2 : Aircraft Systems (utilities) Interface (ASI)

- HE3 : CNi (Communic~tion, Navigation, Identification)

- HE4 : Core system

- HE5 : MMI (Man/Machine In:_ -face)
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- HES : SSI (Stores-System Interface)
- HE7 : REO (Radar, ECM, Optronics)

On figure 3 appears a System Communication Net (RCS Réseau de Communication Systdme), which
reflects the total integration of the architecture. It is in fact composed of sub-nets.

Figure 4 shows, as an example, the break-down of HE2 into M/F—M. HE2 comprises the following

sub-systems : landing gear, electric power, starting, conditioning and fuel. The content of the four M/F—M is :

- sensors/acluators

They may be taps, valves, electro-valves, pumps, gauges, tachymeters, switches, etc. As afsr as
the electic supply is concerned, they are mainly switching and protection units.

- sensors/actuators interface

This module realizes the electrical interfaces of all sensors and actuators for each sub-system.

- sensors/actuators signal concentration

it collects every signal genarated by each interface to allow their processing by the management
modula. It may be implemented on the same LRM(s) as the interface M/F—M.

- resources management

This mocule gathers the intelligent part of each sub-system. It realizes the processing of the
controls, regulation and supervision of every circuit, of the failure analysis, etc. It is linked to the RCS in
order to exchange data with the other HEs.

This HE necessitate some redandancies and reconfiguration capacities at control and management
level, in order to ensure a sufficient availability, and some supervision and data merging mechanisms for
safety purposes.

The other HES are comprise :

HE 3 & 7 (CNi and REO})

Antennae

Hyner-frequency stage(s) (analog)
Pre-processor stage(s) (digital)
Signal processing stage(s)
resources management

HE4 (Core system)
There is here one sole M/F-M, which realizes the following :
- Technical managsment
initiatization
ground maintenance
sansor fusion
information synthesis (localization, tactical situaticn, malfunctions)
resources management (power supply, compatibility, sensors, armaments)
- Mission control
cooperation
flight conduct (elaborating the trajectories and the guidance and control information)
macro-functions such as fire controls, counter-measures, flight management
- failures and alarms management
- System management
- MMI management
synthesis
displays assignmant
controls assignment
- Mass memories management
map data base
mission preparation/restitution data base
reconfiguration software

HES (IHS)
Displays and controls
Video interface and concentrator interface
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Graphic and signal generation and commands interpretor
MMI resources management

HE& (SS1)
The stores interfaces are standardized following the MIL-STD-1760. The interfacing and *
distribution functions are implemented by a specific MIL-STD-1760 interface module (Stores 1/0).

3-4__ Results
3-4-1  General architecture

Based on the previous functional breakdown, a general architecture has been defined. It is shown on
figure 5.

It presents an intermediate solution for modular avionics, since some sub-systems are not
completely integrated : REO, CNI and flight control.

The main characteristics are as follows.

Core system
It is the heart of the whole system and it administers the entire avionics suite in association with a
set of technical resources (sensors and MMI) located in the other HESs.

Global bus definition

The processing (or management) racks are linked together by a global bus. In order to avoid
common mode failures due to the fact that rack intercommunication interface are obligatory waypoints, it 1s
necessary to make use of two global busses to which are connected every HEs. This is a high speed redondant
bus, like HSDB or HSRB (high Speed Ring Bus).

Secured system architecture

Taking into account the very low altitude (VLA) function leads to dispose of a dual architecture in
order to demonstrate the required safety level. This strengthens the need for wo global busses, with connectior
to both ones of the related sensors (radar, radio-altimeter, terrain data base), of the Core system and the
thght control system.

Secured Core system

The Core system elaborates the VLA trajectories. It must then be secured. This has led to separate i
into two sub-sets in order to ensure

- the VLA processing redundancy

- a lower physical vulnerability

- the VLA commands fusion.

Howaever, some safety mechanisms within one rack could be envisaged, which would be more
efficient than within one classical black box because of the dual backplane bus and the possibility to duplicate
and isolate the processes on different LRMs.

Notions of data base and dispatching bus
Some functions utilize an important volume of stored data. These data users are multiple,
especially when considering the software reconfiguration requirements, in case of failure or with regards to ‘
adapting it to different missions or system configurations. This leads to propose a “data base” rack, which
comprises all necessary storage resources and allows the access to all HEs.
The volume of transfered data may be very high, so there is a special bus for that purpose, which
avoids the global bus saturation: the dispatching bus. It may be the same type of bus as the global one in order
to achieve standardization (but for the Rafale, a 3910 would be sufficient).

Notion of sensor bus

There is a tremendous need of communication between some M/F-Ms of one HE (for instance, .
between image building and graphic generation in the MM, between the pre-processor and the DSP in the CNI, H
or between the arithmetic unit and the PSP (Programmable Signal Processor) in the radar, with throughputs
of about 100 Mbits/s). When these functions are located in different racks, they need a serial (because of the
distance between the racks), point to point, 100 Mbits/s bus in order to exchange data : the sensor bus.

e
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3

Notion of control and status bus (CS bus)

The analysis of the HEs physical breakdown shows a low band communication need for transmitting
such information as controls and commands and status data. This is especially the case for the many MM!
resources located in the cockpit : there, a 1553B bus fits, but must be doubled. This cccurs also between some
LRMs of the ASI and SSI, where a 1553B Is oversized. In that case, a RS422 type bus should fit.

Integration of the inertial Navigation Units (INU) into the FCS

The INU resources can be split into two sets : the inertial sensor with its supervision electronics,
and the data processing which calculates the pure and optimal inertial data. A hybridization of the inertial
sensors to the Flight Control System sensors allow to fuse information and to strengthen the validity of the
localization data. for that purpose, the inertial sensors are integrated in the FCS.

3-4-2 Physical breakdown

Each HE is splitted into LRMs. The modules format is double Europe (an implementation study has
been carried out with SEM E modules, but the equipement cases arrangement and volumes are not optimized for
that format).

Two types of racks have been defined

One has a capacity of 40 LRMs. It will be used for HEs comprising a great number of I/O modules
and a small proportion of connections to the backplane parallel busses.

Such a bus being generally capable of a maximum of 15 terminal units, a second rack with a
capacity of 18 modules is necessary. its size is :

Length 324,5 mm
Width 220 mm
Height 273 mm
Volume 19,5 liters

The 40 modules rack is twice this volume.

The composition of each HE and the module list is presented hereunder. There appears some
memory modules, which are related to the mechanisms of reconfiguration and dynamic assignment of the
resources. Today, such modules are proposed with a capacity of 4Mbytes, which is enougi for most of the HEs.
However, capacities of twice or four time higher are expected.

HEASI

This HE comprises, in a 40 modules rack :

- a processing set, in charge of managing all functions. The reconfiguration principles of modular
avionics should ailow to fulfill the requirement for safety and reliability,

- a I/0 set, with the redundancy of the interfaces directly implemented on the LRMs.

A CS bus performs the information exchanges between the two sets. The LRMs of the processing set
are connected via a parallel backplane, PI-BUS type, bus.

The list of the LRMs is as follows.

Set LEBM Number
Processing CPU 32 bits RISC 2

Memory 2
global bus Coupling 2

CS bus Coupling 2
Power supply

Sub-Total

110 Discrete Input
“ Analog Input
Discrete Output 3
Power Output
Specific Input
Specific Output 1
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“ Power Sup. for sensors/act. 2
Sub-Total 17

Total 28
Spares 12

HESSI

The breakdown is similar 1o ASI, with extra coupling to 1553B (for store interface) and
dispatching (for distribution of stored data to the stores) busses.
The list of the LRMs is as follows.

Set LBM Number
Processing CPU 32 bits RISC 2
“ Memory 2
“ global bus Coupling 2
“ CS bus Coupling 2
“ Dispatching bus Coupling 1
“ 15538 bus Coupling 2
* Power supply 3
Sub-Total 14
/0 28V Swilching 9
* 200V Switching 6
“ Armament safety Logic 1
“ Emergency safety Logic 1
) Viddo Matrix 4
“ Vidéo Options 3
" Concentration 2
Sub-Total 26
Total 40
Spares 0
HE MMI
It comprises :

- a processing set, in a 18 LRMs rack, connected to a PI-BUS and to the dispatching ht's {s::ap
generation, etc).

- a video functions and MM interface set, which handles the graphi~ generation and the commands
acquisition. It is composed of a 40 LRMs rack and comprises 2 DSP modules for the video processing. The
beackplane bus may be Pi-8US like, but a throughput higher than 25 Mbytes/s is probably necessary. It is
connected to the displays and control terminals by the mean of two 15538 busses with a high frequency duty
cycle (100 to 200 Hz) in order to minimize the response times.

Tha breakdown into two sets is further justified because their reconfiguration r>~hanisms are
different. They are connected by a redundant sensor bus.

The list of the LRMs is as follows.

St LM Numper
Processing CPU 32 bits RISC 7

Memory 3
global bus Coupiing
Sensor bus Coupling
Dispatching bus Coupling
Power supply

Tt ® & €

- = NN

Sub-Total
Video & Interface  Sensor bus Coupling 2
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DsP 2

Graphic generalor 5 !
Video processor 2
Video insertion type 1
Video insertion type 2
Digital map generator n° 1
Digital map generator n° 2
Digital map generator n° 3
3D Generator

CS bus coupling

audio analog /O

Power supply 4

N = = s an
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Sub-Total 27

Total 45
Spares 13

HECNI

The CNI comprise the following primary functions : MIDS, GPS, IFF, V/UHF, R/A, INU and ABC
(Anemo-Baro-Angle of Attack) sensors. The concept studies being under way in France, a precise breakdown
into LRMs has not been obtained. The estimates undertaken on the basis of available information from the ICNIA
programme (TRW), which would permit to largely fulfill the Rafale needs with 70 LRMs, or from the NAS
programme (Germany), which corresponds o a CNI suite relatively similar to the Rafale one and which
comprises 123 LRM of 26 different types, leads to a CNI HE with 60 modules, plugged in one “digital” rack
and three “hyper-frequency” racks (with 12 spare modules). With a rack volume of 19,5 liters, this
hypothesis seems to be pessimistic when compared to the SIERA programme (Thomson-CSF) objectives of a 45
liters volume.

HEREQ

Since the radar architecture is already modular, and the other sub-systems in this HE have not
been analysed, the considered modules for the radar are those already defined : 83 modules of about 20
different types (these moduias are of different formats, so the comparisons with other HEs are not easy).
Deporting the radar resources after the signal processing stage (PSP) would require an important flow of
mformation (c.a. 500 Mbits/s), which could be realized with sensor busses. Deporting the PSP is not
technically possible nowaday.

HE Core system

It is composed of two identical 18 modules racks with a Pi-BUS, and is comprised of : .
LBM Number
CPU 32 bits RISC 5
Memory 3
Global bus Coupling 2
Dispatching bus Coupling 1
Power supply 3
Total 14
Spares 4

HE Data Base

It has been assumed that half of its 18 LRMs rack was dedicated to the data base itself (which can be
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implemented with optical disks reader or with hybrid Si memories). The t eakdown into LRMs is then :

LBM Number i
CPU 32 bits RISC 2 :
Memory 2 .
Sensor bus Coupling 2
Dispatching bus Coupling 1
Power supply 2
Data Base 9
Total 18
Spares 0
Synthesis
The considered HEs are globally implemented by means of 210 LRMs dispatched the following way :
tE Backs Capacily Nb LAM Spares
ASI 40 28 12
ssi 40 40 0
MMI 58 45 13
Core 36 28 8
DataBase 9 9 0
CNI 72 60 12
Total 255 210 45

Except the CNI (60 LRMSs), the 150 remaining modules are of 32 different types, the more
frequently used being :

CPU 32 bits RISC 23

DsP 2 (out of the radar)
Memory 15

Global bus Coupling 10

CS bus Coupling A

Dispatching bus Coupling 5

Sensor bus Coupling 6
15538 bus Coupling 4
Power supply 21

The racks can be installed in the equipment cases where the replaced black boxes were
previcusly housed.

It is worth to note that some optlimization have not been taken into account in these results, as for
example for the CNI, or for the global and dispatching busses which could be identical. The results are thus
pessimistic, compared to those that could be ontained with a complete compliance with the concepts of
modular avionics.

This study did not consider a complete avionics system. However, it shows that the
implementation of the operational functions of a small size aircraft like the Rafale is possible with a ‘
modular system, while fulfilling the severe safety requirement linked to the VLA missions. No significant
benefit appears in terms of avionics volume or weight, but it must be considered that the reconfiguration
capabilities are greatly improved, and that significant spares are available (17% of the installed
capagcity).

3-5 Conclusion

This study was a first step in France towards modular avionics.

It allowed the industry and the ministry to assess the feasibility of these new concepts. Howaver,
and this is not the least lesson, it did not demonstrate that all potential benefits are obtainable, especially
from a financial point of view.
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It has also led to identify some areas of high risk, such as the packaging or the implementation of
a global operating system being capable of automatic reconfigurations within a rack, whose mastership
will still require great efforts. ‘

The related work will continue in the frame of cooperative programmes, such as ASAAC, already
mentionned, or EUCLID (European Cooperation for the Long term In Defense, whose Common European
Priority Area n° 4 is on modular avionics). This is absolutely mandatory, in one hand because of the
requirect budget for carrying out such a developme:nt, and in the other one in order to ensure the widest
standardization within NATO, which is the only way to ensure an optimized use of the resources and
interoperabllity within the alliance.

IV - THE SOFTWARE BUS

The previous chapter shows an extensive use of the arithmetic logic unit (CPU) module within an
avionics suite. This reflects the importance of that kind of prz~essing, which results in exponentially
growing sofiware bulks. The necessary standardization of the CPUs intends to meet three main objectives :

physical interchangeability, which is ensured via the F3l specifications,

- dynamic reconfiguration; this demands that in one system, or at least one rack, all CPU
modules are able to work the software stored in the bulk memory,

- portability of the software, and eventually of the modules themselves, from a system to another
cne.

This is inviting to infer the need to standardize an unique Instruction Set and an unique Real Time
Executive.

Howaever, the solution has already been investigated and has led to some severe disappointments.
The US DOD have done so with the MIL-STD-1750A. Now it appeared that the processors using this 16 bits
Instruction Set have been fast outmatch in performance by 32 bits items, especially RISC (Reduced
Instruction Set Computer), before their large scale implementation in aeronautics. The french MOD
expenenced the same troubles with the CMF programme (Calculateur Militaire Frangais), that was
intended to meet every military need and had practically no application, althcugh it was based on a 32 bits
Instruction Set.

Standardizing an Instruction Set for all military platforms presents among others the following
drawbacks :

- it is an obstacle to technological break-through,

- it precludes from utlizing the best available technology at one time,

- it hinders to profit from synergy with the professional sector, which in this area benefits
from a much higher growth than the military sector, both at hardware and software tools levels,

- it implies substantial fundings in order to maintain the penormances.

it could be envisaged to use as a standard an Instruction Set of the commercial shelf. But there,
the same objections arise, because any choice, be it the good one (which is very difficult to assess on a
medium term basis), is considerably limiting the capacities.

One potential solution to that problem would be to design a standard interface between the
application software and the real time executive (RTE) : this is the notion of Software Bus.

Three interface standardization levels can as a matter of fact be defined :

- one for exchanges between sub-systems, or racks, by the mean of multiplex busses like the
HSDB,

- one for exchanges between modules within a rack, by the mean of backplane busses like the PI-
BUS,

- one between the application software of a module and its RTE.

The objeviive is to obtain a complete portability of the operational software from a
processor/executive set to every other one, with the accepted constraint of recompiling it (the modules of
a same rack will need a higher level of standardization, in order to allow some reconfiguration). This leads
fo:

- a real independance in regard to the hardware,

- the portability of the applications,
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- software reuse.

Within the DGA, the DEI (Direction de I'Electronique et de I'Informatique) has initiated some
actions in this area, comprising several facets. .

A Real time Executive is generally composed of several functionalities :

- interrupt handling,

- Ada rendez-vous,

- asynchronous primitives,

- I/O handling,

- distribution (sharing of the global executive into local ones, at the module level, in order 10
meet in particular the reconfiguration objectives).

Some of these functions exist in the Ada Runtime and is thus standardized.

As far as distribution is concerned, the DEI has developped a complement 1o the executive, called
EXTRA (EXtension du RunTime Ada). The targets are the MIPS, SPARC, 680X0, 88000 and | 960, with the
Ada tecnologias from Verdix, Telesoit and Alsys, which allow to cover a large range of products.

Ada does not provide such well-known asynchronous mechanisms as events or semaphores.
However, the need exists, in order to :

- accomodate existing application designs,

- support asynchronous communication and signaling operations,

- enhance the application performance,

- enhance the application portability and reuse.

Such services can be realized in pure Ada using the rendez-vous mechanism. However, it is at
cost of extra server tasks and rendez-vous operations. Thus, the DEI has proposed a list of primitives tor
insertion in the Ada language. They represent a coherent model of asynchronous cooperation mechanisms
that promotes clean, efficient application architectures which avoid usage of non-portable solutions. The
entries relative to these primitives are :

- counters : “resources” and ‘“buffers”,

- states : “events” and “blackboards”,

- pulses : “pulses” and “ broadcasts”.

They are preliminary to the Software Bus notion, on which the studies are just beginning.
The Software Bus notion implies that the requirements and constraints of all potential users

shall be taken into account. This enforces once again the need to conduct this design in a cooperative way,
which could be optimally done in the frame of the international programmes on modular avionics.

V - GENERAL CONCLUSION

This lecture does not intend to deal with all the avionics standardization aspects in Europe : this
is too large a topic. But by considering some aspects of avionics, it intended to demonstrate that:

- standardization and interoperability are substantial financial and operational stakes for the
future. In this way, standardization itself is a brand new requirement, that will have more and more
importance,

- the objectives can only be met by extensive cooperation, at every level.
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The illustrations to this Section can be found on pages 4-16 to 4-20, which immediately follow the French
translation.
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LA STANDARDISATION AVIONIQUE EN EUROPE
par
IPA L. GUIBERT
DGA/DCAY/STTE
129, Rue de la Convention
75731 PARIS CEDEX 15

INTRODUCTION

Cet exposé comprend cing parties :

- Rappel des différentes oigznisations en charge de la normalisation aéronautique en Europe.

- Les rapports entre la standardisation et I'interopérabilité.

- Un exemple de domaine pour lequel l1a standardisation a de fortes implications : V'avionique
modulaire.

- Un autre exemple : le Software Bus.

~ Conclusion.

| - LES ORGANISMES DE NORMALISATION EN FRANCE ET EN EUROPE

L'organisme responsable de la normalisation en France est TAFNOR, qui dépend du Ministére de
I'Industrie et de 'Aménagement du Territoire. L'AFNOR élabore, en concertation avec des bureaux de
normalis.”">n sectoriels, des normes nationales (NF) pour tous les secteurs de l'industrie.

Au plan européen, 'homologue de FAFNOR est le C.E.N. (Comité Européen de Normalisation), qui
élabore les Normes Européennes (EN). C'est FAFNOR qui représente la France au C.E.N., de méme que
d'autres organismes nationaux y représentent leur pays. L'industrie aérospatiale est représentée au C.E.N,
par FAECMA, qui regroupe plusieurs syndicats professionnels nationaux. L'AECMA est, pour le CEN, le
bureau européen de normalisation dans le domaine aérospatial.

Dans le domaine de l'aéronautique et de I'espace, un bureau particulier, le BNAE (Bureau de
Normalisation de I'Aéronautique et de I'Espace) a en charge I'élaboration et ia diffusion des normes
frangaises (NFL). Pour cela, il est en relation avec le Ministére de la Défense, par le biais de la DGA, et
avec lindustrie par le biais du GIFAS (Groupement des Industries Frangaises Aéronautiques et Spatiales),
qus assurent la majeure partie du financement de son fonctionnement.

Le BNAE peut aussi assurer d'autres taches, telles que

- la soutien technique pour I'élaboration de nouvelles normes, aux plans national et international, ,

- la mise & l'enquéte en France de projets de standards internationaux élaborés par ailleurs.

C’est en particulier le cas pour les standards OTAN (Stanags) en avionique (groupes AVS et Al).

Cela le conduit & mettre en place un certain nombre de groupes de travail regroupant des
représentants de l'industrie et de la DGA.

Il représente aussi la France a I'ISO (International Standardization Organization) dans son
domaine (TC 20).

La figure 1 montre les divers organismes en charge de normalisation en France, en Europe, au
sein de 'OTAN et dans le monde, et les relations entre eux. La figure 2 précise ia participation des divers
pays aux différents offices de normalisation internationaux.
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Il - LA STANDARDISATION ET L’ INTEROPERABILITE

Il est communément admis que l'interopérabilité nécessite la conformité a des standards communs.
Mais est-ce suffisant? Pour répondre & cette question, il est utile de prendre un exemple : la liaison 16. ‘

La liaison 16 est essentiellement une transmission de données protégée, en réseaux, définie par un
Stanag, n° 5516, qui décrit entre autres choses les messages possibles, certains étant obligatoires et
d'autres facultatifs. L'organisation des réseaux et des messages est régie par un autre document OTAN,
'AdatP16.

L'interopérabilité, dans ce cas, consiste simplement & pouvoir communiquer entre les ditférents
intervenants : Armées de I'Air, de Terre et de Mer d'un pays, et de plusieurs pays alliés. Pour cela, il faut
définir:

- le réseaux interarmes ou interalliés sur lequel les informations seront échangées,

- les messages qui seront échangés sur ces réseaux, et leur ordre d'émission par les différents
terminaux,

- le contenu formaté au bit prés de ces messages (champs).

Il faut en fait organiser les trames d'échange des informations, de fagon similaire & ce que I'on fait
pour un bus multiplexé du type 15538, Cela nécessite la mise en place d'organismes interarmes ou
internationaux pour gérer les réseaux L16.

Il est clair dans ce cas que 'application de normes communes (Stanays, Adat) ne suffit pas a
assurer l'interopérabilité. Celle-ci exige un travail important en commun. De plus, elle ne pourra étre
véritablement garantie que si tous les participants utilisent le méme équipement et le méme logiciel. Dans
fe cas contraire en effet, sa démonstration demanderait pour couvrir tous les cas possibles une somme
d'essais irréalisable.

Il y a donc deux legons a tirer de cet exemple

La premiére, c'est qu'une normahsation commune ne suffit pas toujours & assurer
I'interopérabilité.

.a seconde, c'est que certains besoins d'interspérabilité, selon la difficulté et I'ampleur des
taches & accomplir pour Fobtenir, peuvent entrainer des besoins de coopération, y compris au niveau
industriel.

il - L’AVIONIQUE MODULAIRE - UN CAS D'APPLICABILITE

L'aviomque modulaire est un cas exemplaire de domaine ol Vinteropérabilité nécessite une
approche coopérative au stade de la conception.

Cette partie de I'exposé est décomposée en quatre chapitres :

- rappel des concepts,

- les programmes,

- applicabilité & un avion de combat européen,

- conclusion.

Ill-<1 - Les concepts .

Les systemes avioniques actuels sont composés d'équipements, qui réalisent chacun une ou
plusieurs fonctions, reliés entre eux par plusieurs réseaux d'échange dinformations, les bus. Chaque
équipement est optimisé pour ses fonctions, et ["architecture du systéme est adaptée aux missions de I'avion
en fonction de contraintes telles que I'aménagement des soutss, les encombrements, poids, consommation des
équipements, 'optimisation du rapport performance/colt, etc. La composition du systéme est élaborée, de
fagon théorique, aprés une analyse fonctionnelle qui permet de définir et de dimensionner les fonctions
nécessaires st da les attiibuer & tei ou lei équipement. Pour les fonctions qui ne peuvent étre totalefnent
definies ou dimensionnées que pendant le développement, on est amené & prendre certaines provisions pour
le dimensionnement des ressources matérielles nécessaires & leur implantation. Il en va de méme pour les
évolutions futures du systémes (évolutions pré-programmées), quand cela est possible. On le voit, il y a
déja la un certain nombre de sources potentielles de problémes au niveau du systéme (sur- ou sous-
évaluation des capacités et des performances des équipements).
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De plus, étant donnés le nombrs, la complexité et I'intégration croissants des fonctions, la
multipicité des missions et les percées technologiques, ce type d'architecture présente aujourd'hui des
inconvénients certains.

Au pian technique, car outre les problemes déja évoqués plus haut, il induit des volumes
d'échanges dinformations importants et donc une complexité crolssante des réseaux de communication, La
capacité & fusionner les données est aussi fimitée par fa muiti-localisation de ces données et des traitements
qui feur sont appliqués. En conséquence, I'intégration et la validation peuvent devenir difficilement
maitrisables.

Au plan opérationnel, la disponibilité et la survivabilité sont limitées par le fait que ia redondance
d'une fonction ne peut étre assurée qu'en doublant I'équipement qui la réalise, ce qui n'est pas toujours
possible et n'est efficace qu'aprés une seule panne.

Au plan de 1a maintenance, tout équipement en panne doit &tre déposé et remplacé. 1 faut donc
avoir un stock de rechange volumineux et colteux et du personnel qualifié pour chacun d'sux.

Au plan des colts, enfin, outre ceux inhérents a la maintenance et & la disponibilité évoqués ci-
dessus, d’autres inconvénients résident dans le fait que chaque équipement est développé et approvisionné
séparément, avec trés peu de composants communs, ce qui a un effet multiplicatif évident.

L'avioniyue modulaire se propose de remadier a tous ces maux.

Lidée directrice est de regrouper dans un nombre réduits de coeurs informatiques 'ensemble des
traitements numériques, ce qui représente la quasi-totalité des systdmes futurs. Un coeur asl composé
d'une étagere électronique sur laguelle sont enfichées des modules de traitement standardisés,
interchangeables.

Les avantages de ce concept sont en théorie les suivants.

Toutes les fonctions de méme type, jusqu'a présent réalisées par tel ou tel équipement, le sont par
des modules génériques. On a donc besoin d'un noribre significativement moins élevé de modules différents
pour réaliser un systéme complet. Cela diminue d'autant la complexité du systdme, et permet d'économiser
sur les colts de développement ainsi que sur ceux de production par effet de serie.

Les modules (cartes électroniques) sont munis d'autotests permettant de détecter et de localiser
les avaries sur 'un d'entre eux. lis sont remplagables au premier niveau. Ainsi, la maintenance est
considérablement simplifiée, et le stock de rechanges, qui ne comporte que des modules, est réduit en
volume et en codt.

Un traitement peut 8tre effectué sur I'un quelconque des modules standardisés du méme type dans
une étagare. Cela permet d'obtenir des possibilités de reconfiguration muliiples en installant une capacité
supplémentaire pour la reconfiguration en cas de panne bien inférieure a ce qui est nécessaire avec une
architecture classique. Les logiciels de traitement sont pour cela stockés en mémoire de masse pour chaque
rack. On obtient un accroissement de la survivabilité et de la sécurité. De plus, en fonction du nombre de
modules en réserve, et de leur fiabilité, il est possible de commencer une mission avec un certain taux de
panne initial tout en ayant encore une capacité de reconfiguration. Théoriquement, on peut arriver & un
niveau de disponibilité accru & un point tel que la maintenance programrnée suffirait & maintenir Faéronef
en état de combattre.

Les réserves en capacité de traitement peuvent aussi permettre d'accroitre les fonctionnalités du
systéme de fagon plus aisée et & mnindre cot.

L'avionique modulaire doit aussi permelire de diminuer globalement les volumes, poids et
consommations des systémes (par regroupement des fonctions, les comparaisons devant 8tre faites a
capacités égales, notamment en matiére de reconfiguration) et d'augmenter la fiabilité par le jeu de
plusieurs facteurs (utilisation de la technologie 1a plus avancée pour tous les modules, déverminage d'un
petit nombre de produits, diminution de la puissance dissipée et du nombre d'interconnections, etc).

Mais c'est sans doute au plan financier que les avantages doivent &tre déterminants,
particulidrement dans le contexte actus! de diminution des budgets. Les facteurs de réduction ont été
mentionnés plus haut : en colts d'acquisition (de développement, par le nombre réduit de modules
différents, mais aussi d'outils associds, pour le logiciel, les tests et la validation, et de production, pour les
mémes raisons) et en co(ts de possession (maintenancs, logistique, évolutions).

Il est clair que la capacité du concept a réduire les colts dépenc! du niveau de standardisation
obtenu. Plus le nombre de plateformes utilisant les mémes modules sera élevé, plus les économies d'échelle
seront attractives. C'est pourquoi un facteur déterminant pour la réussite de l'avionique modulaire réside
dans l'universalité du concept et son application & 'ensemble des aéronefs militaires de fagon identique.
C'est particuligremert le cas pour les pays européens, pour lesquels les flottes nationales d’aéronefs sont
trop peu nombreuses pour profiter pleinement des économies potentielies.

Dans ce domaine, trés vaste, I'élaboration de standards communs & plusieurs nations nécessite la
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prise en rompte des besoins st des contraintes spécifiques & chacune d'elles : Ia particuliérement, le besoin
de slandardisation nécessite une coopération poussée entre las nations, aux niveaux gouvernemental et
industrial.

Cela conduit & une forme dinteropérabilité sophistiquée. Le conccpt d'avionique modulaire ouvre
en effet la voie vers des objectifs nouveaux : pouvoir installer sur un agronef une fonction développée pour
un autre, tant sur le plan matériel que logiciel, et pouvoir maintenir un systdme avec des moyens communs
(outils et rechanges) & piusieurs plateformes. Ces objectifs sont cerles trés ambitieux, mais pas
irréalistes au plan technique. lis sont peut-8tre une des clés de notre capacité a maintenir une défense
performante avec des moyens financiers limités.

-2 - Les programmes

Le concept d'avionique modulaire a vu e jour aux Etats-Unis, dans le cadre du programme PAVE
PILLAR mené par les Laboratoires Wright de I'USAF. Ce programme a 6té lancé en 1982 par I'étude de la
définition de l'architacture et s'est terminé en 1987 avec I'élaboration des spécifications détaillées de
conception de l'avior.. jue PAVE PILLAR.

Sur cette base, un groupe tri-service a ét¢ mis en place pour identifier et développer des
composantes et des logiciels avioniques communs, destinés 4 &tre appliqués sur 'ATF et {a famille LHX entre
autres : le JIJAWG (Joint Integrated Avionics Working Group).

L'Europe a aussi mis en place plusieurs programmes sur le sujet.

En Allemagne, Neue Avionikstrukiur (NAS), lancé en 1986, est destiné & définir une nouvelle
génération d'avionique et d'étudier son application & des rétrofits d'aéronefs. It comprend une premigre
phase de conception, terminée en 1988, et une deuxiéme phase de réduction de risques qui doit aboutir en
1991 & des spécifications préliminaires d’architecture avionique.

Au Royaume Uni, un programme continu de recherches est en place depuis 1986 pour identifier
les technologies et les concepts applicables, étudier les domaines critiques et modéliser les bénéfices en
termes de colts. Dans ce cadre, un banc de recherche est développé pour permetire de tester de nouveaux

concepts et composantes de systémes. En 1988, le programme AP (Advanced Avionics Architectures and
Packaging demonstrator) a été lancé pour étudier les nouveaux concepis et technologies en avionique et
déterminer leurs avantages opérationner. (phase 1, qui est terminée), puis pour définir une architecture
{phase 2) et valider sa faisabilité et sa définition sur un banc d'essais (phases 3 et 4).

En France, le développement de modules de traitement de données, d'interface pour bus optique et
de mémoire de masse conformes aux standards PAVE PILLAR a été lancé en 1988, en coopération avec les
Etats-Unis (USAF), pour une validation prévue en 1992. Une étude d'application de l'avionique modutaire &
un avion de combat a commencé en 1989, dont les résultats seront abordés dans le chapitre suivant. Cette
étude doit se poursuivre par une phase de définition et de validation d'architecture dans le cadre d'un

développement explorateire, A3 (Architecture Avionique Avancée). Des études de réduction de risques sont
aussi lancées en 1991 dans les domaines du packaging et de la reconfiguration. L’ensemble de ces actions
requiert les compétences de nombreuses sociétés aéronautiques, qui doivent se coordonner pour assurer une
convergence vers des standards cc...muns. C'est naturellement au BNAE, dans son réle de souti 1 technique
pour i'élaboration de nouvelles normes, qu'a é1é confiée cette tache, pour laquelle plusieurs groupes de
travail réunissant I'ensemble de l'industrie aéronautique frangaise et les services de la DGA ont été créés.

Drautre part, plusieurs programmes ont été lancés pour I'application des concepts d'avionique
modulaire dans le domaine des CNI (Communications, Navigation, Identification). C'est le cas aux Etats-
Unis, avec ICNIA (Integrated CNI! Avionics), qui a conduit & la réalisation de modéles de développement
intégrant les fonctions CNI dans un spectre de 2MHz 4 5GHz, dont I'évaluation a commencé en 1990. Au
Royaume Uni, le RAE (Royal Aircraft Establishment) a réalisé un démonstrateur technologique orignté vers
févaluation des capacités d'un systéme intégré de communications. En France, I'étude SIERA (Systéme
Intégré d'Equipements de Radio Aéroportés), lancée en 1990, a pour but de définir les besomns en matigre de
CNI intégrées et leur architecture, Elle doit aboutir au lancement d'un développement exploratoire en 1991
pour en assurer la validation.

Ces efforte, plus ou moins importants, sont d'ordre nationai. Comme 1t a eté moniré plus haut,
I'obtention de standards internationaux nécessite des coopérations importantes dans ce domaine. Celte
exigence est encore renforcée par l'investissement lourd que représente la validation d'une architecture
modulaire pour F'ensemble de I'avionique.

C'est pourquoi les quatre pays déja cités (USA, RU, RFA, FR) ont fravaillé depuis 1988 2 la mise




en place d’'un programme en coopération de définition et de validation d'une architecture avionique 6
communse, visant des applications dans les années 2000-2010. Il s'agit de FASAAC (Allied Standard . i
Avionics Architecture Council). Sa mission est de développer les spécifications techniques d'une
architecture avancée composée de modules intégrés interchangeables pouvant étre utilisés sur tout aéronef.
Son objectif est de proposer, apras validation, des projets de standards OTAN (Stanags) définissant une
architecture commune et ses constituants et permeltant d'assurer lour interchangeabilité.

L'accent sera mis plus particulidrement sur le coeur des systémes avioniques et sur les CNI.
Cependant, le programme traitera des problémes associés a I'ensemble des senseurs d'un aéronef. Il
comprend plusieurs phases : définition, validation, évolution.

L'ASAAC fait I'objet d'un protocole d'accord signé entre les ministéres de la défense de la RFA, du
Royaume Uni et de la France en 1990. Les Etats-Unis, bien qu'ayant trds activement participé au: ‘ravaux
de préparation, n'ont pu signer & cette époque pour des raisons budgétaires, mais doivent le faire en 1991.
En signant cet accord, les ministéres ont reconnL que I'ASAAC constitue leur axe prioritaire d'effort en
matiére de standardisation en avionique. Cela va conduire & réorienter la plupart des actions nationales
mentionnées ci-dessus qui ne sont pas encore lancées vers ce programme en coopération, comme par

exemple pour la France les développements A3 ot SIERA.
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Ili-3 - Application de I'avionique modulaire @ un avion de combat européen : un
exemple

3.1 _Ohjectif

L'application des concepts de l'avionique modulaire 4 un aéronef existant pose :n certain nombre
de problémes qu'il convient d'étudier. En effet, dans ce cas, il faut tenir compte des contraintes lides au fait
que certains éléments sont définis et qu'il n’est pas souhaitable ou impossible de les modifier. C'est a cette
condition en effet que I'on pourra se prononcer sur la faisabllité de mettre en oeuvre ces concepts, a
Foccasion d'un retrofit & mi-vie par exemple. C'est de plus un moyen de mesurer les avantages de
l'avionique modulaire par rapport & des architectures classiques.

Pour étudier ces problémes, le STTE a passé un contrat & lindustrie frangaise sur I'application de
l'avionique modulaire au Rafale. Cette étude a é1é réalisée par cing sociétés aéronautiques majeures
(Dassault Aviation, maitre d'oeuvre, Dassault Electronique, Sextant Avionique, SAGEM et Thomson-CSF) et
s'est terminée en mai 1991,

Les objectifs de 'étude étaient :

- obtenir les bases d'une premiére architecture modulaire pouvant 8tre utilisées pour la suite des
développement en France et en coopération,

- recenser les caractéristiques dimensionnant le systére d'arme,

- évaluer le degré d'applicabilité des principaux concepts a un avion existant, et donc les
contraintes qui en decoulent,

- déterminer un ensemble de ressources modulaires standardisables avec la technologie disponible
aujourd’hui.

Les principales contraintes prises en compte sont :
- la définition de 'aménagement des soutes & équipements et les volumes alloués & I'avionique, ‘
- la définition des servitudes : génération électrique, systéme de refroidissement et de
conditionnement,
- les objectifs de sécurité liés aux missions basse altitude tous temps et suivi de terrain.
Les fonctions opérationnelles sont celles qui sont déja définies ou prévues pour cet avion,
hypothése de base étant que l'architecture fonctionnelle est indépendante de I'organisation matérielle su”
laquelle elle est projetée. Le but de I'étude n’est donc pas de valider le concept en général, mais de proposer
& iso-fonctions opérationnelles les décompositions modulaires des ressources matérislles représentatives

de F'architecture du systéme (SNA : Systéme de Navigation et d'Attaque) et d'en déduire les avantages, t
Inconvénients et contraintes. 2
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3-2 Hypotheses

Pour déterminer le cahier des charges du SNA, on s'appuie sur les fonctions opérationnelles (FO)
qu'il doit réaliser. Dans le cadre de cette étude, il a été pris en compte les FO principales qui influence
directement la définition du systéme, c'est a dire celles qui perr.2i‘ent de le dimensionner. D'autres
foncticns poisraient dtre ajoutées, mais sans induire de modifications profondes des ressources
matérielles. Les FO considérées sont les suivantes :

- Navigation

Pilotage
Localisation/recalages
Approche

Gastion du vol

- Communications (modes clair et brouillés)

- ldentification

- Gestion des systémes avions (servitudes)

- Interface Homme/Systéme (IHS)

- Gestion des pannes et des alarmes

- Maintenance en ligne

- Préparation/restitution de mission

- Conduites de tir Air/Air

- Conduites de tir Air/Sol

- Vol trés basse altitude (TBA)

- Autoprotection

- Elaboration de la situation tactique

Dans le systéme actueliement défini, ces FO sont réalisées par des ressources matérieiles
comprenant 29 équipements et 3 bus multiplexés conformes au projet de Stanag 3910.

Il faut noter que les Commandes de vol électnques n'entrent pas dans le cadre de cette étude, et que
les ressources liées au Systéme d'autoprotection (CME) et & 'optronique secteur frontal (FLIR) ne sont pas
pnisec en comple étant donné le faible avancement de leur définition au moment de I'étude.

3:3 Meéthode

L'avionique modulaire débouche essentiellement sur des notions de tolérance aux pannes et de
reconfiguration dynamique des fonctions. Pour cetie raison, 'approche classique de décomposition en
équipements, puis en modules élémentaires (LRM : Line Replaceable Modules) ne peut conduire A une
optimisation de l'architecture car elle ne prend pas en compte toutes les possibilités de regroupement et de
commonalité des traitements, ni de standardisation.

La méthode suivie est de type top-down, 2 partir des résultats de I'analyse fonctionnelle du SNA
déja réalisée. Les fonctions définies ont dans un premier temps été regroupées en entités possédant des
caru.iéristiques maténelles de méme nature : les Entités Homogénes.

Catte approche permet de déterminer les différents constituants élémentaires susceptibles de
remiplir une fonction particuliére étrotement liée aux caractéristiques matérielies : ce sont les modules
Matériel/Fonctionael (M-M/F). Par exemple, on trouvera :

- un module récepteur muiti-bandes dont fa fonction est la réception radio-fréquence multi-
bandes,

- un module DSP (Digital signal Processing) dont la fonction est I'exécution d'un ou de plusieurs
algotithmes de traitement numérique du signal,

- elc.

A ce stade, un module M/F n'est pas un LRM, car il n'y a pas encore eu recherche de commonahté
conduisant & une standardisation maté:"slle des medules. De plus, un M-M/F peut éire composé d'un ou de
plusieurs LRM. Cette décomposition permet de :

- Connaitre les différents traitements associés & chaque M-M/F et identifier leurs spécificités.

- Déterminer lesEntrées/Sorties de chacun deux, sur le plan informationnel (type, flux,
caractéristiques des information) que matérielles (type, support, codage, fréquence, débit, etc).

- Recenser les contraintes associées a chaque M-M/F (de localisation géographique dans I'avion,
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temporelles (datation, temps de réponse, synchronisation), de sireté de fonctionnement, de confidentialité
{ségrégation “noir/rouge), d'alimentation, de volume, d'environnement, etc).

Quand chaque module M/F est ainsi défini, if est possible d'envisager les regroupements seion
certains critéres comme

- 1a sdreté de fonctionnement (regroupement dans un méme rack de modules redondants ou
séparation de deux sous-ensembles pour éviter quune panne simple ne rende indisponib'e la totalite d'une
fonction),

- la vulnérabilité (séparation physique de sous-ensembles pour la résistance aux impacts),

- la difficulté des taches de validation et d'intégration (qui conduit & homogénéiser des fonctions
d'un méme rack),

- la minimisation des volumes d’échanges d'informations (regroupement des modules ayant a
s'échanger un grand nombre de données),

et avec des contraintes comme

- le nombre de LRM par rack,

- le nombre de racks par soute,

- la disposition et Finstallation des soutes,

- la dissipation maximale d'un rack,

- le nombre d'abonnés sur un bus,

- la distance maximale entre emetteur et récepteur sur un bus,
- elc.

Cette approche a conduit & définir 7 Entités Homogeénes, comme indiqué sur la figure 3 :

EH1 : CDVE et moteurs (non étudiée ici)

EH2 : interface Systémes Avion ISA

EH3 : CNI (Communications, Navigation, Identification)
EH4 : Coeur Systéme

EH5 : IHS (Interface Homme-Systéme)

EH6 : Interface Systéme-Emports ISE

EH7 : RCO (Radar, CME, Optronique)

La figure 3 fait apparaitre la notion de Réseau de Communication Systéme (RCS), qui permet
lintégration tolale de I'architecture, sans préjuger de sa nature exacte : il est composé de plusieurs sous-
réseaux.

La figure 4 montre un exemple de décomposition de EH2 en modules M/FF. L'EH2 comprend les
sous-systémes alterrisseurs, éle-~*rique, démarrage, conditionnement et carburant. Le contenu des M-M/F
est le suivant :

- Capteurs/acwsateurs

lls peuvent &tre des robinets, valves, vérins, pompes, jauges, capteurs de température,
tachymetres, électro-valves, contacteurs. Pour la distnibution électrique, ce sont essentiellement des
éléments de commutation et e protection.

- Interfaces capteurs/actuateurs

Ce module réalise les interfaces électriques de tous les capleurs/actuateurs pour chaque sous-
systeme.

- Concentrateur signaux capteurs/actuateurs

Il assure la concentration de tous les signaux générés par chaque interface pour permetire leur
exploitation par le module de gestion. Il peut étre réalisé sur te(s) méme(s) LRM que le module interface.

- Gestion ressources

il consiitue ia partie inteiligente de chaque sous-systeme. Il execute les traitements liés aux
commandes el aux surveillances des circuits, aux différentes régulations, & 1a synthése des pannes, etc. Il
présente une liaison avec le RCS pour les échanges avec d'autres EH.

Cette EH nécessite des redondances et des reconfigurations au niveau des traitements de commande
et de gestion pour en assurer Ia disponibilité et des surveillances el consolidations, etc, pour la sécurité.

Les autres EH sort décomposées comme suit.

) P
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EH3 et 7 (CNt et RCO):

Antennes

Etage(s) hyper-fréquence (analogique)

Etage(s) préprocesseur(s) (numérique et conversion A/N)
Etage(s) traitement du signal

Traitements et gestion de la ressource

EH4 (coeur systéme)
On trouve ici un seul M-M/F, qui effectue les traitements suivants :
- Gestion technique
initialisation
maintenance sol
fusion des capteurs
synthése des informations (de localisation, situation tactique, pannes)
gestion des ressources (alimentations, compatibilités, capteurs, armements)
- Conduite de la mission
coopération
conduite du vol (élaboration des trajectoires et des informations de pilotage)
macro-fonctions telles que les conduites de tir, lus contre-mesures, la gestion du vol
- Gestion des pannes et des alarmes
- Gestion systéme
- Gestion de 'HS
synthése
affectation des visualisations
affectation des commandes
- Gestion des mémoires de masse
base de données cartographique
base de données préparation/restitution dec mission
logiciels de reconfiguration

EHS (IHS)

Visualisations/Commandes

Interface vidéo et iInterface/concentrateur

Générateur de tracé/signal et interpréteur de commandes
Traitements et gestion de la ressource |HS

EH6 (1SE)
Les interfaces avec les emports sont standardisées selon la norme MIL-STD-1760. On trouve donc

des fonctions d'interface et de distribution réalisées par un module d'interface spécifique MIL-STD-1760
Storesl/O).

3-4__Résultals
3-4-1 Architacture générale

Sur 1a base de la décomposition fonctionnelle précédente, une architecture générale a été élaboree.
Elle est présentée en figure 5.

Elle représente une solution intermédiaire pour I'avionique modulaire, puisque certains sous-
ensemblos na sont pas entidremant intégrés : RCC, CNi et CDVE.
Les principales caractéristiques en sont les suivantes.

Naotion de coeur systéme

Larchitecture repose sur le coeur systéme, qui gére la totalité de I'avionique a I'aide d'un
ensemihiz de ressources techniques (capteurs et IHS) que constituent les autres EH.

Définition des bus globaux
Les rack de traitements (ou de gestion) sont reliés entre eux par un bus global. Pour éviter des
modes de panne communs liés au ‘ait que l'nterface de communication de ces racks sont des points de
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passage obligatoires, il est nécessaire de disposer de deux bus globaux, auxquels sont connectés toutes les
EH. Ces bus sont du type HSDB ou HSRB et sont redondés.

Architecture systéme sécurisée

La prise en compte de Ia fonction opérationnelle TBA impose une architecture de type double
chaine pour démontrer le niveau de sécurité recherché. Cela renforce la nécessité d'un bus global double,
avec couplage aux deux bus des capteurs (radar, radio-altimétre, base de données géographique) ainsi que
du coeur systéme (qui élabore les trajectoires) et des CDVE.

Coeur systeme sécurisé

L'élaboration des trajectoires TBA par ie coeur systéme impose 1a aussi d'en sécuriser le
fonctionnement. On est donc amené a le séparer en deux sous-ensembles pour assurer

- la ségrégation des traitements TBA

- une moindre vulnérabilité physique

- la consolidation des ordres TBA.,

Cependant, il serait possible d’envisager des mécanismes de sécurisation au sein d'un méme rack,
plus faciles & mettre en oeuvre dans une structure modulaire grace & le redondance du bus de fond de panier,
et la possibilité de dupliquer et de ségréguer des traitements sur des LRM différents.

Notions de base de données et de bus serveur

Certaines fonctions nécessitent des volumes importants de données stockées. Lee utilisateurs de ces
données sont multiples, surtout en tenant compte des besoins de reconfiguration des logiciels en cas de panne
ou selon la mission ou I'état du systéme. Cela conduit a proposer un 1ack ‘0ase de données” qui concenire
toutes les ressources de stockage nécessaires et permet Faccés de toutes les EH.

Le volume d'informations transféré pouvant étre trés important, un bus serveur & haut débit
auquel tous les utilisateurs sont abonnés est spécifié pour éviter de pénaliser les performances des autres
échanges sur le bus global. Ce bus peut étre du méme type que le bus global par souci de standardisation
{mais un bus 3910 est suffisant pour te Rafale).

Notion de bus capteur

Ity a un besoin de communication entre M-M/F d'une méme EH (par exemple : pour I''HS, entre
la constitution d'image et la génération de tracé, un débit de 40 Mbits/s est nécessaire. De méme entre le
préprocesseur et le DSP des CNI et entre I'Unité Arithmétique et le PSP (Programmable Signal Processor)
du radar, avec des débits de 100 Mbils/s). Si ces fonctions sont dans deux racks différents, il faut définir
un bus série (car la distance entre racks peut &lre importante) de débit 100 Mbits/s utilisé en poin &
pont.

Notion de bus de commande et de contrdle (bus CC)

L'analyse des décompositions matérielles des EH montre un besoin de communication & bas débit
pour la transmission de commandes et la saisie d'informations de contréle (status). C'est le cas entre les
diverses ressources de I''HS placées en cabine : un bus de type 15538 convient, mais doit étre doublé. C'est
aussi le cas entre différents LRM des ISA et ISE, pour lequel le couplage a un bus 1553B est
surdimensionné; 13, un bus de type RS422 doit suifire.

Intégration des Centrales inertielles (Cl) aux CDVE

Les ressources des Cl sont constituées de deux sous ensembles : le senseur et son électronique de
contréle et le traitement des données pour obtenir des informations inertielles pures et de I'inertie
optimale. L'hybridaticn des capteurs inertiels & ceux des commandes de vol permet d'effectuer une synthése
des informations et donc de consolider les données de localisation. Pour cela, le sous-ensemble senseur des
Cl est intégrs dans les CDVE.

3-4-2 Décomposition matérielle

Chaque EH fait I'objet d’'une décomposition en LRM. Le format retenu pour les modules est le
Double Europe (I étude d'implantation a aussi été effectuée avec des LRM au format SEM E, mais le nombre
de modules reste le méme et les volumes des soutes ne sont pas adaptés 4 ce cas).

Deux types de racks ont été définis.

Le premier peut comprendre un ensemble de 40 LRM. Il peut étre utilisé pour des EH comprenant
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un grand nombre de modules d’Entrées/Sorties et un faible nombre d'interfaces aux bus paraliéles de fond
de parier. Un tel bus ne pouvant en général relier plus de 15 abonnés, cette contrante a conduit & définir un
rack de 18 LRM.

Les dimensions du rack de 18 modules sont :

Longueur 324,5 mm
Largeur 220 mm
Hauteur 273 mm
Volume 19,5 litres

Le rack de 40 LRM est d'un volume double.

La composition et la liste des LRM de chaque EH est présentée ci-dessous. Il apparait des modules
mémoire qui sont liés aux mécanismes de reconfiguration et de gestion dynamique des ressources. De tels
modules sont aujourd’hui proposés avec une capacité de 4 Moctets, qui semble suffisante pour la plupart des
EH. Cependant, des capacité deux ou quatre fois supérieures sont envisageables.

EHISA

Cette EH comprend, dans un rack de 40 modules :

- un ensemble de traitement, effectuant ia gestion de toutes ses fonctions. Les principes de
reconfiguration offerts par I'architecture modulaire doivent permetire de répondre aux besoins de sécurité
et de fiabité,

- un ansemble d'Entrées/Sorties. La structure redondante des interfaces est implantée sur chacue
LRM.

Les échanges d'informations entre ces deux ensembles s'effectue par un bus CC redondant. Les LRM
de F'ensemble de traitement sont reliés par un bus de fond de panier paralléle, de type PI-BUS.

La liste des modules est la suivante :

Ensemble Nom Nombre
Traitement UT 32 bits RISC 2

Mémoire 2
Couplage bus global 2
Couplage bus CC 2
Alimentation
Sous-Total 11
E/S Entrées discrétes

“ Entrées analogiques
Sorties discrétes

Sorties de puissance
Entrées spécifiques
Sorties spécifiques
Alimentation capteurs/act.

xr & & =

w

N = =Wk

Sous-Total 17
Total 28
Réserve 12
EHISE

La composition est semblable 2 celle do I'ISA, avec des couplages suppiémentaires a des bus 15538
(pour I'nterface emports) et serveur (distribution de données stockées aux emports).

La liste des modules est la suivante :

Ensemble Nom Nombre
Traitement UT 32 bits RISC 2
“ Mémoire 2
“ Couplage bus global 2
“ Couplage bus CC 2

i
o v




Sous-Total
E/S

Sous-Total
Total
Réserve

EHIHS

I comprend :

- un ensemble de traitement, implanté dans un rack de 18 LRM, reliés par un PI-BUS. Il est

Couplage bus 1553B
Couplage bus serveur
Alimentation

Commutation 28V
Commutation 200V

Logique sécurité armements
Logique sécurité détresse
Matrice vidéo

Options vidéo

Concentration

abonné au bus serveur (cartoygraphie, etc).
- un ensemble de fonctions vidéo et interfaces IHS qui réalise toute la génération de tracé et la
saisie des commandes. |l est réalisé dans un rack de 40 LRM. it comprend des LRM DSP pour le traitement

des vidéos. Le bus de fond de panier peut étre du type PI-BUS, mais avec un débit qui psut excéder les
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25Moctets/s. |l est relié par deux bus 1553B a I'ensemble des terminaux de visualisation et de commande,

avec une fréquence de fonctionnement plus élevée (100 & 200Hz) pour diminuer les temps de réponse.
La décomposition en deux ensembles est justifiée par le fait que leurs mécanismes de
reconfiguration sont différents. Hls sont reliés par un bus capteur redondant.

La liste des modules est {a suivante :

Ensembla Nom
Traitement UT 32 bits RISC

s = E = %

Sous-Total
Vidéo et E/S

E zr = =

Sous-Total

Total
Réserve

Mémoire

Couplage bus global
Couplage bus Capteur
Couplage bus serveur
Alimentation

Couplage bus Capteur
Dsp

Générateur de tracé
Traitement vidéo
Incrustation type 1
Incrustation type 2
Cartographie numérique n° 1
Cartographie numérique n° 2
Cartographie numérique n° 3
Génération 3D

Couplage bus CC

E/S analogiques audio
Alimentation

Nombre
3
2
2
1
3
18
2
5
2
2
1
1
1
1
2
2
2
4
27
45
13
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EHCN

Les CNI regroupent les fonctions élémentaires suivantes : MIDS, GPS, IFF, MLS, V/IUHF, R/A,
Centrales inertielles et capteurs ABC (Anémao-Baro-Clinométriques). Les études du concept étant en cours
en France, une décomposition précise n'a pu étre obtenue. Les estimations réalisées a partir des données
disponibles sur ICNIA (TRW), qui permet de couvrir largement les besoins du Rafale avec 70 LRM, sur le
NAS (RFA) qui correspond & une configuration proche de celle du Rafale et qui comprend 123 LRM de 26
types différents, conduisent 4 une EH CNI compusée de 60 modules dans un rack “numérique” et trois racks
“hyper-fréquence” ( avec une réserve de 12 LRM). Un rack ayant un volume de 19,5 litres, I'hypothése
retenue semble conduire & un surdimensionnement par rapport 4 'objectif de I'étude SIERA (Thomson)
d'un volume de 45 litres.

EHRCO

L'architecture du radar étant trés modulaire, et les autres sous-ensembles de cette EH n'ayant pas
616 analysés, la liste des modules retenus pour le radar est celle déji définie : 83 modules de 20 types
différents (Ces modules sont de formats divers, ce qui rend les comparaisons difficiles avec les autres EH).
Le fait de déporter les ressources du radar aprés I'étage de traitement . 2 signal (PSP) aménerait un débit
de communication trés important, qui pourrait 8tre réalisé par plusiews bus capteurs (de I'ordre de 5).
Le déport du PSP n'est par contre pas envisageable actuellemant.

EH Coaur Systéme

Elle est implantée dans deux racks identiques de 18 LRM et comporte :

Nom du LAM Nombre
UT 32 bits RISC 5
Mémoire 3
Couplage bus glot al 2
Couplage bus se:veur 1
Alimentation 3

Total 14
Réserve 4

EHBase de données

Il a été supposé que la moitié du rack de 18 LRM qui la compose est réservée 4 la base de données
elle-méme (qui peut &tre réalisée avec des lecteurs de disques optiques ou des mémoires silicium
hybridées, par exemple). La décomposition en LRM est alors :

Nom du LAM Nombrg
UT 32 bits RISC 2
Mémoire 2
Couplage bus capteur 2
Couplage bus serveur 1
Alimentation 2

Base de données 9

Total 18
Réserve 0

Synthése

On arrive pour les EH etudiées a un ensemble de 210 LRM répartis ainsi :
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H Capacitédesracks  Nb LAM Nb_réserve
ISA 40 28 12
ISE 40 40 0
IHS 58 45 13
Coeur 36 28 8
Base Doninées 9 9 0
CNI 72 60 12
Total 255 210 45

Hors les CNi (60 modutes), les 150 modules restants sont de 32 types différents, ceux les plus
utilisés étant :

UT 32 bits RISC 23

DbSP 2 (hors radar)
Mémaoire 15

Couplage bus global 10

Couplage bus CC 4

Couplage bus serveur
Couplage bus capteur
Couplage bus 15538

Alimentation

NbAEOO

1

Les racks ainsi définis se logen: dans les scutes ot scnt actuellement installés les équipements
qu'ils remplacent.

Il faut noter que certaines optimisations ne sont pas prises en compte dans ces résultats, comme
par exemple pour les CNI, ou pour les bus globaux et serveur, qui pourraient éire identiques. Les résultats
sont donc pessimistes par rapport 4 ceux qui devraient étre obtenus en appliquant totalement les concepts de
l'avionique modulaire.

Cette étude ne porte pas sur Fensemble d'un systdme avionique. Elle montre toutefois qu'un
systéme modulaire perme. de réaiiser les fonctions opérationnelles d'un avion de taille réduite comme le
Rafale, tout en respectant les contraintes de sécurité trés sévére lides aux missions TBA. Il n'apparait pas
de gan significatif en matiére de volume ou masse de F'avionique, mais il faut considérer que les capacités
de reconfiguration sont largement augmentées, et que l'on dispose de réserves appréciables (17 % des
ressources installables).

3-5 Conclusion

Cette étude représente un premier pas vers une avionique modulaire en France.

Eile a permis de conforter I''ndustrie et le ministére dans leur foi en la faisabilité de ces
nouveaux conceplts. Elle ne permet pas actuellement cependant de confirmer tous les bénéfices, en
particulier financiers, qui en sont attendus.

Elle a aussi permis d'identifier des problémes techniques compliqués, comme le conditionnement
ou la réalisation d'un systéme d'exploitation global permettant les reconfigurations automatiques au sein
d'un rack, dont la maitrise demandera encore beaucoup d'efforts.

La poursuite des travaux, pour des applications futures, sera réalisée principalement au titre de
programmee en coopération comme ASAAC, déja cité, ou EUCLID (dont le domaine prioritaire n° 4 a pour
objet 'avionique modulaire). C'est nécessaire, d'une part a cause des sommes requises pour mener & bien
un el développement et d'autre part pour assurer ia slairdardisation ja plus iarge dans 'OTAN, qu seule
peut amener une optimisation de F'utilisation des ressources et de I'interopérabilité au sein de l'alliance.

iV - LE SOTWARE BUS

Le chapitre précédent montre une utilisation intensive de module de traitement arithmétique et
logique (UT) au sein d'un systéme. Cela refléte Vimportance de ce type de iraitement, qui se traduit par des
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volumes de logiciels en croissance exponentielle. Ces UT doivent &ire standardisées, avec trois buts
principaux :

- l'interchangeabilité physique, qui est assurée par a conformité aux spécifications F3l,

- la reconfiguration dynamique, qui impose qu'au sein d’'un méme systéme, tous les modules UT
puissent fonctionner avec les logiciels implantés en mémoire de masse,

- la portabilité des logiciels, voire des modules UT eux-mémes, d'un systéme a l'autre.

Il est tentant d’en déduire la nécessité de standardiser un code d'ordre unique et un systdéme
d'exploitation temps réel unique.

Cependant, cette voie a déja été explorée et a conduit & de sévéres désagréments. Le Département &
le Défense Américain a standardisé un code d'ordre, le MIL-STD-1750A. Or les unité centrales réalisées
avec ce code d'ordre, & 16 bits, ont é1é rapidement dépassées au plan des performances par des matériels 32
bits, en particulier RISC (Reduced Instruction Set Computer), avant leur mise en application & grande
échelle en aéronautique. La France a fait la méme dure expérience avec le programme CMF (Calcutateur
Militaire Futur), qui bien qu'étant basé sur un code d'ordre 32 bits, n'a pratiquement pas eu d'application.

La standardisation du code d'ordre pour toutes les piateformes militaires présente donc des
inconvénients, que I'on peut lister de la fagon suivante :

- elle constitue un frein a l'innovation technologique,

- elle ne permet donc pas d'utiliser la meilleure technologie disponible a un moment donné,

- elle ne permet pas de profiter de la synergie avec le secteur professionne! civil, qui dans ce
domaine bénéficie d'un développement plus rapide que le secteur militaire, & !a fois au plan des maténels
que des outils logiciel,

- elle implique Iimmobilisation de budgets considérables pour maintenir & niveau les
performances.

On pourrait imaginer d'utiliser comme standard un code d'ordre du commerce. Mais 14 encore, les
mémes inconvénients surgissent, car tout choix, ft-il bon (ce qui est difficile & prévoir & moyen terme),
restreint considérablement les possibilités.

Une solution pour sortir de cette impasse consiste & avoir une interface standardisée entre le
logiciel d'application et le systéme exécutif temps réel (RTX) : c'est la notion de software bus.

Par analogie, on peut en effet discerner trois niveaux de standardisation d'interfaces :

- celle pour les échanges entre sous-systémes, ou entre racks, par l'utilisation de bus
multiplexés comme le HSDB,

- celle pour fes échanges entre modules d'un rack, par l'utilisation de bus de fond de panier
comme le Pi-BUS,

- celle entre le logiciel opérationel d'un module et son exécutif.

Le but est d'obtenir une portabilité totale du logiciel opérationnel d'un ensemble
processeur/exécutif a 'autre, en acceptant la contrainte d'une recompilation (les modules d’'un méme rack
devront donc avoir un niveau supénieur de standardisation, pour assurer les reconfigurations). Cela permet
d'obtenir :

- 'indépendance vis a vis du matérel,

- la portabilité des applications,

- la réutilisabilit¢ du logiciel.

La DE! (Direction de 'Electronique et de l'informatique) de la DGA a lancé des études allant dans ce
sens, qui comprennent plusieurs volets.

Un exécutif temps réel comprend plusieurs fonctionnalités :

- a gestion des interruptions,

- le rendez-vous Ada,

- des primitives asynchrones,

- la gestion des E/S,

- la distribution (répartition sur plusieurs modules de f'exécutif global, en particulier pour
satisfaire les objeclifs de tolérance aux pannes).

Une partie de ces fonctionalités se retrouvent dans le Run Time Ada, et est donc standardisée.

En ce qui concerne la distribution, la DEI a fait développer un complément d'exécutif, appelé
EXTRA (EXtension du RunTime Ada). L.es cibles sont les codes d'ordre MIPS, SPARC, 680X0, 88000 et |
960, avec les technologies Ada de Verdix, Telesoft et Alsys, ce qui permet de couvrir une trés large gamme
de produits.

Pour les mécanismes asynchrones, Ada n'offre pas de services tels que les sémaphores,
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événements, etc, bien connus dans d'autres langages. Cependant, le besoin existe, pour :

- prendre en compte les application existantes (portabilité)

- permettre les communications et opération de signalisation asynchrones,

- améliorer les performances,

- améliorer la portabitité et la réutilisation.

Ces services élant extrémement colteux en temps d’exécution avec le mécanisme du rendez-vous,
le DEI a proposé une liste de primitives pour insertion dans le langage Ada, qui constitue un modéle
cohérent de mécanismes de coopération asynchrones, qui permet des architectures d'application propres et
efficaces en évitant I'utilisation de solutions non protables. Cela doit permettre une meilleure adéquation de
ce langage aux application fortement temps réel, et assurerait une portabilité plus facile des applications.
ces primitives sont :

- des compteurs : “resource” et “buffer”,

- des états : “event” et “blackboard”,

- des impulsions : “pulses” et “broadcast”.

lls sont un préalable & la notion de software bus, dont les études ne font que commencer.
En ce qui concerne le software bus, il existe |12 encore un besoin de prendre en compte les

exigences et les contraintes de tous les utilisateurs potentiels. C'est pourquoi cette approche doit &tre menée
en ¢chopération, de fagon optimale dans le cadre des programmes internationaux d'avionique modulaire.

V - CONCLUSION GENERALE

Le présent exposé ne prétend pas avoir fait le tour de tous les problémes de standardisation
aéronau‘ique en Europe : le champ est beaucoup trop vaste. Mais en abordant certains secteurs de
l'avionique, il a essayé de démontrer que :

- pour le futur, la standardisation et I'interopérabilité sont des enjeux considérables,
opérationnels et financiers. En ce sens, la standardisation est a elle seule un besoin nouveau, qui sera de
plus en plus important,

- ces enjeux ne pourront étre gagnés que par la coopération, & tous les niveaux.

~—
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FIGURE 2 : TABLE OF COUNTRIES
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FIGURE 4

EH2 (ASl) BREAK-DOWN INTO MODULES
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MIXED APPROACH TOWARDS MODULAR AVIONICS ‘
CONFLICTING REQUIREMENTS i
by
J.P. LACROIX
THOMSON-CSF RCM
178 Boulevard Gabriel Péri
92240 MALAKQFF FRANCE

1MODULAR AVIONICS CONFLICTING CEPA4in EUI’ODG. aim at architecture selection
REQUIREMENTS or standards recommendations ‘n ¢ider to satisfy
at least three requirement domains:
1.1 INTRODUCTION - LCC (Life Cycle Cost) requirements
- Performances requirements
New avionics development efforts like PAVE- - Availability requirements

PILLAR and PAVE-PACE in the USA, EUCLID

PERFORMANCE LEVEL
i

NEW CPUS/ARCHITECTURES

IMPROVED ALGORITHMS
TECHNOLOGICAL IMPROVEMENTS

UPWARD COMPATIBILITY

LIFE CYCLE COST
Fat DECREASING
j -
FAULT TOLERANCE
REDUNDANGY (HARD/SOFT STANDARDIZATION) Sggggglﬁg cost
RELIABILITY -
REUABILITY
AVAILABILITY

Figure 1.1: MODULAR AVIONICS REQUIREMENTS
(Ends of axis stand for domains to be optimized: along axis are some means allowing to achieve that goals)

121CC REQUIREMENTS i
volume on too much companies,
LCC requirements reflect customers as well as v 5:};:r?é:rgﬁ?o%rl}rzghgggighwg%ong
airframe manufacturers expectations: : :

- to lower procurement and acquisition %c;*lf factors like components quality
costs e .

- 1o minimize fi ot - skip at least one maiiitenance level by

imize field exploitation costs having a very thorough Built in Test on
Some recognized policies seem able to cope each LRM.
with these requirements:

) rely?)n sta n:;fd cts (F3I These policies seem obviously able to offer
modules), mass pp'rodl’duu ced in order to :.:\e{;‘egrzséigut all have not been yet demonstrated
share the NRE_ costs on many parts and ’
get low unit prices; but tradeoffs have to Nethertheless, there is a trend in new
be made on the number of suppliers,so  programs to put a high priority level on these
as to have second sources without problems by requesting that design should be

disseminating the production ILS(Integrated Logistic Suppont)-driven .
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1.3 PERFORMANCES REQUIREMENTS

The basic idea of Modular Integrated Avionics
is to concentrate in the same rack many CPUs

compatibility requirements could be a progress
limiting factor).

Nethertheless, on a development/ production i
point of view, having less CPUs to produce could

previously spreaded in severall boxes This mean to add more NRE amortization on each unit .
computational teaming should, at a given time, while having higher unit cost.

deliver a sufficient amount of processing power

while benefitting from resources sharing and 1.4 AVAILABILITY REQUIREMENTS

offering some incremental power enhancement
capabilities ("graceful upgrade”).

But progresses have been made since the era
of 16 bits processors, anc new 32-bit RISC or
CISC processors are currently able to replace {on
a computation capability point of view) severall 16-
bit CPUs with a significant cost saving. Graceful
upgrade (in term of stress effect on the rest of the
system), could be achieved by relying on
technological improvement, assuming use of
upward compatible micro-processors (yet

Availability requirements are due to
operational people. They need very high avionics
availability (current figures are in the range of 150
working hours - without unpairing failures) and the
answer comes from buiit-in reliabilty, fault-tolerant
architecture and reconfiguration capability and
that will be the drawback which could hamper this
approach with cost overhead (typically 200 % to
300%).

Method |Hardware penalty | Latency time | Correction time | Reconfiguration | Overhead dueto | Nbof
delay spurious errors  { faults
DUPLEX 100% Computation Computation Cycle | 1
Cvcle
TRIPLEX 200% Computation Computation Cycle | 2
Cycle
MAJORITY | 200% procand | Instruction Instruction Instruction Cycle 2
VOTING voting circuits Cycle
PARITY 12% memory Instruction Exception Not Handled  |Exception handling| 1
Cycle handling
ECC 25 % memory instruction Clock cycle Not Handled Instruction Cycle 1
Cycle
MforN (M/N) % Test cycle }lsolation+selftest | Selftest+Loading | Correction time M
Table 1.4 Fault detection policies
1.5 INTERACTIONS/CONFLICTS BETWEEN remains questionnable (see Tab'e 1 4).
REQUIREMENTS Nethertheless, the total price could be high, due
to the number of CPUs used which does not offer

They are mainly in the field of the architecture;
everybody will agree on the benefits of higher
refiability and Built-In-Test capabilities.

But the most significant parameter is the
architecture choice:

Starting from performances requirements,
one may use severall identical medium
performance CPUs or only one powerful CPU
able to do the job.

In the first case, some organization schemes
provide fault tolerance and reconfigurability with a
low price penalty (in % of total cost}, and also
graceful upgrade if the Real Time Executive is
able to offer transparency for task localization/
allocation; but latency time in case of defect

a good cost per Mips, even if a great number of
them will be put in production. High reliability
figures are also difficult to achieve in such
configurations.

In the second case, using only one CPU
(obviously based on one unique micro-
processor) can't provide fault-tolerance, so the
architecture has to be designed as a dual
processor one or better as a triplex, majority
voting architecture (see Table 1.4). In this
approach, cost overhead is high, graceful
upgrade difficult or costly, but total cost could be
advantageous, despite there is obviously less
CPUs to produce.

So it's difficult to find the best (or the least bad)
compromise at a given time; and technological




progresses are also chav. * ..~ the hypothesis
every two years, and may -. the future Avionics
has to wait for the multi-million transistors chips
which could offer parallel, redundant and self
reconfiguring/ repairing architecture at an
affordable cost.

The greatest risk remains to overdesign the
modules, because the aim to standardize for a
wide range of platforms will surely lead to retain
the highest level of performance/ environment
requirements in every domain, and that could not
be right for some aircraft retrofitting where a good
balance between airframe and avionics
capabilities has to be made.

2 EQUIPMENT MANUFACTURERS
CONSTRAINTS

2.1 DESIGN FOR CUSTOMER'S NEEDS

On an industrial point of view, there is a will to
design for a right adequacy with customer's
needs and for the lowest internal production cost.
This requirement could be not well satisfied by
standard products: for exemple, at the CPU side,
it's difficult to get the correct amount of
processing power needed as well as of memory .
This problem arises also for /O processing where
dedicated boards are often to be designed while
some standard ones are under-utilized.

So, if every one agrees on the benefits of
building prototypes from standard (eventually
under utilized) parts, it could be profitable to bring
cost effective adjustements for mass production.

2.2 ROBUST DESIGN / GRACEFUL
UPGRADE

Another difficulty of the designer's job s to
cope with short technological cycles: standards
need currently more than five years to mature,
while technologies change every two years. The
dilemna is to become rapidly obsolete when
using stabilized technologies or to miss deadlines
when using too emerging technologies.

So there is a need of “robustness” at each
level of the system (board, chassis, rack, avionics
suite) in order to accept without major redesign
some technological improvements (related to
costs savings for the final product) as well as to
provide growth capabilities for evolution of
customer's specifications or even some errors in
system sizing during the design phase. This
need is currently addressed by choosing
upgradable components and designing-in
flexibilty through programmable devices.

2.3 SHARED DESIGN/ DEVELOPMENT

There is a trend for design and development
teaming inside companies, between companies
in a country and also between countries:

- EUCLID, PAH-2 and EFA programs in
Europe,
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- International cooperation programs like
ASAAC, Nun-Bennett agreements.

This kind of business, contractual matters
being put apart, demands a very accurate Work
Break-down Structure and a clear system
definition and partitioning, as well as interface
definition. Tools are lacking in this field, and a part
of this need is tentatively addressed by the tool
described in the later part of this paper.

3 CANDIDATE APPROACHES ;‘
No panacea seems able o solve all the

depicted problems, and a combination of
methods, tools, tricks is currently used.

3.1 IMPLEMENTATION INDEPENDANT
DESIGN

The aim of this approach is to exercise
methods allowing to be (almost) free of the final
hardware implementation.

Such methods are already in use in the ASICs
business: Silicon compilers are tools which offer
some protection versus process change or
discontinuing by the semi-conductors’
manufacturers; they are also useful for doing
request for quotation and price comparison
among potential suppliers.

In software development, in order to try to
decrease the climbing costs, there is a need for
modules re-use; Ada and (perhaps more) Object
Oriented Languages should provide the right
answer .

At the LRM level, it seems difficuit to ask for
implementation independance if
interchangeability at the binary level is requested;
if not, one may argue on a strict conformance to
the F31 requirements by attaching priorities to
requirements:

- Eorm interchange relies to mechanical/
thermal constraints and must be satisfied,

- Eit interchange could be understood as a
top-and-bottom conformance:

* at the top by compatibility with some
HOL (usually software written in Ada
with standardized Real Time
Extensions),
* at the bottom by compatibility with a
given backplane: connector, pins
allocation, data exchange protocol,

- Eunction interchange should be achieved for
various micro-processors through a combination
of software layers and hardware additions
(ASICs), assuming that they all can satisfy to a
given level of computational capabilities and
response time.

£ e I
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This approach could offer transparency of the
inner part of the LRM and allow to use for
maintenance purposes CPUs based on different
micro-processors, but at the price of software
recompilation at flight line depot, and less
reconfiguration capability if different types are
used within the reconfigurable entity (usually one
rack).

APPLICATION (in Ada)
REAL-TIME EXECUTIVE
BOARD SUPPORT

ASICs
CPU
HARDWARE

PACKAGE

Figure 3.1 Hardware encapsulation

3.2.1.1 INTERACTIONS/LOCKS
BETWEEN STANDARDS

One of the first conclusion when conducting a
bottom-up approach is that there is a close
relationship between potential standards.

For the hardware:

- Board size will put constraint on board
density (eventually leading to a two
sided board). .

- Board density will have influence on ¢
package type. :

- Package type will have influence on
cooling management (it's difficult to use
conduction-cooling for PGAS).

- If surface mounted package type is
choosed, it could force to develop
hybrids or ASICs.

For the software:

- CPU type and power will determine if
multi-processing is required.

- Communication between tasks will have
influence on the backplane bus
(message onented rather than memory
oriented) and on the Real-Time OS (to

e s s aBae A S T ————

3.2 MIXED APPROACH be tied to Ada).
- Bus width could influence the hardware
3.2.1 BOTTOM-UP (connector size).

| 1 ¢ |

Board N Cooling

size

Board Package
denslty csudgacgpe
& 1 or 2 sides vs
Technology level thr&t:gh
ASICs
Hybrids L
. Produétion cost
Figure 3.2.1.1 Cress-coupling of standards ‘

3.2.1.2 CORE FAMILY BUILDING

This approach aim at buikiing a family of the
four main types of LRMs from which a large part of
any avionics suite could be developped. it uses a
layered method:

- 1-st layer BUS LEVEL defines:
* backplane bus

* Test/ Maintenance bus
* Down-loading/ Debug bus (if dedicated
bus is needed)

- 2-nd layer INTELLIGENCE LEVEL defines:
* main classes of micro-processors
* companion ASICs (if any)
* servica serial links
* bulkk memories

NP IR

R




- 3-rd layer PERIPHERAL LEVEL defines:
* functionalities requested to interface with
the system (Avionics Bus, AC/DC 1/O,
Discrete bits,..)

Using these three levels, a set of boards can
be built, some with or without intelligence (Dumb
/O or VO controller, Bulk Memory or File Sever), ali
intelligent boards using the same kernel.

One flexibility advantage was to place, for
some families, an on board power supply; when
considering racks' composition, there is a need
for a redundant power supply, which should have

55 ,
a very wide range of delivered power. Adding one

LRM could force to add two PS modules. This

problem does not arise with local on-board power

supplies, which offer natural incremental power

capabilities.

This method is applied since 1980 in
Thomson for 680X0 based designs, targeting
various form factor boards (1/2 ATR, Double-
Europe, ARINC 600, ...} and functionalities.
Development cost and time savings offered by
the family concept are a major argument when
answering RFPs.

=y AR
QOCKITERMINATION
POWER SUPPLES l mmml Ivmmm-al lmmmnj
- -
BULK MICAO PROCKGLUE ASICa SSERAL COM nralciek
LOCAL MEMORIES MEMORY/MIVATE 8US v
LOCAL POWEM SUPALY
ocoe o / \
. \
rereverAl | | wLous 0 PAM MEMORY ARING 4x
nuiver HIGH SPEED Lk TMEXEEPNG ra
LA
BACKMANE L Lt LA (V"]
HOUREKEEPING ALK WEMORY UNTT 1848 LINK MAN & BACK UP
& PWR PRE NEG CONTRGLLER crs VO CONTROLLER
Figure 3.2.1.2 Layered approach of LRMs family

3.2.1.3 VIRTUAL MODULE

The very best solution is to hav 2 truly F3I
modules, and use them in all products, but in
some cases, like partial revamping of old
products, it coukd be useful or profitable to port
designs towards other board sizes or different
backplane bus, or to add functions to a previous
design.

There are also compromises to find when
looking for standards acceptance within a
company; a way to fight the well known NiH (Not
Invented Here) position is to leave some creativity
to people.

The "virtual module” is a soft way to do
standardizaticn because it remains at a

conceptual level: the standard is a combination of
a thoroughly validated schematic together with
software layers (BSP, BIT, ...). This Hardware/
Software Kernel could be considered as a pait of
a library of high level functions. The good side for
users is that they get some freedom of
implementation; the good side for standardization
is that expensive developments which insure
software portability are locked.

This approach is used in Thomson-CSF for a
new family of RISC based modules, allowing (non-
predictive) software to run on any cached or no-
cached architecture developped within the
company.
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DEDICATED LAYOUT T
SCHEMATICS MOOELS
TEST
NETLISTFILE SIMULATION PROGRAMS
ew [CTOWRETOE ] oEBUG TO0S
MODULE ONNECTIONS
PPORT AUTOTEST
} ANOLERS oot onune
ADDED
FUNCTIONS
——
Figure 4.1.3 Virtual Module (or SHAPE: Software Hardware Adaptable Processing Elements)
Don*t try to sell Virtual Modules: you could be paid with virtual money!
3.2.2 TOP-DOWN _ Underestimate of data traffic could lead to
When buikling an Avionics system, a nd incrgase data rate or to add busses to the system.
starting from operational and functional in the case of Integrated Avionics, the
requirements, the problem is to answer at least problem is widened to system bus and backplane
three questions: - bus; and also because this concept has not been
- were are the functions? yet used in any conflict, and vulnerabilfty issues
- what amount of resources (memory, I’/’O, are not known, Top-Down approaches have to
computation power,...) do they need? handle centraiized as well as distributed Avionics.
- which is the volume of data exchanged
between them? Starting from seme knowledge of the system,

from a software load balancing point of view, the
aim is to find the best repartition of processing
power among different racks in order to cope with

Misplacement of functions could lead to
avionic bus bottlenaeck by unuseful data

movements. backplane bus bandwicth and system bus

Local underestimate of processing power capability; the ultimate (technically speaking) goal
could force to add computation capabilities or to should to be able to place tasks anywhere (CPU,
use remote ones. Rack, Avionics Suite): it wouid make worksharing

and reconfiguration easier.
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Figure 3.2.2 Tasks communication system's transparency
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3.2.3 TOP-DOWN METHOD

it was decided to start from a known part of the
RAFALE aircraft system. Thomson-Csf being
main contractor for the Radar, Counter-
Measures, Optronics and Communication
equipments, it was possible to get all needed
informations to describe the equipments and do
method validation.
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The first step was to build a common
equipment description forny, then design cature
tool, simulation method, and, if needed, the
simulator.

3.3 TOOL DESCRIPTION

3.3.1 DESIGN OF A MODULAR INTEGRATED
AVIONICS SYSTEM

——

FUNCTIONAL OPERATIONAL
REQUIREMENTS REQUIREMENTS
FUNDAMENTAL
CONCEPTS Lce
CASE TOOL(S)
CPU,BUS, MODELS
ARCHITECTURE HARDWARE/SOFTWARE
DEFINITION PARTITIONING cost
¥ RELIABILITY
RACKS -
| ] LRMs CATALOG
COMPOSITION
Figure 3 2.3 Required CASE tools

The designer's dreamed CASE Tool could
look like the one cepicted in Figure 3 2 3.

One of the candidate architecture for future
avionics system leads to place in the same rack/
chassis severall identical modules (CPU or /O
oriented) which were previously spreaded among
different boxes.

The design of the CPU itself is not a
tremendous task, according to the current state-
of-the-art and the many off-the-shelf available
micro-processors; the main difficulties to solve are
in the field of the behaviour of such many CPUs
dealing with an unique backplane.

By the time this study was launched, there
was no tool allowing to forecast the bus
efficiency/ load in an not well known context of
bus accesses scheduling; tasks scheduling
inside the CPUs must be aware of bus activity,
and vice-versa.

The second unknown factor is the actual
efficioncy of the CPUSs; the current upgrade in the
available memory space and the computation
power leads to a TBD shrink of resources.

The third unknown factor is the initial system
sizing; by the time being, some laws seem to
appear between successive generations of

avionics systems (ratios between 17 and 27), but
there is a lack of methods for a more accurate
system sizing.

All these unknown datas/ factors make uneasy
the design of an efficient (in term of
requirements/ product adequacy) if there is no
help available through some Computer Aided
Tools.

3.3.2 SYSTEM SIMULATION

The simulation of any avionics system,
whether centralized or distributed, is useful to the
designer to get a rough idea of how the data
processing parts of the various LRMs are acting.

The main figures of interest are the
scheduling of the events (harware and software),
the dynamic bus load balancing and the
resources ailocation/ sharing.
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3.4 PRELIMINARY REQUIREMENTS QOF THE
TQoL

3.4.1 TARGET APPLICATION

The tool is dedicated to the simulation of a
network of data processing racks, in respect to
the internal tasks scheduling and the
communication between data processing
modules. The activities of task creation and
execution are to be simulated with their timing
aspects in mind, as well as with their hardware
resources consumption.

The tool is a complementary approach in
regard of some commercialy available products
which are more suited to algorithms simulation,
network simulation and to global systems
simulation.

A particular care has to be given to the
modelization of data communication between
computation modules as well as between racks, in
the future attempt to find the best place of these
modules in the most suited rack of an integrated
Avionics Sutte.

3.4.2 PROGRAMMING ENVIRONMENT AND
HOST

The language(s) for the programmation of the
tool must be supported by a wide range of
workstations; the perennity of the tool itself is
insured by not using specific or exotic
environment, bound to any non standard
workstation.

3.4.3 MAN-MACHINE INTERFACE AND
EASE OF USE

The tool was designed for people being not
familiar with capture/ simulation arcana, in order to
have a short training time.

2.5 TOOL DESIGN
3.5.1 APPLICATION FIELD

The tool is based on a simplified, macroscopic
approach considering that there are only two
useful levels in an avionic system:

- the computation module le