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A. STATEMENT OF THE PROBLEM STUDIED

We have developed, analyzed, and simulated signal processing algorithms to estimate

with high resolution the directions of arrival (DOAs) of temporally and spectrally overlapping

signals impinging on an antenna array and to estimate the signal waveforms themselves by

spatial filtering, with emphasis on algorithms that, by exploiting cyclostationarity, can

operate properly when (1) little or no prior knowledge of the signal environment is available,

(2) known or measurable keying rates or carrier frequencies can be used to classify signals as

being signals of interest (SOIs) or signals not of interest (SNOIs), and the SOIs constitute

only a subset of the set of all received signals, and (3) physical or economic constraints force

the number of deployed antennas in the array to be small, perhaps smaller than the total

number of signals arriving at the array. These three conditions can arise in surveillance,

intelligence, and reconnaissance applications or when the array size is limited as it is for

hand-held or truck-mounted arrays; however, they are not typically addressed by

conventional direction-finding and signal extraction methods.

We have also studied the related problem of estimating time-difference-of-arrival

(TDOA) of radio waves impinging on a pair of antennas, typically on separate platforms, for

the purpose of passively locating the source of a communications or telemetry signal in the

presence of interfering signals and noise, and we have developed, analyzed, and simulated a

new class of signal-selective algorithms that are highly tolerant to interference and noise.

These new algorithms exhibit their signal selectivity regardless of the extent of temporal and

spectral overlap among received signals, and regardless of proximity between interfering

emitters and emitters of interest. It is only required that the signal of interest have a known or

measurable carrier frequency or keying rate that is distinct from those of all interfering

signals. Yet the computational complexity of these algorithms is comparable to that of

conventional generalized crosscorrelation algorithms.
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B. SUMMARY OF RESEARCH FINDINGS

1. Overview of Results on Direction Finding and Signal Extraction

a. Introdultion

Broadly, one of the questions we have attempted to answer in this research

project is "How can data from multiple receiving antennas in a sensor array be

used to describe the spatial and temporal characteristics of the signals in a radio-

signal environment?" In particular, the signals of interest are man-made

communication signals which typically exhibit a statistical property called

cyclostationarity or, equivalently, spectral correlation [5, 3, 6]. Unlike stationary

signals, cyclostationary signals are correlated with frequency-shifted as well as

time-shifted versions of themselves, a property that enables some signal

processing algorithms to estimate parameters of such signals even when they are

severely masked by interference and noise.

To this end, we have developed and analyzed signal processing algorithms

to estimate the directions of arrival (DOAs) of the signals and to estimate the

signal waveforms themselves by spatial filtering, with emphasis on algorithms

that, by exploiting cyclostationarity, can operate properly when (1) little or no

prior knowledge of the signal environment is available, (2) sufficient pi.,r

knowledge is available to classify signals as being signals of interest (SNOIs),

and the SOIs constitute only a subset of the set of all received signals, and (3)

physical or economic constraints force the number of deployed antennas in the

array to be small, perhaps smaller than the number of signals arriving at the array.

It is explained in this report that, in some situations, the sufficient prior

knowledge required in condition (2) can be very modest (e.g., a keying rate or

carrier frequency), and can even be replaced with estimates obtained from the

data. Even though these three conditions can arise in surveillance, intelligence,
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and reconnaissance applications or when the array size is limited as it is for hand-

held or truck-mounted arrays, they are not addressed by conventional direction-

finding (DF) methods or signal extraction (i.e., spatio-temporal filtering)

methods. Together, the estimated DOAs, the various intermediate parameters

found in the process of estimating the DOAs, and the extracted signal waveforms

can form a reasonably complete description of the spatial locations and temporal

characteristics of the signals in the received environment.

b. Research Findings

Within the broad scope of DF and signal extraction (or simply copy), our

primary effort has been directed toward estimating the directions of arrival of

cyclostationary SOls having sufficiently high carrier frequencies and narrow

bandwidths that the narrowband approximation is valid (i.e., that the response of

the sensor array over the frequency band of interest is approximately constant).

In the doctoral dissertation [8] and the survey article [131, we unify a wide

range of algorithms for narrowband DF by interpreting them in terms of spatial

filtering instead of the less physically motivated abstraction of subspace fitting.

Therein we also provide an overview of the DF methods developed in this

research project and explain how they are able to perform properly in many

applications in which conventional methods perform poorly or fail completely.

These explanations are simplified by postponing discussion of the related

problems of estimating the number of SOIs present and, for the cyclostationarity-

exploiting methods, estimating one or more cycle frequencies of the SOIs.

However, in practice these quantities must be estimated prior to processing the

data with one of the DF algorithms; subsequent discussion considers the

problems of estimating these quantities and of accommodating other departures

from ideality, such as the need to adaptively adjust array calibration data to correct
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for effects of perturbation in the sensor position and age-induced and temperature-

induced drift in component characteristics. This order of presentation parallels the

order in which we addressed the corresponding problems in our effort and

proceeds from the more easily understood to the more difficult.

i. DF Methods for Cyclostationary Signals

In this research project, we have developed and analyzed the Cyclic MUSIC

methods and the Cyclic Least Squares (CLS) methods for estimating the DOAs of

cyclostationary signals. We derive the methods, explain their capabilities, and

analyze their performance (both analytically and using computer simulations) in

[12, 7, 13, 8, 18, 14, 10, 2, 41. Briefly, the forms of the Cyclic MUSIC

methods resemble the form of the conventional MUSIC methods, whereas the

forms of the CLS methods resemble the form of the conventional maximum

likelihood method for unknown signals in white Gaussian noise. Both types of

methods estimate the DOAs of the signals having a specified cycle frequency:

after estimating the corresponding cyclic autocorrelation matrix from the received

data, each method finds the DOAs that "best" describe the spatial characteristics

represented by the matrix, where the quality of the solution is determined

differently by each method.

We show in the cited papers that, unlike conventional methods, these

methods can operate properly when (1) the number of all signals is greater than

the number of sensors, provided that the number of SOIs having the cycle

frequency of interest is less than the number of sensors, (2) SNOIs are arbitrarily

closely spaced to SOIs, and (3) the spatial characteristics of the noise are arbitrary

and unknown. Furthermore, by estimating the DOAs of only the SOIs having a

particular cycle frequency, these DF methods reduce or eliminate the need for
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post-processing steps that would otherwise be needed to classify the DOAs

according to signal type.

Although the Cyclic MUSIC and CLS methods are treated as if the cycle

frequencies and numbers of signals having each of these cycle frequencies were

known, the methods described in the next two sections can estimate these

parameters and thus allow the DF methods to be applied if these parameters are

unknown. In this sense, the benefits of signal-selective DF that accrue from

exploiting the cyclostationarity of the received signals can be enjoyed even when

essentially nothing is known about the environment beforehand.

ii. Cycle Frequency Estimation

Cyclostationary signals are correlated with frequency-shifted versions of

themselves for certain values of the frequency-shift parameter. Equivalently, the

lag-product waveforms of these signals contain finite-strength additive sine waves

having frequencies equal to the values of the frequency-shift parameter, which are

called cycle frequencies. Thus, one means of estimating the cycle frequencies is

to estimate the frequencies of the sine waves present in lag-product waveforms

computed f;om finite records of received data. We demonstrate this simple

technique in [8, 17, 7], in which the resulting cycle frequency estimates are then

used by Cyclic MUSIC (and by CLS in [7]) to estimate the corresponding DOAs.

We show that these estimated DOAs have approximately the same mean-squared

error (MSE) as those obtained using the exact values of the cycle frequencies.

iii. Estimating the Number of Signals Present

Conventional DF methods estimate the DOAs of all signals present and thus

require an estimate of their number, which is typically obtained by analyzing h1.

eigenvalues of the autocorrelation matrix of the data. In contrast, the

cyclostationarity-exploiting DF methods operate only on a subset of the signals
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and thus require an estimate of the number of signals in each subset. Unlike the

statistics of the singular values of the autocorrelation matrix, those of the cyclic

autocorrelation matrix are not well understood. Also, the results in the literature

on canonical correlation analysis in general (also called common factor analysis)

are meager in comparison with those on principal component analysis (also called

factor analysis); the former are applicable to the signal-selective DF problem,

whereas the latter are applicable to the conventional DF problem. Consequently,

the Cyclic Correlation Significance Test (CCST) which we present in [8, 16] is

only an initial attempt at solving this difficult problem by using the singular values

of the cyclic autocorrelation matrix. Among its noteworthy features is the fact that

it uses a penalty function (similar in form to that used by the conventional AIC,

MDL, and EDC methods) instead of a subjectively chosen threshold.

Alternatively, we show in [18, 8, 12, 7] that the CLS objective function, after

maximization over the DOAs for each possible number of cyclostationary signals,

can be used to estimate the number of cyclostationary signals, even in the

presence of perfectly correlated multipath. However, this method requires a

subjectively chosen threshold and has not been extensively tested.

iv. Performance Bounds

In addition to developing and analyzing specific DF algorithms, we have

also investigated the Cramer-Rao Lower Bound (CRLB) on the covariance of

unbiased parameter estimates of cyclostationary Gaussian signals. Apart from

being of theoretical interest (almost all relevant work has dealt with stationary

Gaussian signals), the CRLB for this problem can be used to gauge the efficiency

of the cyclostationarity-exploiting methods and to indicate the potential for such

methods to exhibit far better performance than that of methods for stationary

signals. We show in [8, 11, 151 that the CRLB for two closely spaced
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cyclostationary signals having different cycle frequencies can be several orders of

magnitude less than that for two closely spaced stationary signals. Computer

simulations therein show that the Cyclic MUSIC and CLS methods yield DOA

estimates in some environments with MSE that is comparable to the CRLB for

cyclostationary signals and much less than that for stationary signals, which

indicates that the CRLB for cyclostationary signals is not overly optimistic in its

prediction of potentially huge performance gains due to exploitation of

cyclostationarity.

v. Signal Extraction

In addition to their primary function of estimating the DOAs of the SOIs, the

CLS method and one of the Cyclic MUSIC methods can also compute the

coefficients of spatial filters that attenuate noise and SNOIs and enhance SOIs. In

[8, 12, 7, 18], we show that the signal-to-interference-and-noise ratio (SINR) of

the signal waveforms estimated by CLS converge to the maximum attainable

SINR if the signals are uncorrelated. However, the multidimensional search and

array calibration data needed by CLS can be prohibitively expensive. In contrast,

the Phase-SCORE Cyclic MUSIC method [8, 121 is based on the Phase-SCORE

method for blind adaptive signal extraction [1,9]. Phase-SCORE requires neither

a multidimensional search nor any array calibration data, albeit at the expense of

lower output SINR than that of CLS in some cases.

c.Cocluions

In this research project, we have developed and analyzed methods that

exploit cyclostationarity, which is exhibited by most communications signals, to

estimate the directions of arrival of signals arriving at a sensor array without

requiring many of the prohibitive assumptions or potentially costly prior

knowledge required by conventional direction-finding methods. The inherently
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signal-selective methods reduce or eliminate the need to perform post-processing

to classify the direction estimates as corresponding to desired or undesired

signals. Furthermore, when signals are closely spaced and have different cycle

frequencies, the methods we have developed can substantially outperform

conventional methods and the Cramer-Rao Lower Bound for stationary signals,

even if the cycle frequencies are unknown. In addition to performing DF, some

of the signal-selective methods can also extract high-quality estimates of the signal

waveforms from the received signal environment. Thus, the methods that we

have developed and studied in this project can provide a reasonably complete

description of the spatial locations and temporal characteristics of received signals

in a much wider variety of received environments, especially those for which little

or no prior knowledge is available, than can be accommodated by previously

developed methods. Further work is needed on the analytical characterization of

performance of the new algorithms and in the pursuit of even better-performing

algorithms.
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2. Overview of Results on Source Location by Time-Difference-of-

Arrival Estimation

a. Introdu tion

The problem of passively locating the source of a propagating radio signal

received at multiple platforms has a number of applications including direction

finding for navigation by land, air, or sea, tracking of moving emitters for

surveillance (e.g., for research, law enforcement, or national security),

monitoring and locating illegal and/or hostile communicators (e.g., contraband,

violators of communications regulations, or enemies in a battlefield), military

reconnaissance and intelligence, and so on. Unlike active source-location

systems, like Radar, Sonar, and Lidar, which transmit signals and then process

the received reflections from the objects to be located, passive systems simply

process whatever signals are emitted from the object to be located.

In many of these passive source-location applications, the receivers in the

source-location system are subject to a variety of types of interference and noise,

including natural and manmade signals other than the signal of interest (SOI).

These signals not of interest (SNOI) can severely degrade the performance of

conventional source-location systems when they are present at the same time and

also occupy the same spectral band as the SOL. This can be particularly

problematic when the SOI is weak relative to the SNOI and/or noise. The

problem is further exacerbated when the locations of the sources of the SNOI are

unknown and/or close to that of the SOI.

One of the objectives of this research project was to study a new class of

multiple-platform passive source-location methods that exploit inherent signal

properties, called cyclostationarity, that are characteristic of radio signals used for

communications and telemetry to obtain substantial tolerance to all types of

interference and noise (except possibly for some interfering signals that are
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intentionally designed to be of the same type, e.g., in communication networks).

Like most conventional methods that require some degree of tolerance to noise,

the new methods are based on crosscorrelation of time-shifted measurements of

data from multiple receivers. However, unlike conventional methods,1 the new

methods crosscorrelate frequency-shifted as well as time-shifted versions of the

received data in order to exploit the unique cyclostationarity properties of the SO1.

Within the general class of source-location methods that are based on

crosscorrelation measurements, there are two distinct subclasses: There are those

methods that are designed for an array of closely spaced antenna elements on a

single platform (e.g., a ship, aircraft, satellite, ground vehicle, or fixed ground

station), for which the element spacing is typically less than half a wavelength for

all signals received and phase-alignment methods for beam/null steering are

T",,,-: ..nd t,re arc those methods that are designed for two or three widely

spaced antenna elements, ea&-h -Fter, (but not always) on a ,eparate platform,

where time-difference measurements are used to obtain location information.

Whereas the former class of methods (often called direction finding methods)

exploits phase differences (less than t radians in order to avoid ambiguities),

from elen-ent to element, of relatively narrowband signals (or wideband signals

decomposed into narrowband components) to estimate angle of arrival, the latter

class of methods (often called time-difference location methods) exploits relative

time differences (the larger the better since root-mean-squared-error of location is

approximately inversely proportional to the separation between platforms) of

preferably wideband signals from platform to platform to estimate location (both

I Although cross-ambiguity methods, which compensate for frequency-difference-of-arrival due to Doppler effects,
do crosscorrelate frequency-shifted data, the frequency shifts are relatively small since they correspond to Doppler
shifts, whereas the frequency shifts used in the new methods are much larger than typical Doppler shifts and
accomplish an entirely different task.
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angle of arrival and range). In practice, however, both methods can be applied to

all bandwidths txu in typical communications and telemetry systems.

The requirements on accuracy and spatial resolution capabilities of array-

based methods become more stringent as the distance between each source to be

located and the reception platform increases, since this decreases differences

between angles of arrival at the array. In contrast, the requirements on accuracy

and temporal resolution capabilities of time-difference-of-arrival (TDOA)-based

methods become less stringent as the separation between reception platforms

increases, since this increases differences between times of arrival.

The need for high resolution arises primarily when (relatively) closely

spaced multiple sources give rise to multiple received signals that cannot be

separated by preprocessing (prior to processing for location). For instance,

TDOAs of multiple signals that are not separated by more than the widths of their

crosscorrelation peaks (whose locations on the time-delay axis correspond to the

TDOAs) usually cannot be resolved by conventional TDOA-based methods. To

minimize this problem, the distance between platforms is typically made as large

as is practically feasible so that the magnitudes of the TDOAs (which are

proportional to the distance between platforms) will be as large as possible,

thereby minimizing the overlap of adjacent peaks (whose widths depend only on

the signal bandwidth-being inversely proportional-not on the distance between

platforms).

The best-performing array-based methods attempt to circumvent this

resolution problem by locating signal sources in terms of the locations of nulls

that are intentionally formed in the spatial reception pattern of the antenna array by

linearly combining the output signals from the array elements. But this

conceptual distinction is blurred by the fact that most of these null-steering
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algorithms also admit interpretations in terms of beam steering. Although the

array-based methods offer the advantage of high spatial resolution (with respect to

the spatial extent of the source-location system--the array size), and the ability to

simultaneously locate a number of signals up to one less than the number of

elements in the array, their complexity is typically much higher than that of the

time-difference-of-arrival-based methods because of the need for measurement,

storage, and usage of large amounts of array calibration data (the recently

proposed ESPRIT method is an exception because of its special array design),

and because of the use of computationally intensive algorithms: the best

performing algorithms require singular value decomposition of crosscorrelation

matrices of possibly high dimension, or require the solution of a multidimensional

optimization problem.

The new cyclostationarity-exploiting TDOA-based methods studied in this

project alter this tradeoff between highly sophisticated high-resolution array-based

methods and the relatively simple TDOA-based methods that require widely

separated multiple platforms by eliminating the resolution-limitation problem for

TDOA. That is, because the spectral correlations used make the new methods

signal selective (in spite of temporal and spectral overlap between the SOI and

SNOI), they often do not need to resolve multiple crosscorrelation peaks along

the time-delay axis. As a result of this novel signal selectivity, the requirements

on separation of platforms can be eased considerably. Also, the problem of

deciding which peak among multiple crosscorrelation peaks is associated with the

SOL, and which with the SNOI, is eliminated. The only requirement of the new

methods is that they must know a carrier frequency, or keying rate, or possibly

some other cycle frequency associated with the cyclostationarity of the random

SOl, although such cycle frequencies can be estimated using the same data to be
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used for TDOA estimation. The cycle frequencies are the frequency-shifts used to

obtain signal selectivity.

Unfortunately, when multiple SOIs sharing the same cycle frequencies

arrive at each receiver, the TDOA-resolution problem remains. In this most

difficult situation, although the high-resolution array based methods can be used,

an attractive alternative that avoids the need for calibrating the array and can

provide more accurate estimates is to use an array on each of two (or more)

platforms to separate the multiple SOI by blind-adaptive spatial filtering using our

new spectral-correlation-restoring (SCORE) algorithms (which require no

calibration), and then apply TDOA-based methods to the separated signals.

Motivated by the potential utility of the cyclostationarity-exploiting TDOA-

based approach to emitter location, we have developed various algorithms to

perform signal-selective TDOA estimation and we have evaluated their

performance. The results obtained are very encouraging.

b. Research Findings

In this research project, our primary effort has been directed toward

applying the least-squares approach to the problem of exploiting second-order

cyclostationarity for obtaining signal-selective methods of TDOA estimation. In

the first part [1] of a two-part paper, we have derived a number of methods and

corresponding algorithms by performing least-squares fitting on measurements of

cyclic correlations or cyclic spectra (spectral correlations). In [2], we have shown

that some of these algorithms are partial implementations of the weak-signal

maximum-likelihood TDOA estimator for signals in white Gaussian noise. In our

other work in this project, we have evaluated the RMSE performance of a number

of new algorithms in various signal and noise/interference environments by

simulation, generalized several of the algorithms for multiple platform-pairs,
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compared and contrasted the performance characteristics of algorithms that use

only cyclic autocorrelation measurements with those that also use cyclic

crosscorrelation measurements, studied the problem of implementing these

algorithms using FFTs, investigated the effects of some departures from the

idealized models used to derive the algorithms, and initiated the study of higher-

order cyclostationarity for TDOA estimation involving signals with weak second-

order cyclostationarity.

The Least Squares Approach to Exploiting Cyclostationarity for
TDOA Estimation

Using idealized models for the interference/noise-corrupted signals received

at two platforms, we calculated the cyclic correlations and cyclic spectra to reveal

their dependence on the TDOA. We then used these results to set up various

ways of minimizing sums of squared errors between measurements of the cyclic

correlations (or cyclic spectra). This least-squares approach led to the

SPECCORR, SPECCOA, SPECCON, CLP and CPD algorithms. Preliminary

derivations and performance evaluations are reported in [3] - [71 and our final

results are presented in the comprehensive two-part paper [1], [81.

ii. The Maximum-Likelihood Approach to TDOA Estimation

By studying the maximum-likelihood joint signal-detector and TDOA-

estimator for a weak signal in white Gaussian noise, we found that the

SPECCOA algorithm is a partial but much simpler implementation of the

relatively complicated weak-signal maximum-likelihood TDOA estimator.

Similarly, the relatively simple single-receiver spectral-correlation-exploiting

detector was shown in [81 to be a partial implementation of the single-receiver

weak-signal maximum-likelihood detector. Generalizing on this, we have shown

in [21 that the weak-signal maximum-likelihood joint detector and TDOA
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estimator is made up of a multiplicity of components that can be partitioned into a

variety of detectors and estimators, each of which is optimal in either a maximum-

likelihood sense or a maximum-SNR sense. The results of extensive simulations

that compare the performances of some of these alternative detectors and

estimators were then obtained and it was concluded that the performance of the

relatively complex maximum-likelihood joint detector/estimator, which requires a

two- or three-dimensional search over phase and timing parameters (for PSK

signals, these include the carrier phase [for BPSK only], chip timing, and time-

difference-of-arrival), can be closely approximated in many cases (for data record

lengths that are normally used in weak-signal detection and source location) with

much simpler suboptimum detectors/estimators that avoid all parameter searches

for detection, and reduce the search to one dimension for TDOA estimation.

iii. Performance of Signal-Selective TDOA Estimators

Because of the considerable difficulty in obtaining (non-asymptotic)

analytical results on performance (RMSE) of TDOA estimators for the highly

corruptive environments of interest in this study, we chose to use simulations to

evaluate RMSE for a variety of signal and noise/interference environments. In

[9], we graphed statistical samples of the TDOA estimation functions whose

peak-locations provide the TDOA estimates. This clearly revealed the noise and

interference rejection capabilities of our signal-selective algorithms, and provided

a qualitative assessment of their performance. We then averaged over many

Monte Carlo trials to obtain graphs of RMSE versus averaging time in order to

quantify performance. The results presented in [11] show that new signal-

selective algorithms exhibit excellent robustness for BPSK signals in a wide

range of interference and noise environments and operating conditions. Results

not reported show the same level of performance for QPSK signals and
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experimentation with other signal types such as FSK suggests that comparable

performance is attainable in those cases where the signals of interest exhibit

substantial spectral correlation. These new algorithms are tolerant to both

interfering signals and noise, and they can outperform conventional algorithms

that achieve the Cramer-Rao lower bound on variance for stationary signals

because the signals considered here are nonstationary (cyclostationary) and the

algorithms exploit the nonstationarity to discriminate against noise and

interference. The most important issue regarding signal type and corresponding

performance that has been discovered so far is the strength of the signal's cyclic

feature (or spectral correlation feature) to be exploited. For example, bandwidth-

efficient digital signals can have relatively weak keying-rate features in the sense

that the spectral coherence function is close to unity over only a relatively small

band. This limits the band over which the linear phase-vs.-frequency

characteristic of the spectral correlation functions can be used, thereby limiting

reliability of the estimate of the slope of this line. Although this can in principle

always be compensated for by increasing the collection time, there are of course

practical limits to this.

v. Comparison of Auto- and Cross-Correlation Methods for Signal-

Selective TDOA Estimation

The CPD method of TDOA estimation, which uses the cyclic autocorrelation

(or cyclic auto-spectrum) and the SPECCOA method, which uses the cyclic cross

correlation (or cyclic cross-spectrum) were compared in [10]. The CPD has the

advantage of requiring only a very low-capacity cross-link, whereas the

SPECCOA method requires a cross-link with bandwidth equal to that of the

signal. However, the CPD algorithm produces ambiguous TDOA estimates

because these estimates are given modulo l/a, where a is the cycle frequency

(e.g., chip rate). The CPD method also produces considerably larger RMSE
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(e.g., 10 dB, that is, 20 dB in MSE, larger for collects ranging from 1024 to

8192 for a BPSK signal in noise with 0 dB SNR). Nevertheless, this ambiguity

and reduced accuracy might be acceptable when the capacity of the cross-link

must be small.

It was also shown in [101 that for both methods studied, RMSE of TDOA is

independent of the distance between sensors.

v. Implementation and Sources of Degradation for TDOA Estimation

We have developed algorithms for implementing all methods of TDOA

estimation that we have introduced. These algorithms, reported in [91, utilize

FFTs to obtain computational efficiency and they use the spectral-smoothing

method of obtaining reliable estimates of spectral correlation functions. Sources

of degradation that were studied and reported on in [91 include inappropriate

spectral-smoothing window-width, insufficient averaging time, error in

knowledge of cycle frequency, and propagation-channel mismatch. It was found

thqt the amount of data often needed to obtain acceptable TDOA estimates is more

than adequate to obtain sufficiently accurate estimates of cycle frequencies with no

prior knowledge.

v i. Comparison of Performance of Array-Based AOA Estimation and
TDOA Estimation

Our simulations with a 5-sensor array showed in [11] that using multiple

pairs of sensors in the M-SPECCOA algorithm provides relatively little

improvement in performance over that attainable using the single pair of sensors

with the greatest separation in the SPECCOA algorithm. Furthermore, for close

sensors, e.g., a sensor array on a single platform, the array-based AOA

estimation algorithm, Cyclic MUSIC provides much more accurate AOA

estimates than the multiple-sensor-pair TDOA-based algorithm M-SPECCOA;

e.g., for collect of 4096, SPECCOA produces RMSEs of 150 and 2' for SNRs
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of 0 dB and 10 dB, whereas Cyclic MUSIC produces RMSEs of 0.7' and 0.20 in

the same situations. It is estimated that SPECCOA would produce and RMSE as

small as 0.2' for an SNR of 10 dB if either the collect or the sensor separation

were increased by a factor of 10. For widely separated sensors, e.g., on separate

platforms, it is clear the SPECCOA can outperform Cyclic MUSIC. Also,

although CPD has an RMSE that is about a factor of 10 greater than that produced

by SPECCOA, it too should outperform Cyclic MUSIC if it is used with widely

separated platforms. However, the ambiguity in the CPD estimate of AOA must

be resolved by some other means. On the other hand, when used in conjunction

with SPECCOA or CPD, Cyclic MUSIC can be useful (e.g., to help resolve

ambiguity) if each of two (or more) platforms contains a sensor array.

vii. Exploitation of Higher-Order Cyclostationarity

For bandwidth-efficient signals, like some PSK, CPFSK, and partial-

response encoded signals with small (or zero) excess bandwidth, the degree of

second-order cyclostationarity can be relatively weak (or zero). We have shown

with preliminary simulations of CPFSK that signal-selective TDOA estimation

can be performed by exploiting higher-order cyclostationarity (4-th order in the

simulations). Motivated by this, we have initiated the development of a general

theory of the time-domain and frequency-domain characteristics of higher-order

cyclostationarity [121 - [14].

c.Clusions

In this research project, we have developed and simulated methods that

exploit cyclostationarity, which is exhibited by most communication and telemetry

signals, to estimate the locations of emitters by estimating time-difference-of-

arrival at two or more reception platforms. Exploitation of cyclostationarity

renders the new methods signal-selective, which enables them to perform well
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even in the presence of temporally and spectrally overlapping interference and

noise, regardless of the proximity of the interfering emitters to the emitters of

interest. Future work should attempt to analytically characterize the performance

of these new algorithms and pursue even better-performing algorithms.
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3. Application of the New Algorithms

For location of ground-based emitters using one or more ground-based

platforms, a position estimate can be obtained by intersecting two lines of bearing

obtained from AOA estimates obtained at each of the two platforms, or by intersecting

two ISO-TDOA hyperbolas obtained from two pairs of platforms (e.g., using 3

platforms) or from one moving pair of platforms at two different times, or by

intersecting one ISO-TDOA hyperbola and one line of bearing. Also, if TDOA can be

measured only modulo some value (e.g., the chip interval, as is the case with the

CPD algorithm), then the ambiguity can be resolved by intersecting two families of

ISO-TDOA hyperbolas and one line of bearing.

With a small antenna array on a platform, we can use algorithms such as

cyclic MUSIC or CLS to obtain high-resolution signal-selective estimates of the

AOAs of multiple cochannel signals with the same cycle frequency (eg., chip rate).

This requires no cross-link between platforms. To intersect the two lines of bearing

corresponding to the AOA estimates from two platforms corresponding to a single

emitter requires the transmission of only a single number (an AOA) from one

platform to the other.

With only a single antenna on each of the two platforms, we can use the CPD

algorithm to obtain a family of ISO-TDOA hyperbolas corresponding to the desired

TDOA estimate plus all integer multiples of the reciprocal of the cycle frequency (the

chip rate). This requires transmission of only a very small number, say less than 10,

of complex numbers (values of the cyclic autocorrelation for the cycle frequency

equal to the chip rate and 10 samples of the lag parameter ranging from zero to the

chip interval) from one platform to the other.

Finally, by using only a pair of sub-bands separated by the cycle frequency of

the received data, a low-capacity cross-link can be used to enable the measurement of
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a cross-cyclic spectrum over a sub-band, which can be used by the SPECCOA

algorithm to obtain a reduced-accuracy estimate of TDOA, but without ambiguity.

This estimate could be used to resolve the ambiguity in the more accurate TDOA

estimate obtained using the CPD algorithm.

However, when maximum accuracy is desired, intersection of two ISO-

TDOA hyperbolas obtained from the SPECCOA algorithm or the PP-SPECCON

algorithm operating on the full band of the signal, is indicated.

When multiple cochannel emitters sharing the same cycle frequency are to be

located, problems of resolving adjacent peaks in the TDOA estimation function

produced by SPECCOA can occur if emitters are too close together. (CPD and PP-

SPECCON will not work at all if there is more than one signal with the same cycle

frequency.) However, if a small array of antennas is available on each platform, then

spatial separation methods can be used. Although, the cyclic MUSIC algorithm will

provide estimates of the AOAs of multiple cochannel signals with the same cycle

frequency, another approach which could yield more accuracy is to use the SCORE

algorithm to extract the individual signals of interest, and then use SPECCOA on the

individual signals. This requires the proper pairing of signals from the two

platforms, which is possible with SPECCOA.
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