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CONTROL AND MONITORING OF
THE ELECTRIC PLANT ON THE CANAIN PATROL FRIGTE

by Mr. N. G. Swamy, Mr. N. Bura
and Mr. W. Reinhardt

Department of National Defence, Canada

1. ABSTRACT

The Canadian Patrol Frigate (CPF) program will provide the
Canadian Navy with twelve modern warships. As with the other
systems in these ships, the electric plant incorporates control
and monitoring features which enhance the availability of the
plant while minimizing the need for continuous watchkeeping.

The generating plant consists of two pairs of diesel genera-
tor sets, one pair located forward and the other aft, with each
pair connected to an associated switchboard.

In normal operation,the plant is controlled and monitored
from the Machinery Control Room using the Integrated Machinery
Control System (IMCS). Computer systems in each switchboard
provide automatic control and the interface between the electric
plant and the IMCS. Features such as automatic start and paral-
leling of the generator sets are provided to minimize the need for
operator action under normal conditions. Comprehensive monitoring
of the electric plant and well-designed man-machine interfaces
further ensure that faults are rapidly diagnosed.

The reliability and availability of the electric plant is
also enhanced by the provision of reversionary control of each
pair of generator sets to the associated switchboard and the
provision of manual operating modes. These provisions permit the
electric plant to be operated despite failures in the automatic
systems, or loss of control from the IMCS.

2. INTRODUCTION

Some twenty years separate the Canadian Patrol Frigates and
the DDH 280 class destroyers, the previous batch of Canadian war-
ships. In terms of the generating capacity and the broad aspects
of power system design, the two classes have much in common. For
example, the DDH 280 class ships have 3 x 750 kW gas turbine
generators and one 500 kW diesel generator (replaced by a 1000 kW
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diesel generator in the update underway at present), while the
CPFs have four 850 kW diesel generator sets.

However, reflecting the many changes that have occurred over
these years,the CPFs incorporate much more sensing and automatic
surveillance.

The description of the control and monitoring system of the
CPF electric plant in this paper provides a resume of the recent
trends in the design of control and monitoring of naval power
systems.

3. DESCRIPTION OF ELECTRIC PLANT

The 850 kW diesel generator sets, with their local control
panels, are almost identical to the 750 kW sets used in the F 122
frigates of the German Navy. Due to this similarity, no qualifi-
cation tests were required, however, each generator set and local
control panel is subjected to routine inplant testing.

The main switchboards, being custom designed, were subjected
to the full requirements of qualification testing, with a distri-
bution section and a control section being subjected to shock
tests. Routine factory tests on each switchboard include verifi-
cation of all the metering and controls with the aid of a simula-
tor, which provides the appropriate signals representing the
generator sets and shore power.

The customary set-to-work and shipboard trials, which have
commenced on the first ship, will verify the performance of the
control and monitoring systems with all components intercon-
nected.

Figure 1 is a schematic of the electric plant showing the
main components of the system. The features of the plant are as
follows:

a. The ship's maximum electrical load can be met by any two
of the four generator sets. In accordance with naval practice,
the sets and associated switchboards are located in well-separated
forward and aft machinery spaces to enhance survivability of the
electric plant under battle conditions;

b. A ring-main interconnection of the two switchboards
provides a redundant bus tie between the switchboards;

c. Normal and alternate feeders from the two switchboards,
routed through automatic or manually controlled transfer switches,
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are provided for the power distribution panels feeding essential
loads, and

d. A number of transformers, frequency converters and
uninterruptible power supplies furnish 115 V, 60 Hz and 400 Hz
power to loads located in their vicinity. This departure from the
previous practice of having central power conversion and ship-wide
115 V and 400 Hz distribution systems reduces the weight of dis-
tribution system cabling, minimizes the penetration of watertight
bulkheads and facilitates modular ship construction.

4. CONTROL AND MONITORING OVERVIEW

The above brief description of the electric plant indicates
the particular attention given to survivability and reliability in
its design. Consistent with this, the provisions for control and
monitoring of the electric plant also include considerable redun-dancy.

Under normal operating conditions, the electric plant is
operated from one of the consoles in the ship's Machinery Control
Room (MCR) using the Integrated Machinery Control System (IMCS).
Reversionary control at the switchboards allows control of the
associated electric plant in the event of disruption of the IMCS
or malfunction of the switchboard's computer system.

Automatic functions (ie. watchkeeper action not required) of
the electric plant include:

a. The automatic start of one or more generator sets,
designated as 'standby' by the operator, when the load on the
generator sets in operation exceeds 80% of their combined rating.
Due to the possibility of on/off cycling, shutting down of the
additional set(s) is left to the watchkeeper;

b. Upon loss of power (black ship condition), a start
signal is sent to all generators which are in 'standby' mode and
the first one to come up to speed and voltage is automatically
connected to its switchboard. The other sets remain running,
available for the watchkeeper to bring on load;

c. Automatic tripping of one of the bus tie circuit
breakers if three generator sets are put on line, and of both bus
ties if four generators are put on. This is necessary due to the
magnitude of the short circuit current available under the noted
conditions. This infrequent occurrence of all generators running
would be expected only during battle conditions;
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d. Disabling of the automatic ship/shore paralleling proce-
dure if more than one generator is in operation, and

e. Automatic shedding of non-essential loads when overload

of a generator set occurs.

5. CONTROL AND MONITORING OF D.G. SETS

The 850 kW diesel generator set consists of a 16 cylinder,
turbo-charged, air-start diesel driving an 1800 rpm watercooled
generator. Each generator set is mounted on a raft which includes
an acoustic enclosure.

5.1 Control Modes

A block diagram of the comprehensive monitoring and control
facilities for the D.G. sets is shown in Figure 2. The following
operational modes are available to minimize the effect of moni-
toring and control system disruptions on generating capability:

a. Remote control from the MCR with complete monitoring of
all D.G. sets;

b. Remote control of a pair of sets from the associated
switchboard. Diesel alarms/warnings and relevant generator param-
eters are displayed and full control of these sets is available;

c. Electrical start/stop and surveillance of the diesel at
the Local Control Panel (LCP) mounted adjacent to the set;

d. Manual start of the diesel by activation of the ir
starter;

e. Loss of control voltage is alarmed but does not cause
shutdown of a generator set (control power is fed from uninter-
ruptible power supplies and loss of control voltage would princi-
pally occur due to the failure of d.c. to d.c. converters within
the diesel LCP), and

f. For test or maintenance on the D.G. set, a mode selector
switch on the LCP permits the selection of one of four options:

-locked, in which all diesel starts are inhibited;

-local, in which remote start/stop is inhibited;

-test, in which remote start/stop is inhibited, plus
closure of the generator circuit breaker in the switch-
board is inhibited. In the Test mode, overspeed can be
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simulated to verify proper operation of the protection

against overspeed, and

-remote, in which local start is inhibited.

5.2 Starting and Stopping of the Set

Automatic pre-lubrication of the engine occurs as the first
step in a normal start sequence. Emergency start, selected at the
LCP by operation of a push button, or selected automatically when
a generator set is required to start upon a power failure, z'lows
the engine to be run up without this pre-lubrication.

In a normal stop sequence, the engine is operated at no-load
for a period and ventilation of the acoustic enclosure is mainta-
ined for some time after the engine has stopped. An emergency
stop, in which the generator circuit breaker is tripped and the
engine is stopped immediately (by the closing of flaps in the
combustion air path), is initiated if any of the following condi-
tions occur: high fresh cooling water temperature, low lub oil
pressure, overspeed or fire in the set's enclosure. In the last
case, ventilation of the enclosure is automatically shutdown.

5.3 Local Control Panel

A microprocessor based system is used for the sequenced
start/stop and monitoring of the diesel. The 8-bit processor is
equipped with 2K RAM memory and is capable of addressing 7x2K of
EPROM, though only 3x2K are programmed in this application.
Figure 3 is a simplified block diagram showing the interfaces
between the micro-processor and the sensors and actuators on the
engine.

Analog signals (variable resistances or milliamps propor-
tional to temperature and pressure of lub oil, temperature of
fresh water, thermocouple signal of exhaust gas temperature) are
conditioned and compared with set points in five identical Printed
Circuit Boards (PCBs). A different PCB provides the same function
for the engine speed measured by a photo pick-up.

Digital signals are routed to the micro-processor through
digital input PCBs. These PCBs, two in number, contain level
translation, buffer and steering circuits. A set of 8 data sig-
nals, selected under program control, appears on the 8-bit data
bus output of these PCBs. Digital outputs from the micro-
processor are similarly processed through two digital output PCBs.
Sufficient spare capacity exists for the addition of other
features in the future.
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Six relay PCBs, each providing 6 channels, interposed between
the digital input and output PCBs and the sensors, actuators etc.
provide the auxiliary contacts, required for interlocking or
latching, although some contact inputs from switches or outputs to
indicator lights go directly to the digital input/output PCB. It
should be noted that diesel emergency stop circuits are not routed
through the microprocessor.

The monitoring arrangements for the D.G. set contain features
that enhance reliability of the monitoring system and facilitate
troubleshooting. Instruments located on the engine provide inde-
pendent indication of temperatures and pressures which could be
used to verify correct operation of the electronics and displays
in the LCP. Essential circuits (stop solenoid, low oil pressure
sensing, emergency stop flaps and speed sensing) are monitored for
continuity and an alarm is signalled locally and remotely if a
line break is detected. The interface PCBs are equipped with LEDs
which indicate the status of a signal, whether a signal exceeds
set thresholds or when a line break occurs.

5.4 Speed and Voltage Control

To avoid unnecessary complexity, the speed setting signal to
the governor speed adjust motor and the voltage adjust rheostats
are directly wired from the D.G. set to the switchboard. The
generator's main and standby Automatic Voltage Regulators (AVRs)
are mounted in a generator terminal box. Fault detection circuits
in the AVR monitor the main AVR and, upon a failure, automatically
transfer to the standby AVR. An alarm when this transfer occurs
is hardwired to the switchboard and a test transfer is also incor-
porated in the switchboard.

6. CONTROL AND MONITORING AT SWITCHBOARD

As stated earlier, reversionary control of the electric plant
is at each switchboard. The design of the CPF switchboards there-
fore incorporates all the features required for this control and
also provides the facilities for remote control and monitoring
from the MCR. Selection between local and remote (IMCS) control
is made at the switchboard.

A battery-backed 28 V D.C. power supply is used for all the
control and monitoring functions.

Figure 4 is a block diagram of the control and monitoring
system for the electric plant.
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6.1 Switchboard Programmable Logic Controller

The Programmable Logic Controller in each switchboard con-
sists of a micro-processor section, data processing units, an
interface unit and two data buses. The micro-processor is a
Motorola 68000 unit, complete with various timer and coupler
units, 32k ROM, 16k RAM and 16k EEPROM. The applications language
used is Pascal.

Connected to the micro-processor, through Transmitter/
Receiver data buses, are three digital input cards, each providing
for 16 inputs, six output cards, each providing 8 Form C contacts,
and two signal converter cards which convert 4-20 mA inputs from
transducers to a voltage output for subsequent multiplexing and
A/D conversion. The input cards take the various input signals,
compare them to set-points and then send digital 'state' signals
to the micro-processor where action is initiated. These cards are
programmed in Assembly language.

An RS-422 serial link between each PLC, and between each PLC
and the IMCS is controlled by the PLC.

Data passed between the PLCs is: status of the generator and
bus tie circuit breakers, bus tie trip initiation or trip command,
loss of voltage on bus signal, generator load, and synchronizing
operations. In addition, initialization and PLC failure contact
outputs are hard-wired between the two switchboards.

The control outputs from the PLCs are routed through electro-
mechanical relays which provide additional contacts and a link
with the backup manual controls. Each switchboard also contains a
set of PCBs for the control of circuit breakers. The PCBs per-
forming a protective function are the Overcurrent and Reverse
Power PCBs. These PCBs provide contact outputs to trip the cir-
cuit breakers, via their undervoltage coil. PCBs which control
closing of circuit breakers are the Synchro-Check and Phase
Rotation (for shore power) boards. The contact output of the
synchro check card controls closing of the desired circuit breaker
when the backup manual permissive paralleling mode is selected.
The contact output of the phase rotation card is routed as a
digital input to the PLC.

Per normal design practice, instrument transformers for
monitoring are separate from those for protection. However, the
same transformers are used for the switchboard meters as for the
transducers that provide a 4-20 mA output to the PLC. Manual
controls and instrumentation on the switchboard are fairly
conventional.
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6.2 Control of Distribution Circuits

As shown in Figure 1, power panels supplying essential loads
are fed from both switchboards via transfer switches. To avoid
sudden transfer of all such loads to a generator, as would happen
when a blackout is followed by the starting of a standby generator
and its connection to the the bus bars, only the most essential
loads are fed through automatic transfer switches. The other
essential loads are fed through manual transfer switches.

As a new feature on Canadian ships, these manual transfer
switches incorporate electrical controls similar to the automatic
switches except that transfer is controlled by pushbuttons on the
switchboards or through the IMCS. Status of both types of swit-
ches is indicated on the IMCS, with the status of the manual
switches also indicated at the switchboards.

6.3 Fault Finding

Given the complexity of the switchboard controls, substantial
aids to troubleshooting are a necessity and have been incorporated
in the design. For example, automatic test of the PLC is sup-
ported by such aids as auxiliary contacts on digital output relays
which are monitored by the PLC to verify relay operation, and a
reference voltage along with a test channel on the analog/ digital
converters. Two fault acknowledge cards provide local LED indica-
tion of particular fault conditions (e.g. undervoltage, over-
current, reverse power) on generator and bus tie circuits and
provide contact inputs representing these conditions to the PLC.

Loss of 28 V control power is indicated by a lamp on the
switchboard and additional LEDs are provided within the switch-
board to indicate the particular section in which power has been
lost.

7. INTEGRATED MACHINERY CONTROL SYSTEM

The IMCS is a ship-wide distributed system which is designed
to provide fault tolerant, highly reliable, centralized control
and monitoring of marine systems and equipment.

7.1 Overview of the IMCS

The essential constituents of the IMCS are:

a. The Remote Terminal Units (RTU), dispersed throughout
the vessel, which receive analog and contact inputs from machinery
and sensors, process the data as required and then transmit it to
other RTUs and the control consoles;
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b. The control/display consoles in the NCR and the Bridge
which provide the Man-Machine Interface and additional processing,
and

c. The bi-directional, triplicated data bus. The conuuni-
cations protocol provides a high degree of message security with
all stations polled every 300 milli-seconds. Data is transmitted
on all three buses simultaneously, but received on only one. The
receiving bus is continually changed to ensure that the system is
fully operational.

The system is designed such that loss of any unit has a
minimal effect on the remainder. With the processing spread
throughout the ship, local operation of equipment will not be
affected by damage elsewhere. Although loss of the consoles in
the MCR will seriously disrupt control of most equipment, fallback
control positions will allow continued operation.

7.2 Control and Monitoring by Watchkeepers

The watchkeeper on duty will call up the relevant page (our
designation for the different screen displays available) by using
either the keyboard, 'hot keys', trackball (similar to an upside
down mouse) or software assigned keys. These software keys are a
set of eight keys directly under the display whose function is
assigned by whatever page is up.

The system being monitored/controlled will be displayed as a
schematic diagram, showing data at the relevant monitor/control
points, eg. voltages, circuit breaker status or generator status.
If out-of-tolerance data, or faults occur, the display of the
affected point changes colour (orange/warning or red/alarm) and
shape (square to triangle) and flashes to attract the watch-
keeper's attention.

If a problem occurs in a system not currently displayed, an
alarm message is displayed at the bottom of the screen and remains
there until acknowledged.

Taking as an example operation of the manual transfer swit-
ches, the watchkeeper first calls up the page which displays them.
This will provide a listing of the switches, availability of
normal or alternate power for each switch and the source to which
the switch is connected. At the same time, the software keys are
designated as 'Switch to Normal', 'Switch to Alternate' and 'Swit-
ch to other pages'. When the watchkeeper wishes to change the
status of a switch, he/she uses the trackball to move the screen's
cursor onto the switch's line, then presses the software key which
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accomplishes the desired action. Assuming the switch transfers
over, the display will then change to show its new status. If the
switch does not transfer, after a set interval an alarm message
will be displayed.

7.3 Control and Monitoring of the Electric Plant

The electric plant will normally be monitored and controlled
from a console in the MCR. Although separate consoles are avail-
able to accommodate watchkeepers for propulsion, electrical and
auxiliary systems, under normal conditions only one watchkeeper
will be on duty at the central console.

The normal functions controlled by the watchkeeper are:

-designating sets as Standby #1, #2, etc. (for automatic
startup);

-initiating the starting, stopping and paralleling of
sets as required for rotation of running hours;

-initiating the paralleling, connection and dis-
connection of shore power;

The only automatic function done by the IMCS itself is the
initiation of the start and automatic paralleling of a standby
generator when the loading on the system reaches 80% of the on-
line capacity.

Under action conditions, the watchkeeper would configure the
system as required, ie. number of generators on line, bus-ties
open or closed and possible rearrangement of normal/alternate
feeds to the manual transfer switches.

Under damaged conditions, the watchkeeper will re-configure
the system as far as possible in order to supply power to critical
loads, through the manual transfer switches.

7.4 Monitoring Features

The status of the system can be assessed using the trend
monitoring or data logging features of the IMCS. The operator can
select various parameters, eg. kilowatt loading on the plant, with
data recorded every 15 minutes over a period of time. This will
permit an accurate assessment of the capability for future addi-
tions or changes to be made.

The health of the diesel generator sets can also be moni-
tored, by logging temperatures and pressures for evaluation by
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engineering staff. Future software enhancements may permit auto-

matic assessment of engine health as a feature of the IMCS.

9. MAINTENANCE

The design features which simplify trouble shooting of the
electronics have been previously described. Once a problem has
been localized, test sets for the electronics in the LCP and the
switchboard are available to test individual PCBs and to check the
computer systems.

Depending on the predicted failure rates and their effect on
equipment availability, test sets for specific boards may be
carried on board. For the other boards, test sets will be held
ashore and maintenance will be carried out by shore based (Second
and Third Line) maintenance groups. It is intended to have PCBs
repaired by the manufacturer.

10. CONCLUSION

The description of the control and monitoring facilities i2
this paper illustrates that although the modern shipboard electric
plant is becoming more complex, enhanced survivability with re-
duced operator surveillance is possible through use of distributed
computer based systems. Sufficient spare capacity and flexibility
exists in the systems to accom odate future improvements.

Only operating experience on these ships will determine if
the backup hard wired controls represent a transition to future
all digital systems or should remain as essential insurance
against 'fragile' electronic systems.
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A NEW GEZNRATIZOF 0 RU IOR MANRNZ CONTROL SYSThKS

Marc Dietzway
and Michael L. Hagins

TANO Marine Systems, Inc.

1. ABSTRACT

This paper will discuss the new generation of Remote Terminal
Unit that is being used on the Auxiliary Oiler T-AO 187 Class
(198 Series). The paper will describe the latest developments in
this new RTU technology including autonomous data acquisition and
control modules as well as redundant power and communications
busses within an RTU.

This paper will detail how this new generation of RTU will
enhance marine monitoring and control systems by, adding
versatility, increasing reliability, simplifying expansion, and
greatly simplifying and cutting maintenance costs. It will also
discuss the use of this same technology in other areas of marine
monitoring and control systems.

2. INTRODUCTION

The T-AO 198 series of the T-AO 187 class of auxiliary
oilers, which are being built by Avondale Industries, will employ
a new generation of Remote Terminal Units (RTUs) built by TANO
Marine Systems. This new generation of RTUs (known by the
product name of TANOnet) has many advantages over earlier RTU
designs including, autonomous data acquisition, added
versatility, increased reliability, redundant power bussing,
simplified expandability, and simplified maintenance.

Figure 1 depicts the older generation RTUs which required
separate printed circuit cards for the signal input or output
conductor interface (I/O), the signal processing electronics, and
the data acquisition and communications computer. Usually, one
card basket would be required to contain printed circuit modules
suchas processors, memory controllers, Random Access Memory (RAM)
modules, Read Only Memory (ROM) modules, serial line interface
modules, voltage regulators, and Data Acquisition and Control
(DAC) controllers. Another card basket would be required to
house signal conditioners for the various types of input signals,
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such as, 4 to 20 milliamperes, 0 to 10 volts, supervised contact,
unsupervised contact, resistance temperature devices (RTD),
thermocouple, contact output, analog output, etc. The I/O boards
were normally standard EIA 19 inch rack mounted printed circuit
cards which interfaced with the signal processing cards via
either discrete conductors or flat cable.

Figure 2 depicts the new generation of RTU. These new
generation RTUs do not use card baskets and separate cards for
I/O, signal conditioning, and processing. A single, 19 inch rack
mounted, card will perform all of these functions (for a
particular set of input types), as well as generate its own
special power requirements from an unregulated 24 volt supply.
This means that RTUs can now be economically dispersed throughout
a ship at locations closer to the associated equipment. This
feature will save cable weight on new ships by reducing the
distance between the end devices and the RTU. Several of the new
RTU cards can be grouped together and controlled by a single
processor card if the desired shipboard design so dictates.

3. DETAILS OF BENEFITS

3.1 Autonomous Data Acquisition

Each I/O module is completely independent and is a fully
self-contained data acquisition unit, it has all the required
signal conditioning, data converters, and an embedded
microcontroller that performs all required I/O signal processing
as well as performing internal diagnostics. These I/O modules
perform as microRTUs in that they communicate with the RTU
processor over a simple two-wire (RS-485) serial data link. In
many applications today's RTUs do not require a processor module,
the I/O modules can communicate directly with the host computer
over this same RS-485 serial data link.

3.2 Added Versatility

Processor modules typically have a high-performance 16-bit
(internal bus) microprocessor, a real-time clock, memory with
battery backup, and may have as many as four (4) built-in serial
communications ports. These modules can be used as an
intelligent controller for distributed control applications.
They also handle communications between its local I/O modules and
a host computer through the use of one of the communications
ports. The additional communications ports may be used for
redundant communications to a host computer, local display, data
entry/programming terminal or data logger.

Depending on the type of data points being monitored or
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controlled, individual I/O modules can be channel by channel
software configured. For example, on a relay output module,
relays can be individually software configured to momentary,
latching or duty cycled modes of operation.

3.3 Increased Reliability

Because the New Generation RTU processor consists of only one
module, there are far fewer overhead electronic components in the
RTU. By eliminating card baskets, there are no fragile wire
wrapped back planes or mother boards. By performing the signal
processing on the I/O modules, the use of flat cable is virtually
eliminated. The elimination of the RTU level of voltage
regulators and the use of power efficient CMOS technology, allows
the RTU to run much cooler. All of these design considerations
contribute to a more rugged and more reliable RTU.

3.4 Redundant Power Bussing

Each processor and I/O module has its own independent voltage
regulators that require only unregulated +24 Vdc input power
which is redundant and can be fused separately. The RTU's
low-power consumption makes them ideally suited for battery and
solar powered applications.

3.5 Redundant Communications Bussing

The TANOnet processor and I/O modules communicate over a
common high-speed, 2-wire, RS-485 serial communications bus.
These are the only common signal lines among the TANOnet I/O
modules. Common dependent parallel data, address and signal
buses are not utilized within the TANOnet system architecture.

3.6 Simplifying Expansion

Because there are no card baskets to limit expansion space,
and very little internal cabling is used, expanding the data
point capacity of an RTU is simply a matter of mounting a new I/O
module in any available rail space, setting the I/O module's
address and plugging in the combined power and communication
cable. Of course the host computer's database must support these
additional data points.

3.7 Simplifying Kaintenance

Any I/O module(s) can be replaced with power on, without
disrupting the rest of the RTU. The RTU will continue to operate
properly with I/O module(s) missing, excluding the data from the
missing I/O module(s).
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There is no need to disconnect sensor wires from the
terminals blocks in the RTU when replacing an I/O module. All
I/O modules have heavy-duty, depluggable terminal blocks with a
protective flip-top safety cover.

3.8 Built-in Firmware Diagnostics

For reliability and maintainability, all modules have a
built-in watchdog timer, fault LED and status indicators. Each
I/O module has its own internal diagnostics that run continuously
and independent from other I/Os and processors. Each I/O frame
type has different diagnostics specifically designed to evaluate
the performance of the particular type of hardware resources
onboard.

3.9 Low Maintenanoe Cost

Troubleshooting is as simple as identifying the I/O module on
which the failed input(s) is on. This is best accomplished by
looking-up the I/O module address of the failed data point
available in the host computer database. Health LEDs labeled
"RUN" and "TRANSMIT" are on all modules which also aids in the
troubleshooting process.

Because the RTU's processor is on one module and all signal
processing is accomplished on directly on the I/O module, there
are fewer types of P.C. cards in the RTU and spares inventories
are greatly reduced.
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NEW MICROPROCESSOR-BASED MACHINERY SURVEILLANCE
SYSTEM FOR TYPE 22 FRIGATES

by W. N. Pym
Racal Marine Electronics Limited
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Sea Systems Controllerate

Bath, U.K.

1. ABSTRACT

HMS BROADSWORD, lead ship of the RN Type 22 class frigates, was laid down in February
1975 and commissioned in May 1979. The machinery surveillance system fitted in this ship,
and subsequently her later sister ships, was adapted from a successful commercial marine
system of that period, Decca ISIS 300.

Electronic technology has advanced rapidly since that time. This, together with the 10 year
interval between the commissioning of HMS BROADSWORD and the last Type 22, HMS
CHATHAM, faced the MOD Procurement Executive with the problems and increasing costs of
supporting 'seventies generation electronics well into the 21st century.

This paper describes the requirements laid down to select a new system and to contain the
costs of equipment changes. Features of the new microprocessor-based system are discussed
and operational experience is reported, together with recommendations for future
enhancements.

In conclusion, this paper reports on recent developments in the application of this system to

commercial vessels.

2. INTRODUCTION

ISIS 300, introduced in 1969, and installed in nearly 50 NATO warships (in addition to several
hundred commercial vessels), is a distributed, solid-state scanning system.

The ISIS 300 system configuration in the Type 22 (see Figure 1) has six local scanners,
bulkhead mounted adjacent to the machinery under surveillance. Each scanner contains up to
40 single channel plug-in input acceptor modules. Analogue modules are equipped with high
and/or low alarm setpoint potentiometers and provide 31 common measurement ranges for
transducers calibrated to give an input signal of 0-100mv DC for zero to full scale. Alternative
input acceptor modules are supplied for PRT's (RTD's) and switch type inputs.
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Figure 1 ISiS 300 system configuration
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Transducer signals are amplified within the scanners and the channel data from each scanner
is transmitted sequentially through large multicore cables to the central processor, which
contains the bulk of the system logic on eight large printed circuit boards.

Two digital display units are provided. The primary unit is located in the Machinery and
Electrical Control Console Assembly (MECCA) with an auxiliary unit in the EOOW's desk.
Each unit contains three decade switches for channel selection, with the number of the
selected channel displayed on the first three of eight 'Nixie' digital indicator tubes. The
remaining indicators display a four digit value with minus sign when appropriate. Display mode
switches allow the presentation of channel value in the appropriate engineering units, high and
low alarm limits, system time or test values.

The central processor also provides outputs to a group alarm display and five 40 channel main
alarm display drivers. These latter units are connected in turn to individual alarm lamps in the
MECCA mimics.

The remaining major item of equipment is a printer for data logging and alarm history recording.

While the above outline is necessarily brief, ISIS 300 was a leader in its field in the 'seventies
with many innovative features, including the distinction of being the first distributed, solid-state
scanning system designed to marine specifications.

More recently enhancements have been made to ISIS 300, the most significant of which is the
improvement in the Man-Machine Interface (MMI) by the addition of a VDU at the watchkeeping
position. This releases the watchkeeper from the laborious task of dialling up channels on the
digital display, allowing him to select important alarm channels and display them constantly
throughout his watch.

Limitations and cost considerations were taken into account in the improvement of a system
that employs outdated technology, but the worrying factor remained the creeping obsolescence
and consequent inevitable decline in the reliability of the system.

Electronic technology has advanced rapidly in the last ten
years. When viewing ISIS 300 from the perspective of - .
today's technology, one is immediately struck by its
massive construction: e.g. scanners (Figure 2) with
dimensions 1090 x 540 x 250mm, weighing nearly
80kgs each. The restricted and time consuming MMI,
with its single line Nixie tube display accessed
through multiple decade and mode switches, becomes
immediately apparent. These shortcomings, however, are
overshadowed when one considers the 10 year interval
between the commissioning of HMS BROADSWORD
and the last Type 22, HMS CHATHAM.

Figure 2 ISIS 300 local scanner
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3. SYSTEM REPLACEMENT CRITERIA

The obvious solution was to replace ISIS 300 with a new and more cost-effective
microprocessor-based system and in 1985 the Procurement Executive commissioned an
independent market survey to find a system that could meet the following criteria:

* As a minimum, provide the function and facilities of the current ISIS 300 Machinery
Surveillance System.

* Use existing technology to the fullest extent i.e. minimising 'high risk' development.

* Be compatible with existing transducers, space restrictions, mechanical interfaces,
transducer wiring, ship's cabling and other alarm and warning systems.

A list of likely suppliers, including reputable manufacturers with sufficient experience in non-
marine fields as well as those with proven naval and/or rugged marine environment track
records, was compiled. These manufacturers were invited to submit equipment design
specifications for analysis under the following requirement:

* Overall equipment and installation costs.

* Enhanced MMI.

* Installation.

* Maintainability.

0 Support.

3.1 Overall Equipmen" and Installation Costs.

a Cabling Althouy- g-" , ; systems are usually cheaper than earlier
generations, both in initi.. n a -i through life costs, a major concern was the expense
(and considerable disturbanc:. uf replacing system cabling, both transducer to surveillance
system cabling and unit interconnection cabling. The selected system was to utilise existing
cabling wherever viable, particularly where watertight bulkhead penetration between
compartments was involved.

b Transducers For any major surveillance system, a large percentage of the total cost is
made up by the on-plant instrumentation, i.e. pressure and temperature transducers etc. It was
therefore a requirement that the new system would utilise, wherever possible, existing
transducers, both analogue and digital. In the case of analogue transducers with 0-100 mV DC
signals, provision was to be made to permit future conversion to the more widely accepted
standard 4-20 mA DC, with minimum disruption to the existing system.
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c Existing Alarm & Warning Systems The selected system was to be capable of integrating
fully with existing alarm and warnings as employed in the MECCA, Gas Turbine and Gearbox
Vibration Monitoring Systems.

3.2. Enhanced MMI

A means of improving the existing display of alarm and warning data was an important
consideration in the new system. The visual display unit had already proved to be a valuable
improvement to the ISIS 300 system, and this was expected to form the MMI within the new
system. It was considered that the introduction of this form of MMI would reduce watchkeeper
workload, facilitate the presentation of multi-channel surveillance information and, of no lesser
importance, introduce a medium with which a watchkeeper would be familiar.

All system data was to be accessed from a user-friendly, keyboard-driven visual display unit,
structured by menus, where the re-configuration of all channel data could be carried out if
required under password control.

Features from the MMI were to include the following:

* Channel information displayed in tabular or bargraph form.

" Special logs and reports.

* Selected lists.

" Capability for both fixed and portable VDU operator stations independently accessing data
from the system.

• Local scanner units capable of operating in an intelligent stand-alone mode with local
display of alarm and warning parameters, with the facility for monitoring equipment locally
during test, trials and fault-finding.

* Serial data links interfacing with other related systems i.e. local control panels, computers

and modems.

3.3 Maintainability

The system was to be capable of comprehensive system self-checking, including indication of
earth faults and sensor failures, with the availability of test functions for all lamps, keyboards,
monitors and communication links.

3.4 Support

a Spares With the selected replacement system likely to be retrofitted in three majorclasses
of warships, totalling some 25 vessels, special-to-purpose items were to be kept to an absolute
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minimum. The use of a common range of modules distributed throughout the system and
capable of being used across the three classes of vessels was considered essential.

b Equipment Life The selected system was to be supportable for a minimum of 20 years
and make provision for advances in electronic technology.

c Training It was desirable that the selected system be capable of being re-configured for a
shore-based training simulator, providing structured operator and maintainer training.

3.5. Installation

Retrofit of the new system was to be possible without dockyard assistance within a 10 day
period, to provide the opportunity of accomplishing the work during a berthing period while the
ship remained in commission. All remote system units were to fit within the space envelopes of
the original equipment and be capable of accepting existing cable harnesses without major
re-work.

4. THE SOLUTION

Detailed analysis of the market survey results revealed that the Racal-Decca microprocessor-
based ISIS 250, 3rd generation successor to ISIS 300, was a prime candidate as a
replacement system. This choice was confirmed after a comprehensive six months minor trial
in the RN hydrographic survey vessel, HMS HECATE (the original trials ship for ISIS 300 in
1971). During this trial, HMS HECATE spent 85% of the time at sea with the system in full use.
The equipment was retrofitted in three days using 90% of existing cabling and transducers, and
was found to be very reliable, with considerable improvements made to the watchkeeping
capabilities within the vessel.

The system on HMS HECATE, however, was small and in no way representative of the
comprehensive system required for the surveillance of gas turbine propulsion, gearboxes and
the wide range of auxiliary machinery found in a modern warship. A further minor trial was
initiated to prove the retrofit of a full ISIS 250 system and its performance under operational
conditions on a T22 frigate prior to class installation.

4.1 System Technical Description

Figure 3 illustrates the replacement surveillance system. All original cabling is retained,
although significantly fewer cores are used in interconnecting the major units. Additional
cabling is minimal, being limited to local connections between keyboards and monitors, etc.

Data from remote transducers is collected in 48-channel local scanning units (LSUs). Each
LSU contains three 16-channel analogue/logic input modules, an interrogation panel and a
processor module.
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The input module will accept 4-2OmA, 100 ohm PRT or
contact signals wired directly, in any mix. All other signal
types are handled by a series of small interface units that
convert the incoming signals to 4-2OmA. This technique is -

used extensively in HMS BROADSWORD. Referring to
Figure 4, the lower portion of the LSU enclosure houses
these interface units, positioned to replicate the locations of
the original system cable terminations. A further benefit of
this arrangement is that when the original transducer is
later replaced by a 4-2OmA equivalent, the interface unit
can be readily removed and replaced by a simple jumper
connection.
The interrogation panel permits the maintainer to read each
channel's measurement value, high and low alarm setpoint
locally, while the processor module updates all channel data
every second for onward transmission to the central displays.
The processor module also provides another important
feature by ensuring that each LSU will continue to function
autonomously in back-up mode automatically in the event of
loss of communication with the central displays. Figure 4 LSU enclosure

The data capture unit (DCU) in turn continuously polls all six LSUs via the RS 485 serial
communication link with these units. The DCU, mounted in the marshalling box that replaces
the CPU of the original system, consists of an identical processor to that used in the LSU, but
with a different software program.

Two VDU operator workstations are provided in the MECCA and on the EOOW watchkeeper's
desk respectively. Each workstation consists of a video drive unit, a multifunction alphanumeric
keybord and a colour monitor. The video drive unit once again uses the same processor
module as described earlier, together with a video processor module. This latter unit handles all
video processing so that a wide range of conventional colour monitors can be used with the
system, eliminating the need for costly and specialised visual display units.

As in the earlier system, outputs are provided to individual alarm lamps in the MECCA mimics.
Once again, provision has been made to simplify the rapid retrofit of the earlier system. In this
particular case, a special printed circuit board was designed that is compatible with the new
ISIS 250 system, but which fits into the existing frame supplied with the original system, again
without disturbing existing wiring.

A printer for data logging and alarm history recording, mounted on the marshalling box (with
paper feed trays inside the box), is also supplied to complete the system. However, in common
with the rest of the new system, this unit provides a far wider and more flexible range of
operator and maintainer functions as described below.
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Reference has been made to the repetitive use of the same processor module in various units.
This is part of a deliberate policy to simplify system troubleshooting and spares provisioning. As
a result of this approach, the principal printed circuit boards in the system have been reduced to
four types. This also considerably simplifies the task of coping with future technology changes
by printed circuit board update and replacement.

4.2 Systsm Operation

Before proceeding to describe the operation of the system, it is important to emphasise that the
ISIS 250 was designed to commercial marine specifications, like its predecessor, ISIS 300.
These specifications are embodied in the rules and regulations of the major international
classification societies for periodically unattended machinery spaces. The increasingly
demanding environmental specifications, and harsh economics of the shrinking shipbuilding
industry in the late 'eighties have all contributed to the evolution of this latest ISIS.

It was gratifying therefore to learn that the Ministry of Defence wished to take advantage of this
hard won commercial experience and distill it to meet naval requirements; not to impose new
and rigid specifications. The result of this co-operative approach was an extremely economical
and cost effective system, whose operation is essentially identical to its commercial equivalent.
ISIS 250 displays are organised in an easy-to-understand hierarchy, starting with a
representation of the keyboard to guide the operator in accessing the primary level of displays,
as shown in Figure 5.

Once any of the primary displays, e.g. latest alarms, group alarms, logs and reports etc., has
been selected, information messages are provided at the bottom of the screen to advise the
operator how to proceed down through the display hierachy.

a LatestAlarms Pressing the primary level ALARMS key will display the first page of latest
alarms changes, with the most recent event at the top of the screen. A red background denotes
an alarm and a green background a return to normal. Up to 3 pages of latest alarms are
available on the screen, i.e. the latest 60 alarm events.

A new alarm will flash the relevant alarm status word. When the alarm is accepted, the status
word will stop flashing and go steady. In addition to alarm status (such as high, low) channels
inhibited whilst in alarm are also displayed.

A further valuable feature is that the system recognises out of range signals and displays FAIL
to denote either a sensor failure or earth fault external to the ISIS equipment, with
discrimination to a single channel.

An option is available during system configuration whereby a return to normal is displayed for 5
minutes only, after which time both the return to normal and the corresponding alarm entry are
removed from the display. This feature ensures that only outstanding alarms and recently
corrected alarm conditions are displayed. No information is lost if this option is selected as all
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alarm events are printed automatically on the system printer with time and full details. Return to
normal messages are also handled similarly.

b Group Displays and Bargraphs The second primary operating display is accessed
through the GROUP button on the keyboard. This presents an overview of all the groups in the
system. All input channels may be configured from the keyboard in up to a maximum of 48
groups. There is no limitation on the number of channels in any group. However, each channel
can only be assigned to one group.

In addition to the 48 configurable groups, a special group, designated SYSTEM GROUP,
continually monitors the health of all communications between each unit in the system.

To proceed down the hierarchy, the operator selects the group number of interest and is then
presented with a tabular display of all the channels, both analogue and binary, in that group. If
more than 20 channels are assigned to a group, additional pages are provided. The tabular
display identifies channel number, legend, current value of input, measurement units, upper
and lower alarm units and status.

A toggle button on the keyboard permits the operator to select an alternative horizontal
bargraph presentation of all the analogue channel inputs in this group, as illustrated in Figure 6.
The primary purpose of this display is to allow the operator to rapidly scan the condition of the
analogue channels 'at-a-glance'. it should be recognised that there may be binary channels
also configured in this group which will not be apparent from this particular display and therefore
alarm acknowledgement can only be effected from the companion tabular display which lists all
channels.
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Figure 6 Bargraph display
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In the bargraph presentation, each channel will occupy either one or two lines; consequently
the number of channels on a page is no longer fixed. For this reason there will be no
correspondence between the page contents in different modes. Two lines are normally required
because the scale of the bargraph appears on the upper line and the bar itself appears on the
lower line. Where several consecutive channels share the same scale, only the first channel
takes two lines since the scale is not repeated unless it is different. The format from left to right
is:

first line scale markings
measurement units

second line channel number
channel text
bar graph
channel value

The bargraph has arrowheads indicating low and high alarm limits and the colour is green for a
channel which is not in alarm, yellow for a channel which is inhibited and red for a channel
which is in alarm. No distinction is made between acknowledged and unacknowledged alarms
in this mode.

c Logs and Reports Pressing the primary level button 'LOGS' acesses the menu of logv

and reports, permitting the operator to select the following for printout on demand;

(a) Log of any group.

(b) Complete log.

(c) Single channel log.

(d) Selected list report.

If an alarm (or retum) occurs while a log is in the course of printing, the alarm message will be
stored until the log printout is complete and then printed with the actual time of the alarm
occurrence. This ensures that a single printer can handle both logs and alarms without
over-printing.

Scheduled logs are printed automatically and can be scheduled at any time interval from 1
minute to 24 hours. For logs that are scheduled at intervals that are not divisible into 24 hours,
the schedule is automatically reset each midnight.
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d Selected Lists The ISIS 250 selected lists feature provides the watchkeeper and
maintainer with an extremely useful tool to construct his own temporary groups, bargraphs and
printouts, without disturbing the main system displays. Accessed and constructed through the
system administration function, there are eight lists available, each with up to 32 channels.
A separate set of eight selected lists is available at each independent VDU workstation.

In each list, the operator can assign any channel throughout the system, combined in any order
and then:

(a) Display the list in tabular form on demand.

(b) Display the list in bargraph form on demand.

(c) Where a printer is connected to the workstation, print the selected list at time intervals
from 1 minute to 24 hours, or at any time on demand.

e System Administration Pressing the ACTION' button from the top level keyboard display
provides access to a menu of system administration functions. At the discretion of the MEO,
any or all of these functions can be protected from unauthorised entry by means of an
alphanumeric password.

The various displays within this particular hierarchy permit the full configuration of the system,
including text, from the keyboard. This feature eliminates the need to return equipment to the
factory if last minute system or channel configuration changes are required.

Figure 7 shows a typical configuration page for a single channel. As the operator moves
through a question and answer routine, the legal choices for each parameter are presented in a
window on the right hand side of the screen.

ALARM UNIT CHANNEL

OPIONS

0. NO Oelay
DESCRrPTIft, P I, AN OIL PRESS I sTonA I. I
TIY.E : 4-go. 2. 2 SO-4 I. 2 i '1 $
TKE EXTENSOI :OSTIIO 3. 3 iondo I3. 3 tes
6NOOP.CtIMNL ARC0Q! 4. 5 nO IN. 5 Smr*t
DEL., 5. IO opoonds 00. 10 Rinutes
INSOITDTO Sy CHASEL . 0. 15 odo

7. 20 onds
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MITI IM 10. 50
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HIGH LIMIT . 00
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Figure 7 Typical configuration display
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On completion of the channel configuration, another system administration function permits the
operator to print out a fully documented copy of all channel details for record and checking
purposes.

Other functions included in this section are:

(a) Change date and time.

(b) Function test of workstation and communications.

(c) Log scheduling.

(d) Changing selected list details.

(e) System and option configuration.

It should be noted that none of the displays illustrated in this paper reflect actual Type 22
operational parameters.

5. OPERATIONAL EXPERIENCE

The authors visited HMS BROADSWORD in early March 1990 to obtain first-hand reactions to
the new system. It was immediately noted that, although there had been some major changes
in the marine engineering staff since the ISIS 250 installation, a high degree of acceptance of
the system was evident.

The watchkeepers have found the system easy to use and confidently demonstrated their
mastery of the display hierarchy. Particular use had been made of the flexible selected list
feature which had been well received. Examples of its use were:

* Engineer Officers of the Watch used this facility extensively, having their own personal lists
showing parameters which they may, on certain occasions wish to monitor closely, adding
or removing channels from the list as required.

• Special lists of tank levels were found helpful for fuel bunkering and transfer etc. Particular
use was made of the bargraphs in this instance.

The maintainers were equally adept with the system and conversant with the system
administration features which they found most helpful. They acknowledged that, as in all
marine installations, the primary maintenance work was involved in checking transducers,
particularly those in inaccessible areas. ISIS 250, with its local interrogation panels in each
LSU, simplified this task considerably. Individual sensor failure indication and system
health/fault-finding features were praised.
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Perhaps the most surprising finding in summary was the confident matter-of-fact use of the

system by the young watchkeepers, all of whom had been trained on board.

5.1 Recommendations for Future Enhancements

a Interfacing with Local Control Panels Investigations are in' -.nd at the time of writing this
paper to employ the existing trending and graphics packages, available as options with ISIS
250, on primary and secondary surveillance of diesel generators, without necessarily
increasing the number of parameters measured directly by ISIS 250.

This can be achieved by a serial link (RS232 or similar) between the microprocessor-based
local control and surveillance panel and ISIS 250, facilitating a 'dump'of data from parameters
measured by the local control panel (e.g. lub oil pressure, exhaust gas temperature etc.) for
analysis by the ISIS.

b Graphics & Trending The use of keyboard-configurable standard engine graphics would
form a continuous dynamic representation of particular equipment parameters, e.g. for diesel
generators, where a total picture of alarms and warnings would be invaluable in giving the
running characteristics of an equipment following a major overhaul, repair or indeed new
installation.

A secondary function of the graphics would allow the watchkeeper to familiarise himself with a
transducer fit on a particular equipment or system, thus providing a useful on-board training
facility. In addition, the system's trending package could be helpful in the short and long term
condition monitoring of certain equipment following ovehaul and repairs, and in predicting future
maintenance tasks.

c Exhaust Gas Temperature Averaging (EGA) A further potential enhancement to the
system's condition monitoring capabilities is to use the EGA feature that is resident in all ISIS
250 systems. This feature uses dynamic limit setting, i.e. limits vary with engine load. As
shown in Fig 8, tight deviation limits can be set at full load, with wider limits at engine idling
temperatures. Below this point, the EGA facility is inhibited. In this manner, tight control of
engine balance can be maintained.

d Closed Circuit Television (CCTV) To increase the flexibility of ISIS 250 for enhanced
surveillance of unmanned machinery spaces, sensitive areas and for damage control
scenarios, consideration is being given to integrating a CCTV element. The CCTV proposed
would integrate with ISIS 250 in that the workstation colour monitor would be switched between
a selected camera and alarm and warning data. This would optimise the use of display space in
the ship control centre.

When a camera is selected a common pan and tilt joystick would control directions, whilst a
common zoom 'in'/out' push switch controls the lens field of the selected unit.
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An override switch would automatically return the display to ISIS in the event of an alarm

condition being detected.

6. COMMERCIAL DEVELOPMENTS

Reference has been made earlier to the commercial evolution of ISIS 250. This process
continues in response to market demands. Briefly outlined below are some further facilities
that have been added in the last two years (in addition to the graphics and trending mentioned
earlier) which may also have potential naval application:

6.1 Bearing Temperature Monitoring

Experience has shown that main bearing problems in marine diesel engines can develop
rapidly, often with catastrophic results. Early indication of an abnormal condition is therefore
highly desirable.

While high temperature alarms are normally provided for each main bearing, further security
can be obtained by adding channels that provide alarms (often coupled with an engine
slowdown output) for excessive rate-of-rise in bearing temperatures. This can often provide an
early warning, even before the corresponding high temperature alarm limit is reached.

This feature is available as an option with ISIS 250. Parallel channels, i.e. two per bearing,
provide both absolute temperature and excessive temperature rate-of-rise alarms. Each
temperature is sampled once per second and the rate-of-rise function is enabled once the
bearing reaches its preset normal operating temperature.
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An alarm, is generated on detection of a rise in temperature of more than 2C (adjustable) in a

preset time.

6.2 Tank Contents Calculations

A typical tabular display of tank contents is illustrated in Figure 9. In this instance, ballast and
FW tanks are summarised, although this facility applies equally to other tank contents such as
fuel oil, etc.

eALLAST TANK CONTENTS

FOR 6.04" 3229343 16031.025 33690 10I2O.01S

ND.J 910(O 20.86 M 191116 T6041.020 2041 0 69.61%
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40.291 MYT 18.46 H 536646U 6% 1.02 4S 66.2
66.291 W ( 12.22 H 4956 663 607 1.0205 60700T 63.61%
66.3 W0 (P) 13.40 M 55104 PCG 1.025 56500 65.68
66.391 OT R.72 P SS 004 6603.020 06400 05.7 %
66.4 911 7-P 9.76 M 656646 610 1.025 07020 ! 65.9
NO.491 W 36.024 M 406 611 1.025 BM 60 02.05
40.5 WBT M 20.54 M 524D06 6111.025 53700T 66.91I

T .5 10 7.40 M4W 4534 61331.025 4b100T 62.25S
6.4 HMO. 6.18 N 644 0 6104 2.25 0400 4

6650. 003 7 61 61.025 70 0.21

WT96 -PEA 4.16N 19 2 02. 6 6 11.02 202.61 026.51
0275W t5 0 .226 2 33.9 M3461 526.36 23.90 0 1.01Z

0934, ~ Igure 9 Tank
1E6 05 43 contents display

Standard level displays are catered for in the system in a similar manner to other analogue
inputs, such as pressure, temperature, etc. That is, level information is provided in both tabular
and bargraph form as 0-100 percent level, with high and/or low level alarms as appropriate.

An additional DCU, identified as a sequence processor, is used when displays of capacity
and/or mass are required. To achieve this, tank table data of level vs capacity, tonnes, barrels
etc. is stored in look-up tables held in the sequence processor software. Specific gravity
adjustments, if required, are manually entered from the keyboard.

6.3 Interiam, to a Personal Computer

ISIS 250 is essentially a real-time system, designed to give rapid identification of and response
to alarm conditions. With increasing frequency, requirements are encountered for long term
trending and analysis, interfacing with proprietary ship management programs, ship stability
programs, etc.

These types of requirements are handled flexibly and economically by collecting selected ISIS
250 channel information and transferrng this data via the ISIS 250 PC Data Collection Program
to prepared files in a personal computer.
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A special interface processor (DCU) is connected to an IBM, or compatible, personal computer

by an RS232C link. The program provides a menu of displays in the PC which allow the user to:

* Set up the channels from which he requires to collect data.

0 Determine the collection time intervals for each channel.

* Initialise the interface processor.

* Permit transfer of data to the PC. with limitless manipulation possibilities.

©

Controller, Her Majesty's Stationery Office, London, 1990
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UnGUNBRXNG MARINE SYSTNS USING ADA PROGUIMNING
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1. ABSTRACT

As marine control systems have evolved from pneumatic
controls to primarily software-based monitoring and control
systems, the need for a standardized software language has
surfaced. Ada has been chosen as that language. Designing large,
complex systems is facilitated by Ada's features. The support
for "packages" allows designers to clearly define system
components and their interfaces. For real-time systems, Ada's
support for "tasks" provides for modular processing of
asynchronous events.

Ada requires the programmer to stay within the strict
guidelines of Ada syntax, making it easier for other programmers
to adapt to already designed code.

Ada Compilers have been developed for a number of different
machines ranging from IBM PC compatibles to 68000 VME computers.
With minimal effort, systems designed for one environment may be
adapted to another.

As we approach the 21st century, packages of Ada software
will become readily available for purchase. When interfaced with
a specific database and with a few polishing touches from the
cognizant systems engineer, these packages will comprise complex
marine systems. These modular systems will reduce the engineering
effort considerably and allow the design effort to focus more on
using more complex software calculations. These calculations
will detect trends in machinery deficiencies and alert the
operators that preventive maintenance is needed. Also expected to
evolve with the purchasable Ada packages are new Ada compilers,
which will produce faster code and be more efficient in regards
to storage requirements.

This paper will describe the "lessons learned" in developing
two marine control systems using Ada and will hope to set a trend
for future Ada development. Current topics in software,
processing, and engineering will be explained.
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2. INTRODUCTION

Creating large, reliable, easy to maintain software systems
is a complex, time-consuming task. As in any discipline, without
proper tools and sound methodologies, the process of problem-
solving is made even more difficult. "Programming languages are
neither the cause of nor the solution to software problems, but
because of the central role they play in all software activity,
they can either aggravate existing problems or simplify their
solutions" (1).

As applications for embedded computer systems become more
sophisticated, the size and cost of programs will increase.
Prior to Ada, no language existed which could allow a designer to
deal effectively with their corresponding problem spaces.

After discussing Ada's history and dispelling a few myths
that have cropped up about the language, this paper will provide
suggestions on designing building blocks for a small-scale marine
system.

3. HISTORY OF ADA

Ada evolved over a period of time as a direct result of an
effort to address what has become known as the software crisis.
The following discussion summarizes some of the highlights of the
process.

3.1 Early 1970's

The United States Department of Defense (DoD) became
concerned about the trend of rising costs of software for their
computer systems. From 1968 to 1973, they noticed that there was
a 51% increase in the cost of the systems although hardware was
rapidly becoming less expensive. For applications such as
weapons systems, cost was not the only issue; safety,
reliability, and maintainability were also major concerns. The
amount of code required for each successive system was growing
exponentially. Figure 1 illustrates this growth.

Contributing to the software crisis was the usage of a
diversity of languages which were ill-suited to embedded computer
applications, causing support costs for these systems to
skyrocket. "Some of these languages were so esoteric that only a
few programmers were skilled in them, guaranteeing maintenance
problems in years to come". (2) In 1973, software costs for
embedded computer systems accounted for 56% of all their software
expenses (see Figure 2), so the DoD turned its attention to that
area.
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Due to the real-time nature of embedded computer
applications, code written for the applications needed to be
efficient. Assembly languages were normally considered for
systems where efficiency and responsiveness to external events
were critical. By this time, however, the computer industry
began to understand the benefits of using high-order languages as
far as software quality and system life-cycle cost reduction were
concerned. Fortunately, hardware was becoming faster and
compiler technology had improved to the point that such languages
were being considered for real-time applications.

Unfortunately, although there were at least 450 languages in
use for DoD systems, no one of them was very suitable for
embedded applications.

3.2 1975

In January of this year, the High Order Language Working
Group (HOLWG) was established. It included representatives from
each of the armed services, a variety of other DoD agencies, and
from the United Kingdom, West Germany, and France. Their purpose
was to identify the requirements of high-order languages for use
in DoD systems, evaluate existing languages, and recommend the
exclusive use of a minimal set of languages.

In April, HOLWG distributed the requirements document known
as STRAWNAN. Based on responses from military departments, other
federal agencies, industry, and the academic community (in the
United States and Europe), another document called WOODENNAN was
produced. After further revision based on additional responses,
TINMAN was created. This represented the desired characteristics
for a high-order language.

3.3 1976

HOLWG, along with several contractors and individuals, began
to evaluate existing languages based on the requirements set
forth by TINMAN (which later became IRONKAN after consolidating
additional reviewer comments). Also during this time, the DoD
showed interest in reducing the number of languages in use by
issuing a directive which required the use of an approved high-
order language in defense systems (unless a different language
could be proven more cost-effective), and which established a
single point of control for each approved language.

3.4 1977

The process of evaluating IRONMAN was completed in January
1977 and led to the following conclusions:

-- A single language was desired.
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-- No existing language was suitable for use as a common

high-order language for DoD embedded computer systems.

-A now language to meet the requirements was feasible.

-- The new language should be developed from an appropriate
base. (3).

Under the direction of the Management Steering Committee,
HOLWG began to oversee the development of a common high-order
language (given the name DoD-1). HOLWG gave the responsibility
for the language design contract to the Defense Advance Research
Projects Agency (DARPA).

Since the DoD wanted the new language to be a common
standard, they wanted its design to be of high quality. Also,
they wanted it to embody a consistent philosophy so that it would
be well accepted even outside the defense community. For these
reasons, an international design competition was considered.
Teams from around the world were to be solicited for designs
which would then be evaluated. A few would be chosen to complete
detailed designs for final evaluation. In April of 1977, a
Request For Proposal (RFP) was issued internationally. The
design effort took place in three phases.

In July, DARPA initiated Phase I of the design effort by
selecting 4 of the seventeen responses to the RFP to continue in
a six-month development period which started in August. The 4
participants were: SofTech, SRI International, Intermetrics, and
Cii-Honeywell Bull. To prevent any bias on the reviewers' part,
the identity of the participants was not made known. Instead,
the proposals were color-coded Blue, Yellow, Red, and Green,
respectively.

3.5 1976

In February of 1978, Phase I concluded. Each design was
evaluated worldwide by almost 400 volunteers in 80 review teams.
In March, as a result of this effort, two of the proposals (Red
and Green) were selected for further refinement; thus began Phase
II.

In parallel to the Phase II effort, HOLWG circulated a
document known as SANDMAN which addressed issues concerning
programming environments. Revisions to SANDMAN led to the
PEBBLEMAN which was made public. Concurrent to this, HOLWG
released STEELMAN, the final version of the language requirements
document which eliminated the deficiencies uncovered during Phase
I evaluation.
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3.6 1979

Phase II was completed in March of 1979 and the two designs
were considered through April. In May, HOLlG announced that the
Green language (submitted by Cii-Honeybull Bull from France) had
won the competition and that Ada would be the official name for
the new language. The name was chosen in honor of Augusta Ada
Byron, Countess of Lovelace, and daughter of the poet Lord Byron.
"Ada Lovelace (1815-1851) was a mathematician who worked with
Charles Babbage on his difference and analytic engines. She is
noted for her early observations on the potential power of the
computer. In particular, Ada suggested how Babbage's machines
might be programmed much like the Jacquard loom, and for her work
she is considered the world's first programmer." (4)

The announcement of the winner led to Phase III of the
language effort, starting or commencing the test and evaluation
period.

Volunteers were asked to implement an existing application
in Ada. They were provided an Ada test translator and were
allowed to participate in training classes which were established
at the Navy Postgraduate School, the Air Force Academy, West
Point, Georgia Institute of Technology, and the National Physical
Laboratory (in England). During this time, a preliminary
language reference manual was circulated so that selected experts
could detect any flaws in the language design and correct any
ambiguities in the manual. In a move to prevent dialects from
forming, HOLWG initiated a contract to develop a compiler
validation facility during this phase. Also, in the fall of
1979, an Ada Board, consisting of a group of distinguished
reviewers was set up to manage any proposed language changes.
After a public test and evaluation conference held in Boston in
October 1979, over 500 reports from 15 countries were submitted.
Generally, they concluded that the language design was acceptable
but needed some slight modifications.

3.7 1950

HOLWG released a further refined document for the Ada
programming environment known as STONEMAN. The final version of
STONEMAN, distributed in February of 1980, became the basis for
Ada Programming Support Environments (APSEs). In July, based on
the reports generated in Phase III, the Ada reference manual was
finalized.

In December, HOLWG was dissolved and the Ada Joint Program
Office (AJPO) was created. Also, MIL-STD-1815 was established as
the DoD standard for Ada.
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3.8 1961

To continue the policy set forth by HOLWG of preventing

dialects, AJPO applied for Ada as a trademark of the DoD in

January 1981. "To be legally called an Ada compiler, a compiler

must pass a suite of more that 3000 validation tests and be

reevaluated annually". (5) Policy statements were obtained from

each of the military services which indicated commitments to 
Ada

as a standard, with a planned phaseout of all other languages 
for

new embedded systems by the mid-1980's.

3.9 1983

On February 17, 1983, the Ada language reference manual was

approved as an American National Standards Institute (ANSI)

standard so that Ada could move out of the exclusive domain of

the defense community and into the general computing industry.

Ada's military designation was changed to MIL-STD-1815A.

4. POPULRR KYTH8 ABOUT ADA

The earliest attempts at using Ada for real-time

applications were not very successful due to immature compilers

and because it was not clear how Ada should be employed for such

systems. As a result, some myths have evolved.

One myth is that Ada was designed by a committee and

therefore had inherent shortcomings. As can be seen in the

previous discussion of Ada's history, Ada evolved via a design

competition the results of which were subjected to review by

thousands of computer science experts around the world. Although

the potential complexity and confusion from such wide

participation could have resulted in a confused product, it did

not. Excellent leadership was provided by a select few

professionals, and final decisions were made by one man (Dr. Jean

Ichbiah) or by someone he selected. As a result, Ada has become

a powerful and consistent tool for creating and managing large,
complex software systems.

Another myth is that Ada is too large to learn. Actually,

there are only 63 reserved words in the language. What follows

are lists of these words grouped by category:

Program Unit and Block related words:
begin
body
declare
end
function
generic
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package
procedure
return

Control flow related words:
case
do
else
elsif
exception
exit
for
goto
if
loop
raise
then
when
while

Words relating to task objects:
abort
accept
delay
entry
select
task

terminate

Words relating to other objects:
access
all
array
at
constant
delta
digits
is
limited
new
null
of
others
out
private
range
record
renames
reverse

type
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Arithmetic and Boolean operators:
abs
and
in
mod
not
or
rem
zor

Other words:
pragma
separate
use
with

Anyone familiar with other high-order languages (such as
Pascal) will have no trouble with about 40 of the above words
(which are either exactly the same or are simply different words
used in similar ways). Ada's power is partly due to the flexible
use of some of these words; proficient use of the language does
require a fair amount of study, but that is not a drawback.

Also, Ada does incorporate a few unfamiliar concepts (such
as packaging and tasking) which require a designer to make mental
adjustments, but as with any development tool, in order to use
novel features, the features must be learned.

Yet another myth actually has a factual basis; that Ada is
too slow for real-time applications. Early compilers were
immature but it is acknowledged that performance problems have
largely disappeared over the last couple of years. Among the
improvements are compiler optimization schemes, faster run-time
executives, and alternative interrupt mechanisms.

5. ADA'8 FEATURES FOR IXARIN 8YSTEM COMPONENTS

In this section, a design for a simple small-scale marine
system will be discussed. Included in the discussion are
descriptions of Ada features that are used along with examples of
applied software engineering principles. The objects in Figure 3
(a and b) are taken from the text Software Engineering with Ada
by Grady Booch to pictorially represent Ada program units. These
objects will be used throughout the remainder of this section to
illustrate the components of the marine system. A brief
description of each object follows.

A subprogram specifies a sequence of actions. It is either
a procedure or a function. A subprogram is written as a
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subprogram declaration - which specifies its name, formal
parameters, and the result if it is a function - and a subprogram
body.

A task, which operates in parallel with other parts of the
program, is written as a task specification (name of task, name
of entries, formal parameters of entries) and a task body, which
defines its execution.

A package forms a collection of logically related entities
or computational resources. It has two parts, a specification
(which identifies the "visible" parts of the package) and a body.
The visible parts of a package are those entities (objects,
types, subprograms, and even other packages) which a user of the
package can use directly.

The curved arrows in subsequent examples using the
components described above do not represent data flow but rather
relationships between the components. For example, if a curved
arrow were drawn from a subprogram to a package, it is said that
the subprogram uses or "imports" at least one of the elements
(types, objects, or computational resources) listed in the
package's specification.

The body contains all resources which define the implement-
ation of the package (which a user can not see since the details
are not important at the user level). Figure 4 shows a package
in more detail.

Visible entities are said to be exported. Note that a
package body may contain any number and combination of other
program units. If a program unit is to be exported its specifi-
cation must appear in the package specification and only its body
must be in the package body. (Actually, the body may not
necessarily be physically contained within the package body; the
Ada programming environment allows for separate compilation of
such units.)

A generic is a parameterized module that serves as a
template for other modules; it is sort of a high-level language
macro. An engineer may define generic packages, procedures, and
functions. "In a sense, generic units are to subprograms and
packages as types are to objects." (6) Generics are useful since
they need only be written and tested once.

One application for generics is to create abstract data
structures such as queues (another is given in.the discussion of
a database), structures required in most real-time embedded
computer systems.
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5.1 Database

At the heart of most systems is some central storage 
of data

along with means by which the data can be stored and 
retrieved.

These elements comprise the database.

Essential to a database is a collection of declarations

which describe the records (and the tables that contain them)

that comprise the database. This collection, in Ada, would

normally be contained in a program unit known as a package.

Below is a sample pseudo-code which could be used to 
describe a

database:

package Database in

type TabloTyp is (...);

type RecordLocation is
record
Table : Table Typt
NumberIn_Table : Natural;

end recerd;

type RecordTypi is
record

end record;

type RecordTyp2 is
record

end record;

type necordTypN is
record

end record;

end Database;
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Consider a routine to "Get" a record which accepts as input
a Record Location and which passes a complete record as output.
Ada requires that there be a separate "Get" routine for each
record type since, in general, each type would be different from
another. It would be quite a burden for an engineer to code
routines to "Get" (as well as "Put") data for each record since
the routines would be identical except for the type of record
being handled. The generic feature in Ada ameliorates this
burden.

A generic package can be developed to define the routines
needed to access records from the database. Once this is done,
an engineer need only "instantiate" (that is, create an instance
of) the package for each type of record. Below is a code sample
for a package called Record-ccess:

vith Database; use Database;
generic
type RecordTyp is private;

package Record-Access is

procedure Get (Roe : out ReocordTyp;
AtLocation : in RecordLocation);

procedure Put (Roe : in Record_1yp:-
ToLocation : in Record Location);

end Record-Access;

package body Record-Access is

procedure Get (Roo : out RecordTyp;
AtLocation : in Record-Location) is

begin

end Get;

procedure Put (Roe : in Record Tp;
ToLocation : in Rocord Location) is

begin

end Put;

end Record-Access;
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The instantiations of the above generic package may actually
be performed for each record type in the specification of another
package so that all possible "Get" and "Put"U routines can be made
available to all users of the database. This would prevent other
parts of the system which need access to the database from having
to trouble with performing individual instantiations. The
package Database Access below does just that:

with Database; use Database;
with Record, Access;
package Database access is

package RocordTyp._Access is now Record-access (Record _Typ =>
Record -Typl);

package Record,_Typ2_Access is new Record-Access (Reoord_yp =>
Record _Typ2);

package Record, TypU access is sew Record-Access (Record,_Typ =>
Record,_TypN)l

procedure Got (Re out Record _Typ.;
At-Location : is Record-Location)

renames Record _Typ access. Get;

procedure Put (Re in Record,_Typ.;
To-Location : is Record Location)

renames Record _Typ. &cceas . ut;

procedure Get (Re out Record Typ2;
At Location :in Record-Location)

renames Record Typ2_access.*Get;

procedure Put (Re : in Record, Typ2;
To-Location : in Record-Location)

renames Record _Typ2 access. Put;

procedure Get (Roo I out Record TypN;
At Location S in Record Location)

renames Record TypE-access. get;

procedure Put (Rea : in Record,_TypE;
To-Location :in Record-Location)

renames RecordTypE _access. Put;
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procedure Get (Reo Location t out Reoord Locationy
Usiig Key in string-
from Table : in TableTyp) F

end DatabaseAccess;

package body Database Access is

procedure Got (RoeLocation : Record Locationi
Using_Key : 8tring:
breatable : Table_Typ) isbegin

end Get;

end Database-Access;

These components, and the relationships between them, are
illustrated in Figure 5.

The last declared procedure Get is added for completeness.
The assumption is that the tables are indexed in some way and
that some string (unique for each record in a given table) can be
used to look up the location of the corresponding record.

5.2 Data Acquisition

Every marine system has a means by which data is acquired
from ship machinery sensors. Some systems may have master
computers which collect data via a serial line interface to a
slave computer dedicated to data acquisition, others systems may
have computers acquiring data from a sensor interface on a local
bus. In any case, these details are not generally essential to
the top-level design of a system.

Two of the fundamental principles for managing software
complexity are abstraction and information hiding. "The essence
of abstraction is to extract essential properties while omitting
inessential details" (7). Whereas abstractions extract the
essential details of a given level, "the purpose of hiding is to
make inaccessible certain details that should not affect other
parts of the system" (8).
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In his text, Software enaineering with Ida, Booch
exemplifies these principles with a discussio of -a disk drive.
Software may interact with the device at several levels:

- as a collection of logical files

- as a mass storage organized by tracks and sectors

- as a collection of addressable bits of storage

- as a physical device requiring control and data signals

As can be seen by this example, by forming a ladder of
abstraction, an engineer reduces the number of entities with
which he needs to be concerned at any given level. Also, note
how certain information about the device gets hidden as the
ladder rises. A user viewing a disk as a collection of logical
files would not be permitted to access, for instance, a given
sector.

A typical device in a marine system is an Analog-to-Digital
converter. For the following discussion, assume that a single
converter is capable of digitizing any one of many multiplexed
analog channels at any one of several gains. At the lowest level
of detail, there is a device (the converter) which must be
programmed through storing information in control registers and
which stores results in data registers.

A user interested in using the converter should not have to
be concerned with details of how to use the control registers nor
with how the results are stored, but rather with what operations
are available. Here is a first step in the ladder of
abstraction:

with System; use System;

package I toDConverterDrivers is

type Gain Value is (...);

subtype Count-Value is Integer range ... ;

subtype Nuz Address is Integer range ... ;

proeedure get (Counts a out Count Value;
At Address : in Address:
On Muz I in Mum Address;
With Gain t in Gain Value)r
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procedure Start A to D Conversion
(At Address : in Address;
On Kux 2 in Nuz Address;
With Gain z in Gain Value),

function A to D Conversion iu Done
(At Address : in Address) return Boolean;

procedure Get (Counts out Count Value;
At-Address in Addres);

Timeout : exception;

end A toD-Converter-Drivers;

The above package specification provides a tool box of
routines for using the A to D converter. Consider the procedure
Get which is declared immediately after the types and subtypes.
Its implementation will actually use the procedure
Start a to D Conversion, the function A to D Conversion is Done,
and the last declared procedure Got to achireve the intended
result. Having the latter three subprograms appear in the
package specification may seem to be a violation of the
"information hiding" principle, but consider this: a result from
a digitizing request is not obtained instantaneously. In the
case of the first Get procedure, control will not return to the
caller until the converter is finished (or until the Timeout
exception is raised). If the caller has strict time constraints
and wishes to perform some useful processing (such as converting
the previous digitized value to engineering units) while a
converter is busy then it has the facilities to do so.

The user of the package A to D Converter Drivers is
typically called the poll task. Consider the very simple package
below:

package Poller is

task Poll Task is
entry Start;

end task;

end Poller;

with Database; use Database;
with Database Access; use Database Access;
with A to DCnvertorDrivers; use A toDConverter Drivers
package body Poller is
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task body Poll Task is
begin
accept Start;

end poll Task;

end Poller:

All that is left to do now to form a (very bare) system is
to define a procedure to represent a starting point for the main
program. This could be done as follows:

with Poller; use Poller;
procedure main is
begin

Poll Task.Start;
end xaTn;

The diagram for the complete system thus far is given in
Figure 6.

Note that there are no context clauses (that is, "with"
statements) in the specification. Poller does not require the
services of any other packages and only exports one object, that
is, the poll task (which has one entry point). The specification
can appear in the top-level of design in any system requiring
such an operation; it is not tied to anything specific.

The body of Poller is different in this respect, however.
The implementation is not important to the top-level design so is
not visible.

The code in the body may read data from a device on the
local computer bus or interface to a serial device to communicate
with a remote data acquisition computer. Also, Poll Task may not
actually do any polling at all. It may simply start up other
tasks (perhaps in separate packages), each of which perform data
acquisition (perhaps to different types of devices). Clearly,
there is a need for modularizing the polling software especially
for complex systems involving a variety of devices.

Modularity is another fundamental principle for managing the
complexity of large software systems. It applies to the physical
architecture of the system. Consider the example above where the
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Poller body may contain two packages which contain computational
resources to poll dissimilar devices. Here, the top-level module
Poller has been decomposed into two lower-level ones. This
example also exhibits still another principle of software
engineering, namely, localization. The two lower-level packages
are logically related, in a sense, so are collected in the same
physical module. Localization also implies that modules are as
independent as possible. Certainly, that is the case here since
neither package is dependent on the other.

The diagram in Figure 7 illustrates the above example.

The previous discussion exemplified how one may begin to
define the building blocks for a marine system. What follows in
Figure 8 is a fairly complete, high-level design for a
small-scale system using the components already developed.

The poller in Figure 8 uses routines in AnalogMonitors to
determine whether or not current values are outside normal
operating parameters. If one is then AnalogMonitors uses
routines in Alarm Processor which interfaces to other packages
which may operate console devices (such as lamps and horns)
(AnnunciatorDriver) and a printer (Printer-Driver) to annunciate
the condition, or may take special action such as interfacing to
some package to shut down machinery (Control Outputs). Other
features of the depicted system include a package which performs
the storage and retrieval of historical information
(Historical_Data) and an OperatorInterface package which
supports all operations and displays relating to some CRT device.
Note how naturally Ada components may be used to describe a
high-level design.

6. CONCLUSION

Most programming languages can be used to solve any problem
that arises in an embedded computer system. Differences between
the languages, however, determine whether a solution can be
expressed easily and naturally; this clearly affects the expense
of development. Ada is designed specifically for real-time,
large-scale, complex, long-lived applications. Its success is
due largely to the unprecedented development and review effort
undertaken by the United States Department of Defense. According
to most sources, it has been and will continue to be an
effective tool for those systems for which it was designed.
Figure 9 illustrates the trend that software costs have taken
over the past decade; clearly, the right tool is essential.
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The trend that the cost of software is taking is not unique
to the DOD; the private sector is also affected. Developers can
progress toward more economical systems by creating re-usable Ada
software components. With the strict requirements that govern
Ada compilers, and with the proper application of modern software
engineering principles, designers can ensure that their
components are highly portable.
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RAST MNK III - THE CONTROL ASPECT OF A NEW
GENERATION HELICOPTER HANDLING RECOVERY SYSTEM

by Lieutenant Commander N. Leak BEng MSc PEng
and Lieutenant(N) G.S. Brown BEng

Department of National Defence, Canada

1. ABSTRACT

The RAST MK III system represents the next generation of
shipboard helicopter recovery and handling systems. RAST MK III
is a fully integrated, software-based system. Other significant
differences between RAST MK III and current RAST systems include
the elimination of the hauldown cable and yaw restraint systems.
The RAST MK III system features software written in Ada and
designed to the Defense System Software Development Standard (DoD-
STD-2167A), the application of real-time photogrammetry, enhanced
pilot visual cues display, and a redesigned aircraft handling
system.

This paper discusses the development effort of the PAST ME III
R&D project with the Helicopter Position Sensing Equipment (HPSE)
developed being emphasized throughout.

2. INTRODJCTION

In the early 1960s the Royal Canadian Navy (RCN) defined a
requirement to conduct Anti-Submarine Warfare (ASW) operations
using relatively large helicopters operating from small ships
during virtually any condition of weather and visibility. The Navy
needed a system which would enable it to safely deploy and recover
its main weapon/sensor system, day or night, in conditions up to
sea-state five (30 degrees of roll and 9 degrees of pitch) and in
relative winds up to 50 knots [1].

The Helicopter Hauldown and Rapid Securing Device (HHRSD), or
what was more commonly referred to as the "Beartrap", was
specifically developed for the RCN. The HHRSD has become an
essential and important part of Canadian and many foreign Navies
ASW operations. The HHRSD system presently in use remains a very
capable system, however, it is nevertheless a twenty-five year old
design. The experience that has been gained over the years and the
development of technology, over the same period, indicates that an
improved system may be achievable.
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The RAST MK III (Becovery, Assist, secure and Traverse)
Project is a three phase Research and Development effort to address
some of the fundamental shortfalls of the current system with
state-of-the-art technology.

This paper will briefly describe the development effort of the
RAST MK III project. The Helicopter Position Sensing Equipment
(HPSE) will be emphasized throughout. This was one of two main
sub-systems (the other being Ship Motion Prediction - SMP) that was
identified as requiring the most development work. Through further
examination of the proposed operational scenario, it was clearly
recognized that the HPSE, and not Ship Motion Prediction, was vital
to the successful operation of the overall system. At the end of
the development section there will be a brief discussion on the
proposed system architecture and a system operational overview.
Finally, a short description of the system software design
methodology will be addressed.

3. BACKGROUND

3.1 Current System

The HHRSD provides a means of mechanically securing the
helicopter after landing, and then straightening and traversing it
using a minimum of flight deck personnel (Fig. 1). As an
interesting aside, the original beartrap was a wireless system,
calling for a "free-deck" landing. It was only during initial
trials that the capture area of the trap was found to be too small
for "free-deck" landings and that some form of recovery assistance
would be required. The addition of the hauldown cable was not
totally welcomed by the pilots, and it was some time before the
idea of being tied to a wire gained general acceptance [1].

3.2 RAST MK III

The RAST MK III project originated in September 1984, with
an unsQlicited proposal from Indal Technologies Incorporated (ITI)
of Mississauga, Ontario. The concept eliminates the hauldown wire
and therefore the requirement for its associated below deck
machinery. The work conducted, by Indal Technologies Incorporated,
has consisted of a concept feasibility study, a preliminary
conceptual design and the current phase, the production of an
Advanced Development Model (ADM) for full scale, at sea,
operational evaluation.

4.67



I

Figure 1. "Flying the wire," necessary with the HSsyti
will become a thing of the past with the "iwirele" RST syste

III. (DN.D photo) soRATM

4.68



4. CONCEPT FEASIBILITY STUDY

A study was conducted by ITI in 1986 to determine the
conceptual feasibility of the RAST MK III proposal.

The first part, as with any feasibility study, was to identify
the assumptions, define the required mathematical models and the
data to describe the helicopter dynamics, ship motion, and airwake
responses. These were defined as follows [2]:

a. the Sikorsky SH-60B Seahawk was selected as the
helicopter model since it was the most representative of
a generic NSA (New Shipboard Aircraft) air vehicle on
which complete, unclassified, dynamic data was available;

b. the FF-1052 USN Knox class ship was selected to represent
the CPF (Canadian Patrol Frigate) on the basis of being
closest in size and having a complete set of unclassified
ship motion and airwake turbulence data;

c. the definition of the worst case wind-over-deck and sea
state operational envelopes were based on the current
definition for the shipboard operation of the CH-124A
Seaking helicopter;

d. the determination of clearance (i.e. Rapid Securing
Device (RSD) trap size and location) and allowable hover
dispersions were determined by examining the DDH280
Tribal class flight deck and Seaking airframe dimensions,
since these represented the worst case conditions in
Canadian naval operations;

e. the dynamic model was based on a linear six degrees of
freedom stability and control model of the air vehicle
and used a stochastic covariance approach to yield
dispersion data directly. The model was developed around
two commercially available software packages designed to
run on an IBM PC. They were:

(1) the transfer function program (TRFN) - the basic
function of the transfer function program (TRFN) is
to compute various transfer function elements from
system equations. The program can evaluate the
transfer function denominator or any specific
numerator, coupling numerator, or coupling-coupling
numerator. For the denominator or any numerator,
the program computes and prints the roots of that
polynomial in S, the highest order nonzero
coefficient, and the lowest order nonzero
coefficient. The program can also store specific
transfer function on files that are compatible with
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the second software package Program CC. The system

equations are assumed to be in the matrix form:

A(s)X(s) - B(s)Y(s)

where A(s) is an N x N matrix of quadratic
elements in s; N < 37

X(s) is an N x 1 vector of dependent
variables

B(s) is an N x N matrix of quadratic
elements in s; M < 19

Y(s) is an M x 1 vector of forcing
functions (independent variables)

(2) Program CC (Complete Control) is a computer-aided
control system design package. Some of the special
features of Program CC are "user friendly" input,
output, and symbolic manipulation of transfer
functions; partial fraction expansion; interactive
graphics with cursors; frequency and time domain LQG
(Linear Quadratic Qaussian) control method; state
space algebra; and macro capability.

The second phase of the concept feasibility study determined,
using the dynamic models described above, that the preliminary RAST
MK III concept was both feasible and realistic. ITI produced a
preliminary design of the RAST MK III system with the following
major system components [3]:

a. some form of a Rapid Securing Device (RSD) to provide the
securing function together with some means of
straightening the helicopter and traversing it into the
hanger;

b. some means of providing the necessary positional data for
display and/or control purposes for measuring the
helicopter position. Both relative and absolute position
would be required since the helicopter is to be guided
to follow the mean ship's course and not "chase" the
ship's roll and pitch. This would imply some sort of
relative position measuring system and a ship motion
sensing and prediction package; and

c. some means of providing landing data to the pilot.
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5. DESIGN CONSIDBRATIONS

In developing RAST NK III, the major design considerations
centered around the known deficiencies and disadvantages of the
current system. The essential difference between the new concept
and the current HHRSD and EAST HK I systems would be the
elimination of the hauldown cable and tail guide winches.
Specifically, RAST NK III had to (1]:

a. provide for an integrated secure-and-traverse system;

b. allow day-and-night helicopter operations in up to sea-
state five conditions;

c. eliminate the requirement for the recovery assist cable
and tailguide winches;

d. eliminate the requirement for any personnel to be on deck
during hover, landing, recovery or traverse stages;

e. decrease the existing time required for landing,straightening and traversing;

f. eliminate the requirement for below-deck equipment, and
decrease system weight and space;

g. reduce system complexity, thereby reducing life-cycle
cost and LS requirements and improving reliability and
maintainability;

h. be compatible with all RAST configured naval helicopters
with minimal aircraft-fitted equipment, and be applicable
to all sizes of naval ships; and

J. operate with surface or flush mounted tracks on the ship
and be compatible with current track installations.

The identification of the major components of- the system
revealed the areas requiring the most development work were the
helicopter position sensing and the ship motion prediction
components. The approach and landing scenario for a helicopter
using the RAST MK III system will be very similar to that currently
used for "free-deck" landings with the HHRSD system. Consequently,
by examining this scenario it was recognized that the ship motion
prediction component, while important, was not a critical element
in the landing process. The RAST MK III concept requires that the
helicopter position be known at all times. This information needs
to be passed to the pilot and to the controller of the ReD, in
order to track the helicopter movement fore and aft in relationship
to the ship. Therefore, the helicopter position sensing component
becomes the "master controller" of the RAST MK III operation.
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6. HELICOPTER POSITION SENSING OPTIONS

As already stated, real time helicopter position information
is essential for the operation of the overall system. A survey of
current technologies which were potentially capable of meeting the
requirements defined in the feasibility study was conducted. A
summary of ITI's report "Recovery Assist, Secure and Traverse
System (RAST) Mark III - Helicopter Position sensing Options" is
detailed below (4]. All the position sensing proposals received
as a result of the survey conducted by ITI, can be classified as
either:

a. a multiple range measurement system for which the
distance to the helicopter is measured; or

b. a xultiple angle measurement systems for which the angle

to the helicopter is calculated.

6.1 Multiple Range Measurement Systems

Multiple range measurement systems were found to have the
potential for very compact, rugged and economical sensors, since
they are fundamentally "simple". The sensors are not required to
image the target, but rather just transmit and/or receive data.
However, one disadvantage of this type of system is the limited
range resolution, but this deficiency is being improved in the
rapidly developing field of laser rangerfinders.

a. Acoustic Time Of Flight. It was recognized early in the
program that acoustic time in flight measurement could be an
inexpensive solution provided problems associated with air
turbulence and background noise could be overcome. The theory of
operation has a free running transmitter of an ultrasonic pulse
train mounted on the helicopter close to the probe. The
transmitter operates at a frequency of 40-50 kHz with a periodicity
of 20 HZ.

A series of tests were conducted using Bell 205 and 206B
helicopters at the National Aeronautics Establishment, Ottawa, by
Canadian Astronautics Ltd under contract by ITI. The goal of this
work was to obtain experimental evidence as to the feasibility of
this solution and to derive a preliminary estimate of the
positioning performance with helicopters in a low hover. However,
difficulty with this concept was experienced in that the speed of
sound is strongly dependent on the air temperature implying that
some means of determining the air temperature very accurately would
be required. Also, the measurement accuracy was severely limited
by steady state wind-over-deck, airwake turbulence, vortices
produced by the helicopter rotor downwash and the background noise
due to the engines and rotor. Prom the results of this work it was
determined that the acoustic based concepts pose a higher
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development risk than competing optical concepts and did not appear
to provide a more economical approach due to the added
developmental costs.

b. Laser Ranaefinders. Laser rangefinders measure the round
trip travel time of laser light to return to the sensor from the
target. The recent developments of high pulse power diode lasers
indicate that laser rangefinders could be developed into compact,
rugged and reasonably economical sensors. It has been found that
lasers can operate over the wide range of weather conditions
required for helicopter operations at sea. One of the greatest
risks associated with the use of conventional lasers is the
intensity of the light. Flared lasers may reduce the light
intensity in terms of eye safety; however, there remains the
problem of providing a stabilized platform and tracking system.
This solution remains dependent upon sub-nanosecond resolution of
pulse timing for short range measurements. This resolution is
deemed to be only achievable in the laboratory and not yet suitable
for field application and the use of flared lasers therefore, was
not pursed.

c. Electromagnetic Phase Measurement. Electromagnetic phase
measurement measures the phase of the modulation of either a radio
frequency electromagnetic carrier ( 15 MHz modulation, 150MHz
carrier) or an infrared (IR) laser diode signal. Phase measurement
systems have been successfully demonstrated in tightly controlled
environments but are seriously degraded by multiple propagation
paths ( i.e. reflections from surrounding material) such as are
expected with the helicopter landing system. There were no such
products or experimental hardware available on the market, thus
this solution was rejected due to the developmental risk associated
with it.

6.2 Multiple Angle Measurement Systems

In general, angular measurement sensors are more complicated
than range measurement sensors and therefore tend to be less robust
and inherently more expensive than range sensors; however, the
technology is more mature. All of the multiple angle measurement
system proposals received were based on operational or laboratory
systems. It was therefore expected that the resulting development
cost should be lower. Multiple angle measurement systems can be
subdivided into optical imaging systems or mechanically scanning
systems.

a. Optical Imauina Systems. Optical imaging systems work
either in the visible or the near-infrared, and establish the angle
to a target by measuring the image position of the target in an
electronic camera. These systems have been successfully
demonstrated in both laboratory and indoor industrial environments,
with a number of commercial systems available. The major
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shortcomings of optical imaging systems are their relatively narrow
field of view, and inability to cop with direct sunlight.
Depending on the type of focal plane device ( electronic camera)
used and whether single or multiple targets are used, there are
several different variations of optical imaging systems as follows:

(1) One-Dimensional CCD Camera System. The one-dimensional
CCD (9harged Qoupled 2evice) system generally uses an
infrared (IR) light emitting diode (LED) as the source
on the moving body. It is this source which is imaged
by two or more pairs of vertical and horizontal cameras.
In order for this solution to be a viable option, the
problems associated with direct sunlight needed to be
resolved.

(2) Two-Dimensional Photogrammetry System. Two-dimensional
photogrammetry is based on the NRCC (National Research
Council of Canada) Real-Time Photogrammetry System (RPS)
approach. The RPS is a position measurement system based
on an electronic camera used to determine the position
and attitude of an object from its image. The object is
provided with a source array, such as IREDs or lasers,
of known geometry and configuration. The camera, of
known focal length and placed in a known location
relative to a some reference point, is aimed such that
the source array is in its field of view. The system
then determines the position of the source elements of
the array from the two-dimensional image formed in the
camera. Photogrammetric and trigonometric techniques are
then used to calculate the three-dimensional position and
attitude of the object from the image formed in the
camera [5]. The Canadair CL 227 UAV (Unmanned Air
Vehicle) was successfully trialed at sea in August 1989
employing a position sensing system based on optronics.
These photogrammetric and trigonometric algorithms used
are the subject of Canadian and U.S. patents [5].

The RPS photogrammetry technology is the only known
approach which can provide both position and attitude
information (6 degrees of freedom) from a single camera.
This approach has been successfully demonstrated in
industry and with the Space Vision System (SVS) used to
control the Shuttle Manipulation Arm ("Canadarm") built
by Spar Aerospace of Montreal, Quebec.

(3) Two-Dimensional CCD Camera System. The two-dimensional
CCD camera system is the same as the one-dimensional
system except that if the helicopter mounted target
beacon is mounted on or near the probe, there is no need
for attitude information. A second camera can be used
to provide three-dimensional data thus making the
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photogrammetry approach overly complex for this solution.

b. Mechanically Scanned Systems. It has been found that
high accuracy angular measurements can be made using mechanical
systems which scan for an optical or microwave narrow beam width.
Since a narrow beam width can be used, the signal to background
ratio is high, and mechanically scanned systems can have very large
fields of view. These systems are as follows:

(1) Laser Scanning System. The laser scanning system uses
three rotating planes of laser light from scanners
mounted on the ship's deck with a single photo-diode
array mounted on the helicopter near the probe. The
timing of the laser scans received by the helicopter
equipment are telemetered to a shipboard computer to
establish angles and/or processed into helicopter
position co-ordinates. One of the significant advantages
of this approach is that images are not formed therefore
water, oil and a reasonable amount of solid debris can
accumulate on the optical ports without affecting system
performance. The major disadvantages of such a system
include the need for more complex airborne equipment, the
need for data telemetry between aircraft and the ship,
the need for a rotating-mirror mechanisms, and the use
of lasers which poses a potential problem of eye safety.

(2) Microwave Scanning System. A microwave scanning system
using two microwave receivers on the flight deck together
with an aircraft mounted transmitter was originally
proposed for UAV/RPVs (Unmanned Air Vehicles/Remote
Piloted Vehicles). The microwave scanning system uses
a transmitter in the aircraft to transmit a modulated
fan-shaped directional microwave beam towards the
receivers mounted on the flight deck. The pulse
repetition rate varies with the angle of transmission in
a controlled fashion such that the mechanically scanned
directional receivers indicate the angle from the
aircraft to the receiver. From this data it is possible
to calculate the aircraft position.

7. THE REQUIREMNTS

7.1 Initial Requirements

The initial requirements for the helicopter position sensing
system were based on the assumption that the helicopter pcsition
had to be measured under the worst case high and low hover
positions ( corresponding to maximum ship's roll and pitch) and
needed to be precise for use both in RSD tracking and for closed
l-op autopilot control of the aircraft. In order to comply with
this requirement, multiple sensors (at least 4) would be required
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around the edge of the flight deck which would result in an

increase in system complexity and cost.

7.2 Factors Affecting Position Sensing Recuirements

Several factors affecting the position sensing requirements
came to light during the course of the Concept Feasibility Study
which suggested a lesser measurement volume, a lower accuracy and
only x and y measurements were required. These included:

a. a move away from closed loop autopilot control of the
aircraft. This closed loop autopilot requirement would
result in considerable expense and complexity, as well
as requiring additional equipment on the already space
critical aircraft. It was realized that the pilots would
be reluctant to accept and use such a system in close
proximity to the hanger face during a landing at sea;

b. a re-assessment of pilot landing cues and procedures.
The current shipboard landing procedures and the pilot's
requirement for positional cues to assist in landing were
examined. From this study it was determined that the
position sensing requirements could be prioritized as
follows:

(1) fore/aft position,

(2) lateral position desirable, and

(3) height unnecessary.

c. a reduction in the sensing accuracy. It was found that
the accuracy for both high hover position and the
measurement volume at low hover could be reduced. This
was based on the fact that pilots descend to low hover
only during low amplitude ship motions and then require
position relative to the instantaneous deck position.

8. TECHNOLOGY TRADE-OFFS

The revised position sensing requirements favoured the use of
an angle measurement system. The preferred option was the optical
imaging system because the required data could be provided with a
single sensor.

The one-dimensional linear CCD array system did not appear to
offer any advantage over the more conventional two-dimensional
array system. The only apparent advantage of the one-dimensional
linear CCD array system was an increased processing speed and/or
accuracy. However, this was associated with a higher production
cost. Provided the target beacons are placed on or near the probe,
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there is no requirement for the full photogrammetry approach, as
only position (and not attitude) is required.

A similar two-dimensional CCD camera system could also be
utilized to provide x and y data. This approach would still use
multiple target beacons to help make recognition more reliable.
Based on the facts available to date, the two-dimensional CCD
camera system is the preferred option being pursued.

Should the sun image rejection problem prove impractical then
the microwave landing system will be the fallback option.

9. POSITION SENSING SYSTEM DEVELOPMENTAL RESEARCH

The major concern with the use of any of the camera solutions
was their inability to properly discrimination the target in direct
sunlight due to camera-imaging blooming, and image distortion
caused by water droplets or an oil film on the camera lens. In
order to resolve these issues Indal Technologies Incorporated (ITI)
under took a series of feasibility experiments [5, 6]. The results
of these experiments are summarized below.

9.1 Camera Tests

A series of comparison tests were carried out with CCD and CID
(Charge Injected Device) cameras to evaluate their performance.
The CID 776 (CID Technologies Inc.) camera was found to be the most
suitable camera for imaging IREDs in the presence of full sunlight.
In this application the CID sensor technology is superior to the
CCD technology due to non-blooming, non-streaking, and contiguous
pixels characteristics. Since, the CID-776 has greater resolution
than any of the other cameras and it can be qualified to military
specifications, it has been incorporated into the design of the
RAST MK III HPSE (Helicopter Position Sensing Equipment).

9.2 Position Sensina Sunliaht Experiment

A series of sunlight experiments demonstrated that a better
lens could reduce the internal reflections thus reducing optical
blooming. These experiments also revealed that a brighter beacon
using closely packed multiple IREDs increased the beacon-to-sun
image ratio. The first experiments involving
camera/lens/filter/beacon arrangements in bright sunlight were
studied to determine the best image and least sky interference.
Furthermore, it was determined that simple processing methods, such
as thresholding and taking centroids in a "window", would not be
able to cope with these images.

The second round of investigations involved experiments using
advanced software processing methods for beacon location and
measurement in the presence of sunlight. The capability of
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advanced software processing methods to locate and measure the IRED
beacon target was successfully demonstrated, however the results
indicate that IREDs are marginal at best under static conditions,
and fall far short under dynamic conditions. In order to overcome
this problem the LED matrix would need to be increased. However,
this would compound the thermal problems already associated with
IRED use.

The laser diode option for beacons was then investigated. The
laser diode has a higher power and efficiency, lower wavelength
(higher camera sensitivity) and a narrower bandwidth (temperature
stabilized). The laser diode approach solved the skin temperature
and reliability problems associated with the use of IREDs. The
proposed laser diode beacon system will consist of one 5W laser
diode (800 nm) per helicopter side, feeding 4 beacon locations via
fibre optic links. The beacons will be class I (basic lasers are
class 4) which will render them fully eye-safe [6].
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10. SYSTEM ARCHITECTURE

Having overcome the sunlight rejection problem, a
configuration was then proposed for the advanced developmental
model. ITI's proposal for the RAST MK III ADM system consists of
the following major components [7]:

a. Rapid Securing Device (RSD);
b. Traverse Winch & Hydraulic Power Unit (TWHPU);
c. Helicopter Position Sensing Equipment (HPSE);
d. Pilot Cues Controller (PCC);
e. Ship Motion Prediction Equipment (SMPE);
f. Pilot Visual Cues Display (PVCD);
g. Operator Control Console (OCC); and
h. Local Control Unit (LCU).

System architecture diagrams shown in figures 2 and 3
graphically represent the described major components.

POiR UNIT

DECK RAK

RUN~O SECURNG DEVICE-

Figure 2 RAST MK III System Elements [1]
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10.1 Rapid Securing Device / Traverse Winch & Hydraulic Power Unit

The Rapid Securing Device (RSD) provides the means of securing
the helicopter to the deck. It is constrained to travel fore/aft
in a deck track under the control of the traverse winch, and can
also exert lateral maneuvering forces to straighten the aircraft.
The Traverse Winch & Hydraulic Power Unit (TWHPU) is used to
traverse the RSD along the deck to and from the designated landing
area [7].

10.2 Helicopter Position Sensing Ecuioment

The Helicopter Position
Sensing Equipment (HPSE) is the
component of the system that
measures the position of the
helicopter prior to landing T

relative to the ship's deck ARRAY Q)

(Fig. 4) [7].

Figure 4 : Helicopter Position
Sensing System [1]

10.3 Pilot Cues Controller

The Pilot Cues Controller (PCC) is the system controller.
It utilizes the helicopter position data output by the HPSE to
allow the traverse winch to move the RSD fore/aft to track the
helicopter and also provides positional cues, and a landing prompt,
to the pilot via the PVCD [7].

10.4 Pilot Visual Cues D isD1a

The Pilot Visual Cues Display (PVCD) is a passive component
that receives HPSE data and SMPE landing state prediction data as
a basis for the generation of a landing prompt to the pilot via the
PVCD. The PVCD is also used to display trafficator signals (7].
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10.5 Ship Motion Prediction Equipment

The Ship Motion Prediction Equipment (SMPE) consists of the
Ship Motion Sensor Unit (SMSU) hardware component and the Ship
Motion Prediction (SMP) software component. The SMPE is used to
monitor ship motion in six degrees of freedom, and from measured
ship motion, predict ship motion for three or more seconds.
Predicted ship motion is compared to anticipated helicopter motion
to generate a landing prompt [7].

10.6 Local Control Unit and Operator Control Console

The Local Control Unit (LCU) serves as a central control unit
and junction box which interfaces to the OCC, TWHPU, RSD, and PCC.
It is designed to be bulkhead mounted inside the hanger. It has
a limited number of duplicated manual controls to enable local
control of the traverse winch for test and maintenance purposes
[7].

11. SYSTEM OPERATIONAL OVERVIEW

The purpose of the RAST MK III ADM will be to assist
helicopter pilots in landing on the flight deck of naval vessels.
It will also perform the function of a conventional RAST system,
that is securing, straightening, traversing the helicopter into the
hanger and traversing the helicopter from the hanger to the launch
position. The system will accomplish this in eight stages [8].

a. cameras mounted on the flight deck will acquire images
of laser diode beacons located on the helicopter;

b. image processing of detected beacon co-ordinates will
yield the position and orientation of the helicopter with
respect to the cameras;

c. the helicopter position data will be transformed to the
centre of the designated landing area, and the position
of a probe mounted on the helicopter will then be
calculated relative to the designated landing area co-
ordinate frame;

d. the probe location will be compared to the position of
the Rapid Securing Device (RSD), and this comparison will
be used to generate a signal transmitted via the Local
Control Unit (LCU) to maintain the RSD 500mm (+/- 200mm)
aft of the projected probe touchdown point;

e. commands will be sent via a Pilot Visual Cues Display
(PVCD) to indicate to the pilots whether the helicopter
should move fore/aft, or port/starboard to bring the
probe over the designated landing area;
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f. ship motion in six degrees of freedom will be predicted
several seconds into the future. Anticipated deck motion
will be related to anticipated helicopter motion to
provide data which will indicate safe or unsafe landing
conditions;

g. the combination of helicopter probe location with respect
to the designated landing area, along with Ship Motion
Prediction safe-landing data will be used to generate a
landing prompt signal to the helicopter pilot via the
PVCD; and

h. after touchdown, the Landing Safety Officer (LSO) via the
Operator Control Console (OCC), will move the RSD to
secure the helicopter probe. The helicopter may then be
straightened and traversed into the hanger.

12. SOFTWARE

The RAST MK III system software is being developed to a
tailored version of DoD-STD-2167A (Defense System Software
Development) and written in the Ada programming language (ANSI/MIL-
STD-1815A). ITI is using a hybrid software development methodology
on the PAST MK III ADM project. The structured requirements
analysis technique as described by Page-Jones [9] has be used to
graphically portray the data and control flows to and from each
major component within each CSCI (Computer Software Configuration
Item). These diagrams and techniques have become an integral part
of each Software Requirements Specification (SRS).

Buhr diagrams will be used to further portray requirements,
preliminary and detailed designs. Buhr refers to this design
strategy as data-flow structured design (10). This strategy
identifies the key components of data flow in the system and then
uses functional decomposition to identify transformation functions
at nodal points in the data flow. The result is data flow graphs.
The remaining step is to develop from this data a structure graph
which describes the system control structures to implement the data
flow. The strategy is applied consistently at configuration item,
component and unit levels.

13. CONCLUSION

The Canadian Navy has realized that there was a requirement
to investigate possible solution to the critically decreasing
weight margins being imposed on ships. This has resulted in the
requirement for lighter and more compact ship systems. The HHRSD
system was one of the systems that was examined in an attempt to
solve this problem. If the current HHRSD system was to be
replaced, then the replacement system would be required to at least
maintain the current operational envelope.
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A concept feasibility study was commissioned that determined
it was possible to at least maintain the current flying envelope
while reducing weight, complexity and space of the system. Because
of the minimum amount of associated equipment, and for example, the
elimination of the current requirement for a separate helicopter
hauldown compartment, RAST MK III will offer an overall reduction
in volume and weight high up in the ship of up to five tonnes over
the HHRSD system. Other significant advantages of the RAST MK III
are:

a. RAST MK III offers an estimated savings of up to 60
percent when compared to the initial acquisition and
overall life-cycle costs of the current in-service
Canadian system. From a software perspective, this is
one of the primary aims for the Defence System Software
Development Standard (DoD-STD-2167A) and Ada. Other
projects (i.e. the Advanced Field Artillery Tactical Data
System (AFATDS)) have demonstrated that the heavy
emphasis on requirements specification and design reduces
the number of errors and, hence testing and debugging
time (11];

b. the reliability and maintainability of the system will
be improved, again due to the requirements of good
software development practices and the reduction in
associated equipment;

c. with the aid of the Position Sensing System and the Pilot
Visual Cues system the helicopter can be quickly and
accurately positioned, thereby reducing the time required
in both the high and low hover positions. The
elimination of the requirement for a hook-up procedure
also reduces the recovery time; and

d. no personnel other than the LSO (Landing Safety Officer)
are required on the flightdeck while the helicopter is
hovering, landing, being aligned or traversed.

RAST MK III is a mature Research and Development project which
will carry shipborne helicopter operations well into the next
century. It is seen as the ideal candidate for retrofit on in-
service ships (during refits or mid-life updates), and new ship
programs.
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REUSABLE SOFTWARE WITH ADA:
A COMPETITIVE EDGE FOR THE '90s

by
James R. Jefferson and Roger S. Hebden

PDI CORP.

1. ABSTRACT

The defense software industry is faced with the difficult
challenge of keeping pace with rapid advances in evolving
hardware technology. Effective implementation of the functional
performance requirements associated with modern defense systems
must utilize innovative software development approaches aimed at
improving productivity and quality, especially when facing the
reality of anticipated defense budget cuts. A structured
approach to software reuse with Ada is presented as a possible
element to a solution in meeting this challenge. A software
reuse strategy utilizing Ada offers an opportunity to alter the
economic trend of ever increasing software life-cycle costs.

2. INTRODUCTION

The purpose of this paper is to describe top level
considerations for establishing a software reuse strategy at the
company level. The concepts to be presented here have evolved as
a result of lessons learned related to software reuse on prior
DOD projects, and represent our current approach to software
reuse. Other software development organizations may wish to
consider these concepts in establishing an internal plan to
improve software productivity.

Truly remarkable advances have been achieved in the
technology and manufacturing of computer hardware over the past
decade. As a familiar example, the personal computer as we
define it today was non-existent as recently as nine years ago.
In the realm of embedded microprocessor-based controls, eight-
bit processor based systems executing several hundred-thousand
instructions per second were providing exciting new platforms for
machinery control and data acquisition applications. The term
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"MIP" (million instructions per second) was reserved for those
huge and costly mainframe computers. Today, microprocessors are
capable of executing in excess of 25 million instructions per
second. Within two years, chip vendors expect that throughput to
approximately double. The clear bottleneck in the productive
utilization of this ballooning computational power lies with the
inability of the software development process to keep pace. As
the hardware cost/performance ratio continues to decrease, the
software development process consumes a growing percentage of
system development costs.

3. THE PROBLEM

The fundamental challenge facing the software engineering
industry today is one of economics. The development of large
scale software systems has become expensive. As the current
decade opens, limited supplies of engineering and fiscal
resources present a significant hurdle in delivering successful
software systems. Available resources must thus be leveraged to
support the increasing demands associated with the development of
complex software applications.

This challenge, often referred to as the software
engineering crisis, is not new to the industry. Attempts to
improve software productivity have been made in the areas of high
order languages, Computer Aided Software Engineering Tools (CASE)
and software analysis and design methodologies. Although each of
these elements has contributed significantly to advancing the
state-of-the-art in software development, the problem is more
deeply seated than one which may be solved by the development of
a new language, tool or set of design procedures.

The essence of the problem is centered in the manner in
which software systems are built. That is, software developers
have generally taken the short-term perspective resulting in
brittle designs which meet only specific project requirements
rather than flexible designs intended to be reused in future
applications. With each new software system, developers often
redesign and re-implement every component within the system,
frequently without knowledge of any overlap with previously
designed systems. This often results from the independence of
multiple design teams through the compartmenting of the software
organization along program specific boundaries. In contrast,
such an approach is unheard of in the electronics manufacturing
industry. The essential premise of manufacturing capitalizes
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upon the idea of utilizing off-the-shelf parts to meet changing
requirements rather than redesigning and building existing parts.
The success in the development of computer hardware can, in part,
be attributed to the ability of the industry to build upon itself
in the manufacturing of new and more capable products. The
computer hardware industry has enormous flexibility with respect
to the sheer number of components available and the ease with
which they may be purchased. These components range in
complexity from primitive level chip sets to complex computer
systems. Each component, in turn, may be used or thought of as a
part of a new and larger system.

In the creation of software systems, developers have failed
to realize such levels of efficiency. Unfortunately, the
software development process is not characterized by the
efficient utilization of parts catalogs, but rather by the re-
creation of parts already working in other applications. The
challenge is to change the way software development is viewed by
drawing upon the premise of off-the-shelf parts inherent in more
mature disciplines such as electronics engineering. In short,
the software industry must learn software manufacturing.

4. REUSABLE SOFTWARE - A PROMISING SOLUTION

It is our belief that the requisite tools and software
engineering principles are currently in place to enable
significant improvements in software development productivity.
Software reusability, which has already seen large scale returns
in Japanese software factories (1) represents a viable coarse of
action that can be undertaken individually by software
development organizations today. From a national perspective,
software reuse represents an opportunity for the software
industry to adequately support the development of new
sophisticated defense systems given the limited resources
available. From a corporate perspective, the successful
implementation of a software reuse strategy will be an essential
ingredient for remaining competitive in the 1990's.

4.1 Why software reuse?

Software reuse should be pursued for its intrinsic long-
term productivity and economic merits. Results of initial
efforts in software reuse at PDI in the shipboard propulsion
plant training simulator domain are summarized below. These
efforts involved the development of a series of propulsion plant
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operator trainer systems beginning in early 1987 with the first
trainer completing factory acceptance testing in April of 1989.
Development of a second functionally enhanced trainer system,
which utilizes a design derived from the first, was begun in mid-
1989, with the software anticipated to be completed in later this
year. Both systems are implemented entirely in Ada using an
object-oriented design methodology.

o Costs can be reduced and productivity increased when
developing systems derived from successful previous
designs. Relative costs associated with these systems
are as follows:

Base System Derived System

Source lines of code 50,000 65,000

Avg. cost per tested 0.86 0.31
source line of code
(in man-hours)

Productivity (avg. 9.3 25.4
number of tested source
lines per man-day)

As reflected in the numbers above, the development of a
new system based on a previous design resulted in a
software productivity increase of over 273% as measured
in terms of source lines of code per man-day. Stated
in other terms, this translates into a 63% savings in
software development costs.

0 Commonality is the key to reuse. The highest
probability for a good return on an investment in
software reuse occurs when well defined and focused
application areas are targeted for development of
reusable components.

o Reuse of applicable previous requirements promotes
reuse of previous designs and code.

o Designs and specifications as represented in a program
design language or in an object-oriented graphic format
provide an important class of reusable component. The
reusable design or design template is an especially
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potent reuse form because it allows flexibility in the
final implementation of the resulting code. In
contrast, highly integrated reusable code components
are often too specialized for verbatim incorporation.

o Use of the Ada programming language and an object-
oriented design approach provide a method in
establishing natural encapsulating boundaries defining
the scope and interface to the reusable component.

" Ly identifying candidate reusable software componencs
before they are actually designed and implemented, the
probability that the component will actually be reused
in the future is greatly enhanced since adequate design
attention can be applied in ensuring component
interfaces are of more generic nature.

The method of reuse applied in the design of the propulsion
plant trainer systems described above consisted of a simple
process of "harvesting" completed software components residant
within the original design. Since the application mission of the
trainer systems is very similar, many objects defined in the
first design were equally applicable to the second. It was
discovered however, that the method utilized to define reuse
components did not lend itself well to the creation of an
organized company reuse repository. This "harvesting" method of
defining the contents of a reusable software library is analogous
to a bottom-up reuse design strategy in that the scope,
architecture and application coverage of the contents within the
reuse repository tend to haphazardly wander without direction as
completed projects coincidentally provide component contributions
to the repository.

Based on the lessons learned, our thinking and approach to
software reuse has evolved into a top-down method. In using
this approach, the reuse repository architecture and the
anticipated or desired components required to fully support the
defined application area are defined well in advance of tne
actual component development. Since commonality in the
application context is the key to productive reuse, the very
first step in designing this reuse repository is to define the
specific application domain being addressed. A domain is defined
as any recurring technology based application area in which
software systems are utilized as part of the implementation. As
described above, one such application domain has been defined as
the shipboard propulsion plant training simulator domain.
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4.2 Domain reuse, technical issues

The creation of a domain-oriented reuse repository requires
three basic phases of activity: domain analysis, domain
development, and domain control. The purpose and activities
associated with each of these phase is described in the sections
that follow.

a. Domain analysis Domain analysis is the activity during
which the scope and focus of a given application domain is
defined. The product of this analysis is a domain specific
taxonomy or classification system depicting the elements and
associations which make up the domain. This taxonomy, which
effectively represents the top level design in the software reuse
strategy, can be easily visualized as a family-tree fashioned
breakdown and ordering of components anticipated to have reuse
value and generic application to future system development.
"Domain analysis is important to reusability [in] that it forms
the basis for creating reusable components. Instead of building
an ad-hoc collection of software components, components should be
built that encapsulate common objects and operations identified
by domain analysis. Such an approach substantially increases the
reusability potential of a software collection." (2)

In the development of a domain specific taxonomy, an
analysis methodology must be rigorously followed, thereby
establishing a solid foundation upon which the domain analysis
effort can be performed. In recent years, object-oriented
development (3) has received substantial attention and appears at
present to provide the most promising analysis perspective in
establishing such a foundation. Object-oriented development is a
software analysis and design methodology based upon the concept
of partitioning a problem solution into objects and the
associated actions performed on or by these objects. In using
this perspective, object-oriented development encourages a
simplified approach to software development by producing
solutions which resemble the "real world". The object-oriented
viewpoint reflects the natural structure of the problem domain
rather than the implicit structure of the process or data
underlying the problem; thus it provides a more understandable
approach to software development.

4.91



Object-oriented development supports the goal of domain
analysis by allowing the analysis to utilize a well understood
and industry accepted methodology. The principles associated
with this method support the decomposition of an application
domain through the identification of objects within the domain
and the subsequent classification of those objects according to
common characteristics. This process leads to the definition of
the domain specific taxonomy. Within the propulsion plant
trainer domain, the LM2500 gas turbine engine simulation as
utilized on the DDG 51 and previous ship classes is clearly
identifiable as an object. Furthermore, the LM2500 object may be
thought of as being composed of many smaller objects or
subsystems. Items such as the ignition subsystem and fuel
control subsystem are all components of the LK2500 and can also
be identified as objects in the decomposition and analysis of the
engine simulation. In each of these cases, the objects are
identified by a certain set of characteristics and relationships
with other objects. Yet, in the complete analysis of the domain,
other non-physical objects must also be addressed. For example,
abstract entities such as terminal/screen handlers, simulation
casualty control, communication controllers, peripheral device
handlers, and hardware specific interface device drivers are all
essential objects within a real-time trainer.

Classification is the activity of grouping similar objects
based upon common characteristics, operations, attributes and
relationships. All members of a group or class share one or more
characteristics that members of other classes do not possess. For
example, a gas turbine engine shares certain characteristics with
a that of a diesel engine. Both include characteristics such as
fuel intake, combustion and torque and could be classified
accordingly. By factoring out the unique characteristics, the
common characteristics of a generic engine object are
discernable.

Once the initial taxonomy has been defined, it must be
incrementally updated as the domain scope or technology changes.
In addition, the complexity of the taxonomy may evolve as
knowledge of the domain increases.

b. Domain development Domain development is the activity
associated with the actual design and development of the reusable
software components identified through the previous analysis
process. These components are created through development
efforts in which the components are designed and coded as either

4.92



a by-product of on-going development programs or as selected
research and development tasks. The domain taxonomy provides a
means by which the development process is directed. This critical
guidance ensures that the reusable software components are well
focused and generically applicable.

The actual development effort must be based upon established
common directives. Standard practices such as utilization of a
common language which supports reusability, and adherence to a
set of development guidelines must be established in advance.
Ada, as both a program design and software source language,
provides the necessary resources upon which a working set of
reusable software components can be developed. These resources
are in the form of syntactic and semantic constructs that help
standardize the creation of reusable software. The language
features which promote reusability include the Ada package,
generics, strong typing and overload resolution. In addition,
the endorsement of Ada as an ANSI standard (4) along with its
mandated use by the U.S. Department of Defense increase Ada's
utility for reuse and further enhance the probability that Ada
will provide a significant impact on software productivity.

Reusable software components may assume one of several forms.
Reusable code is the most familiar and accepted form of reusable
software and consists of complete source or object modules for
general purpose usage across various applications. Math
functions, data structures and sort routines are frequently
encountered examples. These components support the development
of software systems by providing the low level building blocks
through which new systems may be developed. From this
perspective, reusable code is a critical element in formulating
any reuse strategy.

However, reusable code in itself is limited in its ability
to significantly impact the software development life-cycle
outside of the detailed design and coding phases of software
development. Reusable design, on the other hand, provides a more
powerful form of reuse through the encapsulation of broad design
decisions and technical approaches. For example, within the
propulsion plant operator trainer domain, the architecture of the
generic engine model is a prime candidate for capturing as
reusable design. A design such as this could be selected for
reuse early in the development of a software system thereby
significantly impacting the direction and momentum of the
project. In applying reusable design, the goal is to improve
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developmental efficiency by eliminating redundant design effort
associated with the building of similar systems. These reusable
designs typically exist in the form of program design language or
code templates representing a specific design of an object or
class of objects. The reusable design may be thought of as the
blueprint which maps architectures to recurring problems.

The actual process of domain development consists of
populating the previously established domain taxonomy with
completed reusable software components. The priority and order
of development should target those objects that offer the most
potential for reuse. Those objects are implemented first since
they offer the quickest anticipated return on the reuse
investment.

c. Domain control Domain control refers to the activities
associated with the storage and retrieval of reusable software
components. These activities are centered around a reusable
software library. A reusable software library is a repository,
usually in the form of a database or information retrieval
system, which contains the reusable software components developed
as a result of the domain development effort. These components
are represented by reusable requirements, design templates and
source code.

The purpose in establishing a reusable software repository
is to provide a means to access and evaluate reusable software
components for possible applicability to new product development.
Design team members must be aware of a component and its
capabilities before they can consider it for reuse. All
libraries are fundamentally based upon an underlying
classification system. In the development of a reusable software
library, this classification system draws upon the taxonomy
generated during the domain analysis effort. This taxonomy
provides the backbone of the reusable software library by
supplying the subject categories, topics, keywords and overall
structure through which components may be referenced.

Configuration control of the reusable software components
library is probably the most critical factor in ensuring the long
term success of a reusable software strategy. It is through this
control that the integrity and overall quality of the reusable
software components is maintained. These controls should at a
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minimum incorporate a reuse configuration review board
responsible for approving candidate objects to be subjected to a
development effort, and for final design and code approval of the
finished component prior to formal entry into the reuse library.
Additionally, a formally designated reuse configuration manager
must be in place to administer and maintain integrity of the
library. Libraries littered with non-generic, brittle one-time
use components will lose the endorsement and support of the
engineering design groups, frustrated in the search for
applicable generic components. The quality of the reuse program
can be no greater that the quality of the components within the
reuse library. These formal procedures are thus established to
ensure that elements entering the library are of the highest
possible quality since the goal is to utilize these components as
the foundation for all future work within this application
domain.

d. Putting it all tocether Software reuse achieves the
greatest economic impact when opportunities for reuse are
factored into the early phases of system level definition.
During this early stage, system requirements are allocated to
hardware and software configuration items. With full knowledge
of the pre-existing software architectures and design templates
available from the reuse repository, system engineers with
software engineering support may intelligently steer this
requirements allocation process in a manner that:

o most fully utilizes pre-existing and tested
architectures, design templates, and source code
components, and

o encapsulates requirements for candidates of new
reusable components to be developed as a part of the
current design process in order to further expand the
repository.
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AS indicated in Figure 1, which illustrates a summary of the
domain reuse process, the next opportunity to exercise reuse
occurs during the software requirements analysis and top level
design phases where software architectures and subsystem designs
are examined. In a similar manner, but at a lower level,
software designers of a given subsystem again look to the
repository for design templates and code components when
performing the detailed design activity. When the coding phase
is finally reached, software implementers look to the repository
for reusable device drivers, low level utilities, data
structures, and math library routines.

4.3 Domain reuse, non-technical issues

The software reuse process must be viewed as a long term
investment since little payback occurs during the early evolution
of the software repository. In fact, this lack of imediate
payback is the source of a frequently utilized argument against
reuse since program managers of individual programs have little
incentive to invest in the future of other projects at their
expense. After all, their individual performance evaluation is
based on meeting costs and schedules associated with their
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assigned program. Both corporate management and DOD contracting
agencies need to understand the strategic role of a company
software reuse plan and provide the necessary motivation and
incentives rewarding its application.

Since effective reuse requires consideration at all phases
of the design including front-end system definition, appreciation
of the reuse process must be instilled as a corporate culture
across all engineering disciplines. Having defined a workable
method for integrating reuse engineering into all projects is not
sufficient to ensure the reuse process will ultimately succeed.

A corporate-wide understanding and commitment to the goal is
essential. This in turn requires an ongoing cross-discipline
familiarization program in available reuse technology, and a
project organization that clearly assigns and defines reuse
engineering responsibilities at all -levels. Reuse engineering
activities at each phase of the design are thus assured of
gaining the requisite visibility and priority in balance with the
traditional design activities.

5. SUMMARY AND CONCLUSION

Substantial work is currently evolving in the realm of
software reuse as its potential for economic benefit is gaining
recognition. STARS (5), one of the most noted government
sponsored reuse programs, has been involved with the development
of a national network of reusable software repositories.
However, general availability of these repositories is years
away, with many complex legal and social issues still pending
resolution. Concerns over product liability, client organization
endorsement, logistics problems associated with the dissemination
of repository contents, and a reluctance of developers to place
company proprietary technology into the public domain must all
be overcome. From the STARS repository user's perspective,
problems such as the "not invented here" mentality, concerns over
software quality and adequacy of testing, difficulties in keeping
current with the global repository contents, and the problem of
simply finding those few components that have relevance to the
specific domain of interest all present a challenge against which
the benefits of such reuse must be weighed. However, with an
organized reuse program maintained and managed at the company
level, each of these problems can be solved today. The
Government sponsored STARS program may someday significantly
impact the entire process of Government software procurement
through mandatory utilization of pre-specified software
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components invoked at the contract level. In the meantime,
organization internal reuse focused within traditional market
niches offers a more immediate solution in maintaining a
competitive edge.

Significant leverage in software development resources can
be achieved today through the utilization of software reuse
methods managed at the company level. The reuse strategy that is
currently evolving at PDI CORP. consists of the following key
elements.

0 Software reuse efforts must be organized and bounded
into highly specific and cohesive application domains.
Commonality is the key to obtaining economic returns
from reuse.

o Each application domain must undergo a development
cycle that parallels the modern software development
cycle. Domain analysis is analogous to the top-level
architecture design phase. Domain development is
analogous to the design/coding/test phase. Domain
control provides the essential configuration management
function.

o Ada is being used as the basis language. This
language's formal specification, Government
endorsement and natural support of the object oriented
development approach make it highly suitable.

o An object oriented development method is utilized. Just
as in the physical world, where real objects are reused
in different combinations with other objects, the same
can be true of software if designed from the object
perspective.

0 The reuse strategy must be understood and supported by
both the engineering organization and corporate
management.

The definition of software reuse is much broader that simply
the process of looking for opportunities to incorporate
previously coded subroutines into a current development project.
Those organizations who view software reuse as the inclusion of a
few utilities or simple re-application of pre-established data
structures are missing a much more rewarding opportunity.
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Narrowly defined views of reuse have produced only limited
returns. The key to the realization of the true economies
offered through software reuse is through large scale reuse
spanning all phases of the software development cycle.
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SURVIVABILITY OF THE PLATFORM UNDER COMBAT DAMAGE

by

LASZLO B. MAYER

SECURIPLEX, POINTE-CLAIRE, CANADA

1.0 ABSTRACT

Modem warships rely primarily on active electronic counter-measures to eliminate
inbound threats before they can strike. Having chosen firepower over defensive power,
these ships are lighter than their heavily armored World War II predecessors. As a result,
these ships are also more vulnerable to catastrophic damage (1). Experiences with
personnel casualties and extensive shipboard damage caused by hostile actions have
demonstrated the need to improve the present approach to the design and implementation
of naval damage surveillance and control systems.

Consequently, there is an urgent requirement for the development of a survivable,
reliable and maintainable damage control system capable of supporting real-time,
informed decision making.

During this development, the concept of damage control must focus on situations
realistic during war-time action. The damage control system must maintain operation after
the platform has sustained damage effected by mines or missile explosions, and resulting
in fire, flood and structural damage. Attention must be given to more than the failure of
sensors or wiring loops. Emphasis must be placed on recovering from damage to any
system component and the implementation of system reconfiguration.

Successful performance of real-time damage control in large and complex
surveillance and control systems is not achievable by operators alone. As these systems
become more and more complex, there is a need for knowledge-based expert systems
to assist the operator in the form of automated decision aids and/or corrective actions.

This paper presents a critical assessment of present-day damage control
technology, and looks forward to future systems, outlining approaches which offer the
greatest potential for ensuring the continued availability, mobility and survivability of the
fighting platform in a combat environment.
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2.0 INTRODUCTION

The fundamental operational objective of a damage control system is to ensure the
timely and informed application of the ship's resources to the containment and control of
damage. The achievement of this objective requires the monitoring and surveillance of the
ship's integrity prior to sustaining damage; the reporting of damage to the damage control
organization and the co-ordinated, directed response by the damage control organization
in a timely and efficient manner.

In most in-service warships, surveillance depends on a number of independent
monitoring systems for fire, flood, etc., and the ability of damage control roundsmen to
detect and report abnormal conditions. The information is manually collated and plotted on
state boards. This methodology for assimilating critical data for the containment and control
of damage is primarily a manpower intensive operation originally devised during the last two
World Wars.

The decision makers are left without an accurate description of the damage, impeding
the prioritizing and coordinating of control efforts at the scene of damage. During recent
naval conflicts (2), (3), fires have spread out of control while damage investigation and
control was attempted under conditions of toxic smoke, extreme heat, flood, jammed
access-ways, etc.

The new Canadian Patrol Frigate (CPF) currently being built incorporates an extensive
damage surveillance and control system. It consists of the following four subsystems:

a.) Fire Detection and Suppression Control, dividing the ship into 75 damage
control zones, extensively monitored by smoke, heat and explosive gas detectors.
The suppression capability relies on the combination of a remotely actuated AFFF
system and manually/automatically actuated Halon-1 301 systems for 36 electronic
and high-value spaces.

b.) Firemain Status and Control System, providing an overview of the ship's
firemain along with duplicated centralized control capability over the isolation
valves, fire pumps, prewet, sprinkler and magazine deluge systems. Bilge flooding
alarms are also displayed for the operator.

c.) Ventilation Status and Control System, allowing the automated sectioning off
of the ship's ventilation system prior to extinguishant release, along with the
selection of smoke eduction configurations. Additionally, the computerized
configuration of the ship's ventilation system for the establishment of gas-tight
citadels for NBC protection is provided for.
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d.) Liquid Level Management System, facilitating the centralized control and
monitoring of the ship's diesel and helo fuel, fresh and ballast water tanks. Remote
manual control is provided for tank valves and transfer pumps to permit counter
flooding and weight re-distribution.

The overall CPF damage control system monitors and/or controls approximately 1000
points distributed homogeneously throughout the vessel. The damage control team is
provided with an overall global summary of the ship's integrity, with an indication of any
off-normal condition within one-second of occurence, via hard mimic isometric panels.
Control is exercised by the coincidental activation of a mimic illuminated pushbutton (to
select location) and a physically separated executive pushbutton (to select desired function).
The light within the mimic pushbutton provides monitored status information.

This system is a significant improvement over those previously fitted systems in that
it provides the decision maker with an increased capability to monitor real-time sensor status
and remotely control essential equipment. The control system, due to its interactive
configuration, will ideally support the assessment and control of localized minor damage
when alarms are activated.

However, the development and implementation of a real-time, informed strategy for
the containment and control of major battle damage, caused by torpedo or missile impact
resulting in a multitude of fire alarms, flooding, and extensive structural damage will become
unmanageable. The decision maker will be saturated with the volume of data. He will be
expected to observe and correlate several alarm panels, and to understand numerous voice
reports encompassing dozens of spaces. Without knowing which reports are current or
reliable, he will be expected to assimilate the incoming damage reports, determine the
optimal overall strategy, and to make immediate decisions and give orders to set damage
boundaries, section off ventilation systems and isolate firemain sections.

In summary, even though the CPF ship design incorporates the most up-to-date
resources available to detect and engage damage, it is difficult and takes too long for the
damage control decision makers to interpret reports and assess the extent of damage,
especially under conditions of exceptional stress.

Clearly, further development is required to improve the performance of the damage
control system that wil enable it to cope with realistic war-time damage. The development
work must specifically address the issue of rapid decision making, thereby providing the
ability to exercise coordinated, real-time control of men and equipment at the scene of
damage.
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3.0 DEVELOPMENT OBJECTIVES

Given that present-day ships are built with excellent damage engagement capabilities,
the specifics of the mechanical systems will not be addressed as part of this paper.

The objective is to concentrate on damage control in terms of evaluation and decision
making - that is on the management of damage - and focus on providing the capability for
the decision maker to develop and implement a rapid, informed strategy for the assessment
and subsequent containment and control of damage.

More specifically, this paper will outline the key steps involved in the process of
developing a knowledge-based expert advisory system, and defines the interfaces to be
used to communicate the information to the decision maker.

The desired operational capabilities of the required system are the following:

a.) Continuously monitor sensors for fire, flood, citadel breach, etc., and update
critical system status as they affect damage control operations.

b.) Detect and diagnose problems.

c.) Postulate real-time recommended damage control strategies based on proven
naval doctrines, to minimize damage.

d.) Provide structured, integrated information to maximize the decision maker's
effectiveness.

e.) Provide embedded damage control training.

The subsequent sections of this paper provide an overview of the organization and
development process of a knowledge-based system, along with the constraints and
requirements imposed on the architecture and man-machine interface for an expert system
assisted damage control system.

4.0 KNOWLEDGE-BASED EXPERT SYSTEM

4.1 Introduction

In simple terms, an expert system is a computer-based system that uses knowledge,
facts, and reasoning techniques to solve problems that would normally require the expertise
and ability of a human expert.
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The notion behind exploring the implementation of an expert system for damage
control is based on the following conditions faced by the damage control decision maker
in a realistic battle situation:

a.) Decision making involves assimilating and prioritizing a large volume of
unstructured data.

b.) It is necessary to reason with uncertain and possibly erroneous data and make a
large number of judgement-based decisions.

c.) Experienced, rapid decision making is required despite lack of sufficient training
under stress conditions.

Expert systems can monitor, interpret, diagnose, plan, schedule, control and train in
order to provide more effective problem solving and decision making.

The expert system concept has been specifically developed to capture the problem
solving expertise of a human being, and represent this person's knowledge in a data base
in such a way that the computer can approximate the expert's ability to solve a problem.

The expert is someone who has developed more knowledge in a particular subject
than most people in the same field, and who can use that knowledge to work with superior
efficiency and effectiveness. Experts get to be experts through a combination of training
and experience. Training gives them facts; experience gives them principles and hunches
to use in applying those facts. It is this combination of facts, principles and hunches that is
identified as expert knowledge. An expert can solve problems based on incomplete
information using heuristics (informed hunches, educated guesses and rules of thumb) to
fill in the gaps. Developing a good set of heuristics is a necessity for building an expert
system (4).

4.2 Developing a Knowledge-based Damage Control System

Despite all the excitement surrounding artificial intelligence and expert systems, these
systems are nothing more than computer programs operating on a set of data bases.
Consequently, some standard software engineering methods are equally applicable to
expert systems. Software lifecycle processes are also present in expert system
development. The development of the expert system consists of the following phases:
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4.3 Feasibility Study

There is not a single way of determining the feasibility of an expert system application,
but some steps to be followed in the evaluation are crucial. One of these is gaining familiarity
with the capabilities of current tools and the type of reasoning that are possible. Another is
a detailed analysis of the application, and the third is a careful analysis of exactly how the
final product is to be used and precisely what it will be expected to provide for the user.

The purpose of the feasibility study is to determine whether the implementation of the
expert system based damage control system is technically and economically feasible.

Such technical issues as the appropriateness of the expert system versus
conventional software technology; the availability and interest of suitable expertise; the form,
size and complexity of the knowledge, and the methodology for the eventual system
validation and testing must be examined in detail (5).

The economic analysis must estimate development and production costs, user
benefits derived from the product, and market potential.

In order to permit an accurate assessment of the above technical and economic
issues, it is essential to develop a preliminary "conceptual" design of the system. This design
can be restricted to a scaled down, thus manageable portion of the application that is
representative of the concepts and structure of the eventual expert system.

During the feasibility study phase, a review of available expert system shells must be
made. These software development packages have specifically been designed to enable
the rapid development of expert systems by focusing on the application rather than on the
programming.

4.4 Designing of the Expert System

The actual design process consists of two distinct but interrelated activities, leading
to the specification of the format of the knowledge representation and the development
tools.These activities must be conducted in parallel, but not independently, as decisions
about one will influence the other.

4.4.1 Knowledge Representation

The knowledge base is the key component of an expert system since it contains the
expert's factual and relationship knowledge about the application. There are two broad
categories of knowledge representation: rules and frames. Rules establish a relationship
between facts in the knowledge base, conceptually represented as IF/THEN statements.
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Frame-based representation provides a mechanism for structuring related facts in a data
base.

Knowledge about properties, characteristics or behavior of objects, including
permanent relationships (which are essentially properties), are best suited for frame-based
representation. Knowledge about dynamic relationships between facts are best expressed
in rules.

4.4.2 Development Tools

In principle, any computer programming language, even assembly language, could
be used for the development. However, practicality dictates the use of some high-level
language. LISP and PROLOG are the programming languages most often associated with
artificial intelligence applications, but systems have been written in Pascal, Fortran and C.

In addition to the general purpose programming language systems, there are a wide
variety of expert system shells. These are comparable to the multitude of word processor
and data-base shells that aid in the creation of text and data files. The expert system shell
is a reasoning system into which the application data is entered to create the expert system.

4.4.3 Selection of the Representation and the Development Tools

Damage surveillance and control requires the continuous monitoring and checking
of various sensors, actuators and equipment configuration. The incoming data is
interpreted, prioritized, and corrective action is recommended (or taken) by the expert
system. This relationship knowledge is best represented and reasoned with in a rule-based
structure.

Many different rule-based expert system shells are available, set apart essentially by
the direction of their reasoning process. Some reason forward from the available facts, and
by deducing new facts, arrive at a consequence. Some reason backward from a
hypothesized consequence and try to locate known causes that will provide support. In
summary, forward reasoning predicts; backward reasoning discovers. Some shells are able
to reason both forward and backward depending on the nature of the problem and the
information available.

The expert system in the damage control application will be required to reason forward
from the monitored data to the optimal corrective action. If sufficient data is not available or
trouble-shooting becomes necessary, the system will be required to reason backward from
the known end-result and rocate the cause. Consequently, an essential attribute of the expert
system shell is the ability to reason in both forward and backward directions. If multiple
solutions are identified, the expert system must be able to select the one with the highest

4.106



probability of success. Thus the ability to reason with uncertain data offered by some shells
is also required.

A concern with the decision to go entirely rule-based is that it may involve an extensive
set of rules, each relating to some sensor or equipment state. Should the run-time become
too long, a shell, providing prioritization and multiple context reasoning, will be necessary.

4.5 Knowledge Acquisition

This phase deals with the task of obtaining knowledge from the experts, representing
and structuring it for storage in the knowledge-base.

Since the expert system is only as good (or bad) as the expert who formulates the
rules, the selection of the experts and the interviewing method are keys to the success of
the product.

The means of obtaining knowledge from experts is through personal interviews
starting by asking the expert for a superficial overview of assessing a damage scenario. The
initial questioning should request the expert to describe the overall strategy, including the
methods for categorizing the information used for reasoning. The knowledge obtained will
not only identify the critical information required by the knowledge-base, but will also help
in the design of the man-machine interfaces.

As the interviewing progresses from a superficial speculative level to specifics, the
questions will also be specific, such as what does a piece of information mean, how does
the expert use this information, and what he would do next and why?

Once the essential building blocks have been identified, they can be prioritized based
on frequency of use and relative importance.

The solution methodology can now be evaluated, expressed in IF/THEN rules, and
structured in the knowledge base.
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5.0 SYSTEM DESIGN AND INTEGRATION

5.1 Introduction

The effective implementation of an expert system supported damage control
technology into a warship environment must extend beyond the consideration of the
mechanics of the actual interface compatibility. The architecture of the sensor/controller data
networks, the data processing and user interface facilities, in addition to the actual integration
and system validation must be examined.

5.2 System Architecture

The overall damage control system consists of the primary consoles containing the
data processing and display units, secondary localized control and display units, data busses,
sensors and controllers, in addition to the fitted fire fighting and damage control equipment.

The development of an optimal system architecture is driven by survivability objectives,
and is constrained by the location and distribution of sensors, controllers and data
processors.

The homogeneous distribution of sensors and controllers throughout the entire ship
dictates that the type of data bus architecture used by a ship's machinery plant is inefficient
and unsuitable for the damage control system. Furthermore, consideration of the requirement
for the damage control system to be functional after major battle damage necessitates a
significantly more survivable architecture for the damage control and communication system.

In order to maximize ship survivability and prevent system level unavailability caused
either by damage or equipment failure, the optimal system architecture requires the sectioning
of the ship into several zones for damage containment and control purposes. Although this
architecture is independent of any specific ship class, for a frigate/destroyer class vessel this
will typically require from 5 to 8 sections. Each section, as shown in figure 5.2, will require a
pair of Local Control Units configured to operate in a dual redundant manner. Each of these
units powers, monitors and controls the sensors and actuators in their respective section over
a failure-proof data bus. Such a data bus is extensively used in a cost-effective manner by
the CPF Damage Control System.

The individual Local Control Units are interconnected by a fiber-optic ring network, such
as SAFENET (6), providing for the centralized monitoring, control and display of the entire
ship's damage control status.
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Figure 5.2 Representative Damage Control System Architecture

5.3 Operator Interfaces

The operator interface, or man-machine interface, is a critical factor in determining
the underlying system's effectiveness. A knowledge-based system with little knowledge will
not be viewed favorably, regardless of the interface design, but even a superbly *intelligent"
system will be ineffective and unacceptable if the user interface is awkward or difficult to
use. A project must devote approximately a third of its resources to the development of the
man-machine interface (7).

During the design of the man-machine interface, the following questions must be kept

in focus:

a.) Does the representation facilitate user understanding and reasoning?

b.) How efficiently (rapidly) can the user implement decisions?

c.) Is the information provided clear, concise and unambiguous?

d.) Can the user find and access needed information?

e.) Does the interface effectively provide system overview as well as specific priority
details?
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f.) How much training is necessary before the user can employ the system
productively?

The graphic mimic panels such as those used by the CPF Damage Control System
satisfy the above criteria, provided that low intensity data, characteristic of minor damage
is required to be displayed. However, such an interface by itself becomes inadequate in the
presence of any significant battle damage, and must be supplemented by visual display
units capable of providing both text and image. To be effective, the design of the various
displays must exceed the capabilities of the mimic panels in terms of information integration
and clarity of representation. Accordingly, it would be a mistake to merely replicate the
capabilities of the mimic panels in a different media.

The complexity of the information presented requires structuring, with the
interrelationships between systems such as fire detection/ventilation status/fire suppression
clearly defined. The nature of the damage control information presented is both textual and
graphical. Thus windows are an essential feature of the display pages. Other essential
features include text and image highlighting, and modification of the size, shape, color and
texture of displays. Scrolling is additionally desired to transfer to adjacent CRT pages.

As the operator is not required to input a wide array of data, keyboard interface is not
required. Instead, a menu-driven customized soft-key interface shall be used.

A conceptual damage control console for a frigate/destroyer class vessel is shown in
figure 5.3, consisting of two CRTs along with a reduced ship isometric mimic panel. This
arrangement retains the desired "overview at a glance" feature provided by the present CPF
damage control mimic panels. The lighted portion of the mimic pushbuttons is intended to
rapidly draw the operator's attention to any developing off-normal condition requiring
investigation. The actuation of a mimic pushbutton, in coincidence with a CRT select
pushbutton, will allow a rapid, structured and controlled access to positionally diverse CRT
pages.

Finally the image and text presented to the operator, that is the delivery interface, is
required to be "user proof". There must not be any traces of the underlying development
interface during normal usage. An error must not place the user under system control or
produce error messages from the underlying development system. The only interface the
user should see, under any circumstances, is the specially constructed application interface.
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Figure 5.3 Conceptual Damage Control Console

5.4 Validation and Testing

This phase of the project focuses on determining whether the system, as constructed,
actually solves the problem. There are several essential aspects of an expert system which
must be validated. These include the method of reasoning, the validity of the conclusions,
the rate of processing and the extent of coverage of the application.

This process is essentially equivalent to evaluating the inpu'-output behavior of
conventional software systems. The testing will consist of developing scenarios for the
expert system, and letting it develop solutions. If the incorrect conclusion is reached, the
issue will be similar to finding a software bug. A review of the rules used by the reasoning
process should indentify the cause of the error. The expert system shells are quite useful
for tracing the execution process.

In addition to evaluating the quality of the solutions provided, an assessment of the
range and rate of solutions must be made.

5.5 Integration of the Expert System

The expert system can be integrated as an advisory, or as a control system.
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5.5.1 Integration as an Advisory System

At this level of integration, the expert system monitors the sensor and controller status,
and provides advice to the operator. A block diagram representation of this is shown on
figure 5.5.1.

USER INTERFACE

SENSOR COROLLER CONT
DATA DATA

Figure 5.5.1 Expert Advisory System

5.5.2 Integration as a Control System

At this level of integration, the expert system monitors the sensor and controller status,
provides advice to the operator and also develops the controller commands. A block
diagram representation is shown on figure 5.5.2.

SUSER INTERFACE

EXPERT SYSTEM

SENSOR CONTROLLER CONTROL
DATA +L J V DATA

Figure 5.5.2 Expert Controller System
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6.0 CONCLUSIONS

This paper has reviewed the state of present day damage control technology, and
identified implementable means to achieve significant improvements in terms of system
survivability and damage engagement capability.

The knowledge-based expert system technology offers a powerful capability for the
damage control team to develop a real-time informed strategy for the containment and
control of combat damage.
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DAMAGE COMAND AND CONTROL
A PE1SONAL VIEW OF FUTURE REQUIREIENTS

By R 0 Bryant BSc (Eng). C Eng, NIRE
Sea Systems Controllerate, BATH, UK

1. INTRODUCTION

The evolution of damage control and surveillance systems over the past
thirty years has lagged far behind that for weapon and machinery control
systems. In both these latter areas it is possible to identify separate of
generations of system, with each generation using more sophisticated and
automated means of controlling their respective equipments and with each
generation adding extra functionality. In the field of damage control,
however, there have been far fewer advances. Whilst modern electronics have

been used in the latest systems the capabilities of many aspects of systems
currently in use are not much greater than those provided in the early 1960s.
For example, the use of manually marked-up stateboards, and heavy reliance on
verbal reporting is still a feature of our present ships.

The reason for this is not obvious but I believe it is probably caused
by a combination of these of these factors:

a. Damage control systems are insurance systems which, hopefully, will
never be required in earnest. Such systems are frequently the first toIsuffer when cost ceilings are imposed and where the need is not demonstratedl on a daily basis.

b. Machinery and weapon command and control systems are there to
"serve" their respective end-user equipments. As the weapon and propulsion
equipments have themselves become more sophisticated and complex there has
been a corresponding need to improve the capability of the control system.
This is not the case for damage command and control systems where the end
user has been a man or men co-ordinating largely manual actions.

c. In the area of machinery control there are a number of civilian and
industrial applications. These dominate the market and have led the field in
developing products which naval customers have been able to modify. Industry
also understands the machinery control problem fairly well and is able to
contribute considerably to setting requirements and establishing how best to
use the latest technology. In damage control, however, there is no similar
industrial market or knowledge base and it is almost totally up to the
customer to recognise where advancing technology can meet what previously may
have been an unstated requirement. Whilst there is also no commercial market
for weapon control systems the very considerable cost of the individual
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weapon systems and the capabilities of the threat systems together impose a

climate in which significant resources are demonstrably required.

During the 1980's. however, there have been a number of instances in

which the need for more effective damage control has been made painfully

apparent. The command, control and surveillance systems are among those in

which improvements have been recognised to be necessary. Added to this are

the extra capabilities required by the call to reduce the number of men in

future ships. Since damage control is recognised as being a manpower

intensive activity there is great pressure to use modern techniques to

automate wherever possible.

2. DAMAGE CONTROL AND SURVEILLANCE HISTORICAL 
SUMMARY

Damage command and control in 
World War Two ships largely consisted of

the Executive Officer rushing to the scene of 
the damage, coordinating action

and reporting back to the captain on the bridge. Repair and containment of

damage to machinery was the direct responsibility of the ship's engineer with

little or no requirement to worry 
about incidents and consequences 

outside

the engine room. Whilst the Executive Officer has retained his role of

assessing the damage "on the spot" and keeping the Damage Control 
Officer

briefed on the extent of the damage, the increasing complexity and

interdependence of systems has demanded a more coordinated approach to damage

control. A damage control headquarters (DCHQ) has therefore become

necessary. In the early 60's this was in a convenient office and equipped

only with stateboards and limited voice communications. However, in

successive generations of ships 
the dependence of successful damage 

control

on the ability to assess the state of and control the operation of a large

number of ship's services has been recognised. The task of running DCHQ has

therefore been given to the ships Marine Engineer Officer and the space

itself has become more integrated with the machinery control room 11CR). In

the latest frigate classes therefore DCHQ and the MCR have been combined into

a Ship Control Centre (SCC) in which machinery and damage surveillance panels

have been combined into a single console.

Alongside the evolution of the organisational aspects there has been a

slow but real evolution in the facilities provided. These developments have

been much slower than those in the weapon and machinery control fields for

the reasons discussed earlier so the time and technology are now therefore

right for dramatic improvements. Alarms and warnings for fire and flood have

been provided since the 60's with a small increase in the coverage achieved

and in the reliability of the sensors. The presentation of the information

has been less then ideal with only the latest generation of systems making a

serious attempt to improve the MKI. 
Voice communication facilities have 

been

improved with primary and secondary links to fire and repair party posts.

secondary damage control headquarters and the command positions. However,

the compilation of a picture of the damage sustained is still reliant on men

with chinagraph pencils marking up perspex display boards in each strategic

position.
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The latest frigate has provided for the first time a single damage
surveillance system which senses fire and flood and monitors the status of
important doors and hatches and gaseous firefighting systems. The
information is presented on a large ship mimic which can also be used for the
traditional marking-up of verbal reports. This panel forms part of the
machinery control console in the SCC thus enabling the DC team to easily
assimilate the status of other important systems. Also provided to the
supervisors in the SCC is a computer based library of ship. compartment and
system data which enables the operator to access information to assist in the
decision making process and the directing of repair actions. The information
provided is sumarised in Table 1.

Compartment data: Layouts
Electrical isolation
Air and fluid isolation
Boundary cooling
Flood and smoke removal
Hazards

Shipwide data: Electrical services to major systems
Watch and quarter bill
Route closure lists
Gas drench guidance
Jettison bill
Tank capacities

TABLE I - DAMAGE CONTROL LIBRARY DATA

3. CURRENT REQUIREMENT

The successful application of damage command and control requires the
sequence of events/activities discussed in Reference 1 and simplified in
figure I to occur in an efficient and coordinated manner. When damage occurs
it must first be sensed and the information transmitted to a person (or
system) who has to decide on the appropriate action and then take the action
(or order the action to be taken). Finally, assuming the sensor is still
working, it will provide some feedback. The "INFORM" box at the centre
indicates the need to report the current status to others with a need to
know. Any or all of these activities can be carried out automatically or
manually. Rapid reaction halon suppression systems and water spray systems
are examples where all activities are achieved automatically. In contrast a
man who discovers a small, smouldering fire and extinguishes it himself
undertakes all the activities manually. Unfortunately, there is a need to
design for much more major damage scenarios in which the simple examples
given above can only play a small part. Each of the elements in Figure 1
will therefore be discussed to identify the requirements.
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FIGURE 1 - DAMAGE CONTROL SEQUENCE

Clearly there is a requirement for early detection of incidents such

that their type, severity and location can all be reported as early and as

accurately as possible. The traditional requirement to ""qe fire and flood

will obviously continue but it is also necessary to ensure that all important

systems have adequate instrumentation of their own so that any damage they

sustain can be reported. It will also be necessary to monitor the closed

down integrity of the ship. The degree of monitoring required for systems is

to a level sufficient to enable system re-configuration to take place or 
so

that the loss of capability can be assessed. If no re-configuration is

possible or the system is not important then the DC personnel should 
not be

burdened with excess data.

There is an argument that. since the damage likely to be caused by the

worst case threat will destroy most of the sensors in the area affected, the

depth of coverage need only be fairly limited. However this argument ignores

the real threat from smaller incidents and peacetime accidents which are far

more frequent and if allowed to develop undetected would soon become a major

threat. Moreover, as most fires occur in harbour when fewer personnel are

around to sense and act considerable reliance must be placed on the automatic

detection systems. The coverage of fire and flood sensors therefore needs to

be based principally on such incidents. It is not within the scope of this

paper to discuss the requirements of each individual sensor type except to

say that the number required means that they need to be reliable, relatively

free of routine maintenance and accessible.
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3.2 Tranamingion

Raw data from sensors needs to be transmitted as reliably as possible to
those people or systems who have to act on that data. Where a system is
acting automatically or processing of the data is required this should take
place as close as possible to the source of the data. Since the damage
control and surveillance is a shipwide system and DCHQ will need to initiate
many actions a dual redundant means of bringing all data back is clearly
necessary. Moreover, since DCHQ is itself liable to become untenable there
is a need to provide the most important data directly to secondary DCHQ
(HQ2).

The advent of independent zones within ships means it would also be
desirable to provide the relevant data directly to a position within each
zone, however, cost considerations would probably preclude this. The
transmission of manually sensed information is also important. Traditionally
this has been achieved using voice communications. These are notorious for
allowing misinterpretation and confusion when a number of reports are being
received against a background of high noise and stress. It is therefore
essential to provide a means of making manual reports via data links. This
will be discussed further in section 3.5 below.

.-4 Decision

The decision process is the most difficult to define and solve. Local
automatic initiation of systems will not be considered further but rather the
process which occurs in DCHQ and to a lesser extent at fire and repair party
posts. The decision on what action to take, whether It be in response to
battle damage at sea or to a harbour fire incident requires knowledge of a
number of factors. The most important of these are shown in Table 2.

1. Number, location and type of incidents
2. Severity of and hazards involved in incidents
3. Availability of defensive systems (firefighting. firemain, pumps)
4. Availability of electrical power
5. Availability, position and skill of manpower
6. Command priorities
7. Watertight integrity of ship
8. Possible consequences/dependencies of actions

TABLE 2 - FACTORS AFFECTING DECISION

The man in charge has a potentially very difficult task and if the
incident is in harbour or is un-expected he may not be highly trained and
experienced. It is therefore necessary to provide accurate, easily read and
understood displays of the nature and extent of the incident, of the status
and availability of all support systems, of the priorities which the command
wishes to place on particular functions and systems and of the watertight
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integrity of the ship. He will also need access to a database of information
concerning compartments, systems and the ship as summarised in Table 1.

There is a potential to swamp the operators with so much data that they
cannot "see the wood for the trees". The display formats and content
therefore need to be carefully designed and the operator given the option to
select detail and information which he wishes. The custom of building up a
large, manually compiled picture of all incidents on a single ship layout
diagram using coloured chinagraph pencils has great merit in assisting the
damage control officer to see the wider picture and should not be abandoned
without a suitable replacement. There remains therefore the task for someone
to compile a picture of the known, confirmed status of damage to be presented
on a large scale display. The compilation process need not use chinagraph
pencils but can be done electronically. In this way the picture is then
available for transmission to other locations.

Given the complexity of the problem there is significant potential for
the use of the emerging artificial intelligence technology to make the task
easier. This could be used to automatically take action or merely to advise.
Some of the areas where it is believed that assistance could be derived are
listed in Table 3. Such a system would need to be given both sensor data and
an encyclopaedic database and since to a large extent both these should
already be provided in the SCC the basic building blocks are available. The
degree to which AI techniques are required rather than mare conventional
software is, however, debateable whilst the technology is still maturing and
establishing its most useful place in the programmers armoury.

Activities TankS

Firefighting Assessment of nature and location of
Smoke removal incident.
Flood removal Prioritise and incidents
Stability calculation Advise options to combat damage
System re-configuration Advise on alterntive line-ups

Advise on consequences of actions

TABLE 3 - ACTIVITIES AND TASKS WITH POTENTIAL FOR USE OF
ARTIFICIAL INTELLIGENCE

3.4 Action

Damage control is traditionally a manpower intensive activity in which
the adaptability, mobility and muscle power of men are used to combat the
damage. Given the continuing pressure to reduce manpower there is a need to
automate as many activities as possible. In this respect for firefighting
the further application of gaseous fixed suppression systems and fixed water
spray/fog systems will continue. In high risk compartments these may be
automatically initiated but in others simple local and remote actuation is
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all that is required. For flood removal a more extensive fit of fixed
equipment will be necessary but portable manually "operated" pumps will
remain essential.

The requirement to manually close a number of ventilation flaps and
valves and to manually re-align the firemain and chilled water systems on
receipt of alarm or going to the action state will need to be removed or
drastically reduced. Such operations will need to be remotely actuated
ideally by simple selection of the required mode. Similar consideration will
have to be given to the remote actuation of door and hatch openings.

Up to this point the paper has concentrated on the need to provide
detailed sensor information and displays in the SCC and in HQ2. A limited
display of local data at each fire and repair party post has also been
identified as an ideal. Alongside these detailed displays the requirement to
provide a large scale picture of the recognised damage state has been
discussed. This picture should be compiled in a single location, probably
the SCC, and electrically transmitted to HQ2, FRPPs, the Operations Room,
Weapon Section base and the bridge. Displays at these positions need not
necessarily be on the same large scale as in the SCC but could perhaps be
VDUs with an easily operated page selection system. The same links could
also provide high level status information on important service systems.
This information could come directly from the relevant machinery control
system or could be manually inputted by the relevant system operator. The
data links necessary between these stations would also provide a means for
the operators to make manual reports to other locations. The data could be
"broadcast" in a similar manner to the open line voice links currently used
but avoid many of the drawbacks of using a verbal system. In this way it
would be possible for the command to pass messages concerning priorities and
weapon system requirements, to those co-ordinating the damage control
activities. It would also be feasible to provide a number of connection
points at strategic positions around the ship at which portable terminals
could be used by action teams to report on the situation and/or seek
information/instructions. Finally each operational terminal would need to
have its own uniterruptable power supply with at least a 4 hour battery
back-up. The data network would need to have a redundant path between each
important operator position and if any bus controller function was necessary
it would need to be duplicated.

4. TECHNOLOGY AND COST CONSIDERATIONS

Having considered in fairly general terms the requirements for
fulfilling the functions identified in Figure 1, it is now relevant to
discuss the technological trends/availability in each area and the cost
considerations which might dominate the decisions on what is actually
employed on future ships.
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The development of new sensors is being driven largely by the
requirements of the process industry. Happily these are numerous and the
range and capability of sensors are growing at a fairly fast rate. Happily.
too there is a growing trend to standardise both the mechanical and
electrical interfaces thus simplyfying the design of control and data
collection units. It is not intended to discuss all sensors types relevant
to damage control since they are numerous and most are perhaps more relevant
to machinery control system design. However in the areas of fire and flood
detection reduced manpower means that there is a need for each individual
sensor to be addressed. for sensors to be capable of reporting analogue
values (ie not just on/off sensors) and for sensors to be able to give a
malfunction warning. Microelectronics are now making it possible and
affordable to put the necessary "intelligence" inside the sensor or very
close to it so that again controller design is simplified. It also means
that data collection from a number of transducers can be achieved on a data
transmission system without having to use complex units solely for data
collection. Justifying the use of these more capable, and therefore more
costly, sensors will have to be done on a through life cost basis. They will
therefore need to live up to the claims of high reliability and/or lower
preventative maintenance that are being made of them.

There is currently much discussion on the potential for using fibre
optic sensors for many of the parameters required to be monitored.
Currently, however, such sensors are not readily available and are expensive.
It is therefore believed that it will be some time before they have
established themselves as providing a cheaper or more reliable alternative to
more conventional sensors. I do not expect them to be used in other than
special applications until they are capable of being networked directly to a
fibre optic data bus or until the fibre itself can be used as a reliable
sensor In a shipboard environment.

4.2 Transmission

Data from a large number of' sub-systems concerned with machinery, weapon
and damage control will be generated and require transmission to a number of
locations. Data transmission networks will therefore exist on the ship to
provide for this. There are numerous debates on whether a single (albeit
dual, triple or more redundant) highway should be provided to cater for all
needs. My own view is that this should not happen - principally because the
problems of managing the data flow requirements from a large number of users
in a real control environment is probably too great for our procurement
practices to handle but also because the traffic volume and system
requirements would be dominated by weapon data with the potential for
machinery and damage requirements to be considered secondary. However, the
machinery control and surveillance and other ship service systems will become
more capable on future ships and an Integrated Platform Management System is
likely to be implemented (Reference 2). This system will have a shipwide
data transmission network which will be resistant to damage and be carrying
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data very similar in nature, origin and destination to that required for
damage control and surveillance. This highway is therefore likely to be used
to distribute damage control sensor data to the control positions required.
The overall data rates, latencies and other comunications requirements will
be well within the capacity of network systems which are already available.
Whilst there will be much debate on whether to use fibre optics or copper and
whether a full 081 protocol stack is necessary and available, at the end of
the day the system capable of meeting the requirements at minimum cost will
be chosen. However, I also believe that since commercial applications are
driving the development of capable fire detection systems which will operate
with new analogue, addressable detectors cost and capability considerations
mean that such systems with their own transmission networks will be used on a
zone or area basis. In this way a fire detection controller in each zone or
perhaps 2 or 3 for the whole ship will provide local display facilities but
send the data to remote positions via the shipwide highway.

For the sub-systea providing high level displays and allowing operators
to send manually inputted data it is believed a separate data transmission
system is required. Again technology is readily available to meet the
requirement without any significant risk.

4. A Decision

It is in this area that most development is required to provide the
operator with assistance he needs. The provision of easily read displays,
ergonomically designed controls and a coordinated approach to providing the
correct data to each team member will require considerable investment in
system engineering, human factors investigations and prototype designs. The
techniques for achieving a good SCC design and user friendly operator
displays and controls are now available and will need to be used to the full
if our future ships are to be easy to operate. This will require
considerable customer input over a prolonged period and will need a shared
MOD/Industry approach to responsibility for the design.

Extensive use will be made of visual display units which will use
windowing techniques, menu driven pages and panning and zooming capabilities
to move around mimic diagrams. The information and controls available at the
various positions will need to allow for both the peactime and action
conditions which will inevitably have very different manning levels. The
control consoles in the SCC are therefore likely to be multifunctional and
the IPNS approach to platform system design will be essential if optimum
performance is to be achieved. Whilst development costs for this approach,
including provision of a shore based prototype, are likely to be considerable
they are driven by the need to save manpower. If a separate damage control
and surveillance system, covering fire and flood detection, firefighting,
pumping and door/hatch status, were considered acceptable the development
costs would be reduced although the extra redundancy and enhanced displays
required would increase the UPC over that for current systems.
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As discussed earlier the potential for use of artificial intelligence to
assist the damage control officer is great and indeed some early studies into
the firefishting application have been carried out (Reference 3). The
technology, however, is still young and the cost overheads in procuring a
very capable system are potentially very high. Considerable effort and
commitment is required not only from the knowledge engineer but also from the
expert. Unfortunately in damage control there appears to be many experts and
almost as many solutions to any given problem. The other difficulty is that
the proving or testing of a large AI system with a number of inputs and rules
cannot yet be automated. Acceptance or a system therefore becomes very
problematic especially if it was to be used for automated control purposes.
Development of a large AI system would therefore require a number of DC
"experts' to be available for a prolonged period and currently it is not yet
possible to Justify this investment.

Whilst it is feasible to implement a small AI system which carries out
only advisory functions there is a danger that in simplifying the problem to
make the system affordable it becomes one that does not need AI techniques to
solve. It is therefore considered that a step by step approach to the use of
Al languages in damage control systems will be employed. The use of a large
rule base to make decisions on a large sensor input will not come quickly.
Instead the first applications will use relatively small sections of At code
which is perhaps more efficient in tracking down information in a database or
solving a few simple rules than is a more convential language. I also
believe that the windowing display techniques and ability to build up a
relational database (or knowledge base) which are features of most Al
environments will be used to a large extent in the next generation of
systems.

This leads on to the provision in the SCC. in HQ2 and to a lesser extent
in the weapon section base of an encyclopaedic knowledge based system as
discussed in section 3.3. The technique and usefulness for this has already
been demonstrated in current ships and the only difficulty in expanding the
system is the cost of data capture and data "upkeep". This problem may be
solved in the future as the ship design and build process begins to use more
and more CAD/CAl facilities which mean that most of the data should already
exist in a computer database; the only problem will be to put it into the
required format. The system provided should allow, even largely untrained
personnel. easy access to the date and should have battery backed supplies.
The database at each location should be independent and given the cheapness
of modern proprietary hardware it is believed there should be at least one
portable system on board. Assuming that a briefing system of the type
described in the next section is employed then this database could be
implemented on the same terminal hardware.

A further requirement in the SCC which has been much debated over the
past few years is the provision of a stability monitoring or assessment
system. Risking the danger of being contradicted by naval architects I
believe that computer technology and flood level sensing equipment has now
reached the state whereby the DC supervisor can be given a facility which
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will perform calculations on the curent stability situation. This may well
require the supervisor to manually enter some data - or at least confirm what
has been automatically sensed - and it may only give a first order
approximation - but it does not seem correct that we should continue to ask
the operators to use calculators, pencils and paper with only a few worked
examples (locked up in a suitably secure cupboard) as guidance. In the
highly stressful situation they would be in when stability is a real concern
then quick, reliable access to some guidance on status is almost essential.

The past few years have seen the emergence of automatic rapid reaction
spray systems and explosive suppression systems and an increased use of fixed
manually operated water, foam and halon systems. Future ships will continue
this trend and probably make fairly widespread use of automatic rapid
reaction gaseous suppression systems, in an attempt to extinguish fires at
source. Further discussion of the relative merits of firefighting systems
will not be pursued here but again the technology required is largely
available. The cost of such systems is therefore likely to dominate
decisions on the extent of coverage.

Automatic or remote control of system valves, vent flaps and
doors/hatches is an area where increased reliability and lower costs of
actuators will be required if full use is to be made of control system
potential. The reduced manpower requirement will undoubtedly drive the
fitting of a nuuber of such actuators but will also mean that maintenance
labour will not be available to cope with an increased load. Closer
attention will therefore need to be paid to system design to minimise the
number of valves required whilst maintaining the ability to re-configure and
partition systems. Key valves and flaps will then need to be automated.

Whilst many operators would perhaps like to see the capability to close
all important doors and hatches at the touch of a single button (in the
Operations Room) when a threat is imminent I do not believe that this will
prove cost effective given the numbers involved in current ship design.
Moreover if the number of men in the crew reduces to a level which makes this
too large a task to handle then the requirement for the current numbers of
doors and hatches to be left open to start with should reduce drastically.
Remote actuation of doors and hatches is therefore likely to be restricted to
a few, often used doors on the main communication deck.

4-S nfazaing

As stated in section 3.5 it is believed there is a need for a data link
between key positions to allow manually inputted data to be sent and to allow
the recognised damage status to be available to all parties. Technology for
achieving this is again available and indeed trials on a prototype system
have been carried out. The display formats. especially those requiring a
whole ship picture, need to be carefully designed but this is not see as
being difficult. The means of entering the data into the system also needs
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full consideration as the use of a conventional keyboard will not be
satisfactory. The choice would appear to lie between the use of a
trackerball with special purpose keypad and/or softkeym or a CAD digitiser
tablet with a special overlay. Neither option presents a difficult
technological challenge except perhaps in the provision of a portable
facility.

Future ships will almost certainly have a requirement to send a variety
of other slowing changing information pictures to key positions around the
ship. It is therefore considered likely that these functions could be
combined onto a single system. The requirement for redundancy and battery
backing of the DC element should, however, remain as a mandatory feature.
The cost of provision of this network which would fulfill a number of
requirements outside the damage control area will be such less than if a
separate approach is taken to both problems and no real difficulties can be
seen in its adoption.

The large scale whole ship display required in the SCC is an area where
further technological developments are thought to be necessary before it can
be fully realised. The display needs to consume fairly low power levels. be
readible in all light conditions be large enough to be read from at least 4
metres and have a colour capability - as well as meet the usual naval
environmental standards. It is not believed that this can currently be met
but developments in colour LCD technology are promising.

5. FUTURE SYST

Future damage comand and control, systems will make far greater use of
information technology driven both by the increased functionality which has
been shown to be necessary and by the fewer number of men who will be
available to carry out manual operations.

I believe that the next generation systems will need to provide a
surveillance system which will give more extensive and accurate monitoring of
fire and flood and a full monitoring of door and hatch status. Display of
this information in the SCC will need to be integrated into those for
essential shipwide services. The data will need to be available in a
secondary damage control headquarters and will need to have a redundant data
transmission path. A possible system architecture is shown in Figure 2.

Displays in the SCC will largely be on VDU's using mimic diagrams and
windowing and paging techniques. Nultifunction consoles designed to optimise
peacetime and action manning levels will be used with the DC function coming
under the umbrella of an Integrated Platform Nanagement System.

Alongside this system will be a reporting and briefing system to enable
operators to make damage reports, to allow the command to input priorities
and to provide to all users a commn picture of the damage status. The
system will also provide key users access to a shipwide database to allow
informed decisions to be reached. The facility will also be used to provide
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a number of other information pages to be inputted on machinery status and
enable other pages relevant to the command and weapon operators to be
displayed. Key positions will be linked by dual redundant data highways and
will have battery backed power supplies. A possible layout for this system
is shown in Figure 3.

This system is only likely to be used for damage control purposes in
action conditions but for normal peacetime cruising would provide a valuable
means for operators with a need to know, to have access to data an those
systems in which they have an interest but which they do not directly
control.

6. smaY

Overall it is believed that the basic building blocks for providing a
more capable damage command and control system for the next generation of
ships are already available. The difficult Job is to specify the
requirements properly and then to integrate the DC requirements with those of
other systems to ensure that the ship can be operated as a whole in both
peacetime and action conditions. This will not be an easy task and will
require a fuller -a' isis of the requirements than has been possible in
writing this paper. Developments already made and those envisaged for the
next generation will extend the integration with weapon and machinery
systems, will btart to use AI techniques to assist the operators and jill
increase the automation of a number of systems.
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1. ABSTRACT

This paper presents an in-depth analysis of a modeling technique
which can provide critical design information on expected system
performance, error rates and capacity utilization; and can
isolate system bottlenecks prior to a project's prototype
development stage. It involves a Monte Carlo type simulation
program which utilizes an event driven kernel routine. Desirable
model input parameters and the types of output and statistical
figures of merit which are generally most useful are discussed.
In addition, specific problems and solutions are discussed which
were encountered while using a Pascal based implementation of
this modeling technique to analyze a communications network being
installed in Machinery Control Systems (MCS) aboard DDG 51 Class
ships. Information is also provided on other modeling techniques
and other available software packages.

2. INTRODUCTION

This paper has been written in order to bring attention to some
important consequences of using multiple embedded processors in
complex control systems.

Digital communications have begun to play a major role in
machinery control system designs. The simple point-to-point
inter-unit communications systems of the past are being
supplanted by local area networks. The resulting increases in
system complexity are frequently accompanied by a myriad of
problems which have not been previously experienced. Techniques
for sizing communications capabilities, such as calculating
system loading factors, are inadequate to fully predict the
performance of today's communications networks.

In the case of the DDG 51 Machinery Control System, it was
stipulated at the onset of the design phase that the system would
use six embedded AN/UYK-44 computers. In order to analyze the
communications problems subsequently encountered, a computer
model of the process was deemed necessary.

Simulation models of system prototypes offer a number of
advantages (1). Most important is they provide the ability to
assess alternate design approaches. A complete set of
performance measures can be established and evaluated on a
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comparative basis. Simulation models also allow the analyst the
opportunity to embed the desired level of realism into the
analysis. In most cases, the models are simple and flexible.
Most important, the simulation process is cost effective since
designs can be verified before implementation, thus eliminating
false starts.

While other system analysis techniques are available, such as
analytical models based on sets of equations, these approaches
require simplifying assumptions. These assumptions are often too
restrictive and unrealistic. Furthermore, solutions are
restricted to the set of assumptions used in defining the
equations.

Discrete event simulation describes a system in terms of
scheduled events whose order of occurrence need not follow any
simple equation or pattern. These events can change the state
parameters within the system using logic unique to each event.
Discrete simulation can also be defined in terms of a flow of
these entities through a network.

Modeling of digital systems lends itself well to the discrete
simulation modeling approach. For this reason, multi-processor
systems and communications networks are frequently modeled using
discrete simulation. General purpose simulation languages such
as SLAM II have been successfully used in these applications (3).

In systems whose processes involve a significant number of logic-
intensive steps, it is sometimes less time consuming to create a
special purpose simulator program to model the particular system
of interest.

This paper is written in two parts. Section 3 provides a general
process by which a simulator program can be designed and
implemented. Sections 4 through 6 provide specific problems,
resolutions, and considerations which were found to be of
significance during the DDG 51 program, and which are likely to
be equally significant in one form or another in future designs
of comparable complexity.

3. OPERATIONAL DESCRIPTION OF A GENERAL PURPOSE
DISCRETE EVENT SIMULATOR

A discrete event simulator utilizes a chronologically ordered
queue of 'events'. These events are records which contain such
information as the name of the event; the time at which it will
be performed; any required source, destination or path
information; and, if a random access queue is utilized, a pointer
to the next consecutive event. Each of these events corresponds
to an individual subroutine which, when called, will cause a
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particular set of changes to occur in the state variables being
modeled.

This type of simulator uses a 'simulator kernel' routine which is
called recursively until some end state is reached, or until
operator action halts the program. This 'kernel' pulls the next
event off of the top of the event queue and calls its
corresponding subroutine. The subroutine then causes some pre-
defined change to occur in the model's state variables, updates
any desired statistics values and stipulates a set of subsequent
events to be added to t.ie event queue. The kernel routine then
adds these new events into the event queue at the appropriate
chronological locations and repeats the Dcocess again.

Figure 3.1 shows a block diagram of a basic simulation program as
described above. The following paragraphs provide a more
detailed description of the functions to be carried out by each
block.

A. RUN INITIALIZATION

i) "INITIALIZE" block

This set of subroutines sets all state variables and
configuration variables to their default values and sets all
statistics variables to zero.

ii) "INPUT CHARACTERISTICS FOR EACH RUN" block

This set of subroutines provides a set of menus from which
the operator can select desired model statistics,
configurations, protocols and run times to be used during
each simulation run. These menus can be customized to
include modes which test proposed fixes to specific
communications problems.

iii) "SET CONFIGURATION" block

This set of subroutines sets the state variables and
configuration flags as required for the specific set of run
characteristics selected from the input menus. It may also
write the configuration to an output file if desired.

B. OUTER RUN LOOP (For Statistical Accumulation):

i) "RANDOMIZE STARTING STATE AND INITIALIZE EVENT QUEUE"
block

This subroutine is performed at the beginning of each run.
It generates a snapshot of the state variables at a random
point in the process being modeled, and use this set of
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state variables as a starting point for the simulation. It
also places the necessary initial events into the event
queue.

The 'Monte Carlo' simulation gets its name from this method
of randomizing the starting point in the process being
simulated for each of a large number of runs. Compilation
of statistical data from each of these runs provides the
basis for statistical analysis of the process. From this
data, statistical distributions, averages and standard
deviations can be determined for any of a variety of
variables.

C. INNER SIMULATION KERNEL LOOP

i) "GET NEXT EVENT FROM EVENT QUEUE" block

This subroutine gets the next event record from the event
queue, reads the data into a "current event" record, and
deletes the event from the queue, moving the next subsequent
event record up to the top.

ii) "UPDATE STATUS OF STATE VARIABLES" block

Each event has a corresponding subroutine associated with
it. The subroutine associated with the "current event" is
called at this point.

The event subroutines perform functions which change the
model's state in some pre-defined way. They may also
stipulate a set of new events which will subsequently be
added to the event queue.

iii) "ACCUMULATE STATISTICS" block

Each event subroutine also increments a particular set of
statistics variables. These variables provide the basis for
statistical analysis of the process. Analysis of this data,
following a set of runs, will allow statistical
distributions, averages and standard deviations to be
determined in a variety of areas.

If a degree of random variability in event starting times is
to be modeled, then the Monte Carlo technique should be
employed here as well.

iv) "ADD NEW EVENTS TO EVENT QUEUE" block

This subroutine adds the new events (stipulated in the
previous routine) to the event queue at the appropriate
location. This is done by comparing the required time of
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occurrence for each new event with the times of occurrence
required for each of the successive events already in the
event queue.

D. END: (inner simulation kernel loop)

i) "PROCESS STATISTICS" block

This set of subroutines processes the statistical data
compiled from each of the runs using various statistical
analysis techniques. From this data, statistical
distributions, averages and standard deviations are
determined for all variables of interest.

E. END: (outer run loop)

i) "PRINT STATISTICS" block

This set of subroutines displays the results of the
statistical analyses just performed. These results may be
in the form of tables of averages and standard deviations,
lists of relative process efficiencies, or even plots of
statistical distributions if desired.

F. CONCLUDE RUN

At this point, the simulation program must close all files used
during the simulation. It may also provide the operator with the
option of re-starting the simulator and inputing a new set of run
parameters.

4. ALTERNATIVE MODELING APPROACHES

To illustrate how the discrete event simulation process can be
applied to digital system communication applications, the
development and subsequent analysis of one particular
communications system model is described. This particular model
simulates the communications involved in the DDG 51 Machinery
Control System. Sections 5 and 6 provide details on the DDG 51
MCS model and illustrate a successful application of the discrete
modeling techniques discussed above.

Initial efforts focused on utilizing a general purpose package to
develop a discrete event simulation model. The SLAM program by
Pritsker Associates was evaluated for use in this application.
Since well over twenty steps were required to represent a single
message transfer, and a number of steps involved interaction with
other messages or cancellation of scheduled events, the model
quickly became cumbersome. Furthermore, the logic-intensive
nature of the protocol at every step of the message transfer
process complicated the model development process. Finally, even
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minor changes to the logic in most cases required extensive
re-work of the model. For these reasons, it was determined
early-on, that a custom model would be more suitable for this
effort.

The PC-based TurboPascal language was chosen due to its speed and
versatile data structure features. High level languages such as
Pascal can easily represent the complex protocol logic required;
and the code, once written, can be easily modified.

5. THE MCS INTER-UNIT COMMUNICATIONS PROBLEM

The DDG 51 Machinery Control System handles monitoring and
control of all ship propulsion, electrical, auxiliary, and damage
control systems. It is composed of six computerized control
consoles and a number of peripheral devices communicating over a
common Data Multiplex System (DMS) Bus, as shown in Figure 5.1.

MCS operating stations, include the Propulsion and Auxiliary
Control Console (PACC), the Engineering Officer of the
Watch/Logging Unit (EOOW/LU), the Shaft Control Unit 1 (SCUI),
the Shaft Control Unit 2 (SCU2), the Repair Station Console
(RSC), and the Electric Plant/Damage Control Console (EPCC/DCC).
Each console includes an AN/UYK-44 embedded processor. The
processors exchange monitoring and control information over the
DMS. In addition, a number of signals, such as damage control
signals and the Bridge Control Unit (BCU) signals, are interfaced
directly with the DMS.

The DMS consists of five coaxial cable bus lines which run the
length of the ship. External signals are interfaced onto DNS at
any of a number of Input Output Units (IOU), using a variety of
interfaces. The MCS computers interface to DMS using the NATO
STANAG-4156 serial interface. Each of the computers utilizes two
of these 4156 channels (A and B) to transfer messages to and from
the DMS. The IOUs are in turn interfaced to Remote Multiplexers
(RM) which contain instructions for constructing and forwarding
DOS message packets to destination IOUs. The RMs are interfaced
to Area Multiplexers, which in turn interface with Traffic
Controllers that control access to the five main DNS busses.

Since the DMS provides a total overall 24 MBit/Sec bit rate, and
the MCS application requires a small portion of this capability,
inter-unit communications were not predicted to present any
problem. However, during preliminary testing of the MCS, it was
determined that approximately 20% of the message transfer
attempts were failing. This was a substantially greater failure
rate than the 0.005% failure rate originally predicted. An
additional item of concern was the extent to which the system
loading would increase at the onset of a system problem. Since
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Figure 5.1
ACS INTER-UNIT COMMUNICATIONS

messages are retried up to three times if unsuccessfully
transmitted, the system is further loaded, compounding theoriginal problem. It is important as the limits of system

capabilities are approached that the operator be provided with an
indication of any impending communications problems prior to the
system performance actually becoming degraded.

As a result, a DDG 51 MCS communications system computer model
was proposed as a means of testing potential system changes which
were being proposed to alleviate specific problems.

The objective was to construct a model which would operate on a
time scale within one order of magnitude of real time, and which
would predict results sufficiently close to those actually
observed so that performance trends could be reliably
extrapolated for any system modifications proposed. It was
reasoned that such a model could save the Navy and its
contractors a substantial amount of time and money by allowing
quick analysis of effects of proposed system changes without
requiring costly hardware and software changes. The proposals
producing the best results in the model could then be implemented
without risk of inefficient or unexpected system response.

The model could also be used to predict system efficiency in
various casualty conditions, and to troubleshoot future system
problems should they arise.

The model allows the operator to input various system
configurations and modes of operation; and returns statistical
data showing average relative percentages for path usage; message
failures; successful message transmissions on first, second,
third, and fourth try; port busy level; message collisions;
channel failures; and timeouts.
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The model is capable of operating on any IBM compatible personal
computer when provided with a compiled version of the model
program or with the applicable programming language and source
code for the model. Modes of operation include Transmit Request
protocol and Receive Request protocol, various levels of system
degradation, and test modes capable of modeling each of the
communications system changes proposed as performance
enhancements.

Validation of model accuracy and reliability was accomplished by
comparison of modeled system responses with those actually
observed on the real system under similar circumstances.

Development of the model brought attention to a potential problem
area not originally considered. That is, the sensitivity of
system performance to various levels of degraded operation, as
may exist on board a ship during casualty situations. The model
proved to be of great value in this area, by allowing various
system improvements to be tested in these degraded modes of
operation.

These validation of model accuracy was expanded to include a
broad range of system configurations, including several levels of
degraded operations in which from one to six communications ports
were disconnected to simulate component failures.

Figure 5.2 summarizes the message transfer process between two
processors on the DMS, using a Transmit Request Protocol. MCS
processor to processor communications involves four elements:
so,'.' processor Input/Output Channel Adaptor (IOCA), 0KS source
Irput )utput Module (10), sink IOM, and sink IOCA. While there
ar%; ! number of intermediate D(S process elements which are part
of the message transmission process, these are not included in
the model. The wide availability of DMS bandwidth permits this
simplification.

TR transfer involves four steps. First, an outgoing message
transfer is requested, a message path must be reserved between
the source and sink ION. The source IOCA forwards a two word
transmit request command to the sink ION. This creates a
reserved path between the source and sink ION. When the sink ION
has been reserved, the source IOCA is notified using STANAG 4156
interface control signals. The message is then transmitted by
the source IOCA to sink IOCA. The third and fourth steps repeat
the same sequence; however this time from message sink to message
source. These two steps provide acknowledgement notification of
message receipt.
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Figure 5.2
TRANSMIT REQUEST PROTOCOL

The TR protocol does require handling situations in which the
sink or source is busy either transmitting or receiving another
message. Also, the protocol does have short time intervals in
the transfer process, during which a message collision occurs.
These collisions result from not forwarding TR commands all the
way to the IOCA.

A number of protocol improvements were suggested by various
parties. Some of the changes would require significant redesign
of the communications handling software. In particular, a
simplified Receive Request (RR) Protocol, shown in Figure 5.3 was
proposed. Other changes while relatively simple to implement,
would still require relatively complex and time consuming
measurements to evaluate the effectiveness of each change. It
was determined that the simplest and most effective way to
validate potential changes was to construct a simulation model of
the communication process.
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Figure 5.3
RECEIVE REQUEST PROTOCOL

6. PC-ASED PASCAL MODEL RPSENTATION OF MCS lMM ICATIO

This simulation program developed for the DDG 51 was configured
as a discrete event simulation model similar to the one discussed
in section 3.

As described ionprogrm 5, the Ded 51 MCS communications system

involves message transfers between source and sink processors,
which can take place over any of four paths between the two
source ports and two sink ports. Under the Transmit Request (TR)
protocol, the messages transfers consist of two parts;
transmission of the TR command word, which secures a path through
DNS, and transmission of the actual message along that path.

Figure 5.2 summarizes the message transfer process by showing the
order of communications port poling and reservation which takes
place under the Transmit Request protocol.

The message transfer process is further broken down in the model,
into a set of 22 distinct steps. Each of these steps constitutes
and event which must be added to the event queue to be performed
at the required time.

Figure 6.1 shows a timing diagram for the particular 11 events
involved in completing a successful message transfer. The "Next
Event" line shows the chain of new events added to the event
queue in each step of the process. The times listed in this line
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indicate the number of milliseconds between the events. These
are the time increments used to chronologically place the events
in the event queue.

The eight state variables of interest for the two applicable
processors are shown under the "Port Reservations" section, with
raised blocks indicating a 'reserved' status having been set
during the appropriate events. "Collision Windows" are also
delineated, during which an attempted communication from a third
processor could cause both transmissions to be aborted.

Since each RM can handle up to two messages at once, dashed lines
are used during RM reservations to indicate that the number of
messages being handled by that particular RM has been incremented
by one. The "T"s listed under specific events indicate the state
variables which are tested during these events as part of the
process logic used to determine what functions to perform next
and which events to add to the event queue.

The following sections discuss some of the particular
characteristics which were found to be most beneficial in the
DDG 51 simulation model. They are organized a manner similar to
that used in section 4, and the flow chart blocks referenced are
those shown in Figure 3.1.

A. RUN INITIALIZATION

i) INITIALIZE

The model is constructed in modules to allow ease in
altering and adding features as the need arises. It was
found to be useful, during the debugging phase of the
project, to add an event at the very end of the event queue
with a very large time increment specified. The subroutine
corresponding to this event would print out an error message
indicating that the event queue was empty if the event were
ever reached. During proper operation of the simulation,
this event would never be performed since new events would
be added to the event queue by at least one of the current
events in order to perpetuate the communications process.

ii) INPUT CHARACTERISTICS FOR EACH RUN

It was found to be most efficient to provide several levels
of option selection menus for the operator to use in
selecting specific run characteristics. The initial menu,
for instance, may allow run durations and frequently used
default configurations to be selected, and may also allow
for the selection of several different statistical output
options, depending on the level of detail desired for a
particular run. A subsequent 'customization menu' may then
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be called, if desired, to make detailed configuration
changes.

Inputs to the model are made via selectable configuration
menus on the terminal, and include duration of the run, DNS
configuration for each port, port operability status,
console operability status, communication protocol to be
used, outputs to be produced, and combination of proposed
system alterations to be tested. Outputs include average
and standard deviation for message success rate on each
attempt, message failure rate, channel failure rate, channel
failure duration, timeout duration, and relative path usage;
as well as various system parameter information useful in
troubleshooting newly installed changes if selected. Rates
are in events/hour or are a percentage of the total number
of possible events during the run. All rates are calculated
so as to be accurate to two decimal places.

iii) SET CONFIGURATION

It was found to be useful, for debugging purposes as well as
data filing purposes, to write the detailed configuration to
an output file, and to allow for this specific configuration
to be re-entered in the input section if required for
verification of correction of specific program problems.

B. OUTER RUN LOOP (For Statistical Accumulation):

i) RANDOMIZE STARTING STATE

Several randomization schemes were tried, and the
standard deviations for all quantities were found to vary
considerably depending on the scheme tried. Several of the
schemes tried are listed below:

- randomized console starting times, once at the onset of
each run (to test one random skew of transmission times)

- incorporation of a random amount of 'drift' between
successive frame starting times for each console's message
transmission time frame (to allow a slow 'walk' out of
problem alignments of message transmission times)

- incorporation of a random periodic 'offset shift' of
frame starting times for each console (to provide a means of
periodically shuffling the relative message transmission
times of all consoles)

- randomized console starting times, at every cycle through
the kernel routine. (to average the performance of a large
number of random skews of transmission times)
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It was found that, if no dynamic randomization process was used
during a run, each minute's worth of statistical data tended to
be identical with the preceding minute's data, resulting in no
standard deviations. The more degrees of randomization
incorporated into the runs, the larger the standard deviations
obtained.

It was also discovered, that the relative starting times of all
console's message transmission time frames, had a very large
effect on the overall average transmission efficiencies. The
closer together the starting times were, the lower the efficiency
of the system.

Unfortunately, the actual system, as understood, provided no
mechanism for shifting the relative starting times of message
transmission frames once the consoles were powered up. And the
actual system did not experience the significant dependence on
relative start up times predicted under these circumstances.

It was found to be of use to have an option in the main menu
allowing selection of one of these randomization approaches, in
order to easily rerun specific configurations using an alternate
randomization scheme.

C. INNER SIMULATION KERNEL LOOP

It was found to be very convenient to be able to halt the model
at any time during its operation, and have the option to either
continue the process from the point at which it was stopped,
alter the subsequent run configurations and continue, or end the
simulation entirely and print out the statistical results up to
that point. This was accomplished by including a check of
keyboard input at the beginning of each cycle through the
simulator kernel loop.

i) GET NEXT EVENT FROM EVENT QUEUE

The event queue was initially configured as a sequential
array. Each time an event was added, all events in the
queue with times greater than that of the event being added
were shifted back one position. Conversion of this array to
a 'random access' array using pointers to subsequent events
was considered. A measure of maximum number of events in
the event queue typically indicated about 20. Since most of
the new events are added in the bottom half of the queue,
the number of events being shifted was fairly small, and
the gain in converting the array was considered to be
minimal.
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ii) UPDATE STATUS OF STATE VARIABLES

During the troubleshooting phase of the project, a dedicated
troubleshooting routine was added to the program and
repeatedly proved to be of immense value when adding new
options to the model. This troubleshooting routine
consisted of a single subroutine which tested each of a
large number of variables of interest each time it was
called, and compared each with the value recorded during the
previous call. For each value that had changed, an entry
was added to a troubleshooting file along with the name of
the subroutine in which the change occurred.

This technique of writing only changes to a file enabled a
large number of variables to be tested at a large number of
points in the program, while still avoiding a massive
accumulation of data in the file. In order to minimize any
reduction in program speed when the option was not in use,
the calls to the subroutine were incorporated into 'IF'
statements, and only performed if a 'TS' troubleshooting
flag was set. An option was added to the main menu enabling
this flag to be toggled on and off as desired.

A statement of the form:

IF TS = on THEN TroubleShoot('xxx')

was added to the end of each subroutine in the program so
that any state variable changes made by that subroutine
would be displayed in the trouble shooting file. The 'xxx'
was replaced, in each case, with the name of the subroutine
in which the call was made, and this name was included in
the trouble shooting file along with a list of names and
values for all variables which had been changed.

It was also found to beneficial during the troubleshooting
phase to include 'Trip Point' statements in various
subroutines which tested for conditions which should never
occur (e.g. a 'Smart' message event being called by a 'Dumb'
message which should never have reached that point). If any
of these illegal conditions is found to have occurred, an
error message can be printed or displayed along with the
values of all applicable state variables at that point, so
as to enable the problem to be easily determined during
subsequent troubleshooting efforts.

iii) ACCUMULATE STATISTICS

Data is accumulated in global variable arrays, and results
of statistical analysis are printed to files on disk for
subsequent printing or viewing as desired.
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It was found that the most useful statistics data consisted
of average, minimum, and maximum values for most parameters.
This data was easily obtained by maintaining a statistics
record with counters for each of these parameters, and
incrementing the appropriate counter each time a particular
event routine was called.

At the end of each run, the totals of each of these counters
was added to the corresponding field in a second record.
The values of each field in this 'Summation' record would be
divided by the number of runs at the end of the simulation
in order to arrive at an average.

If standard deviations are also desired, than an additional
record must be used to accumulate sums of the squares of
each of these counter values after each run.

The 'Counter' record in then re-zeroed prior to commencing

the next run.

iv) ADD NEW EVENTS TO EVENT QUEUE

At the conclusion of a message transfer (either successful
or unsuccessful), an event must be added to the event queue
corresponding to the commencement of a subsequent message;
otherwise the process is halted after the first transmission
attempt.

It was found that in some situations the particular 'retry'
scheme used following message collisions could result in
both messages being re-tried at times which would result in
a repeat of the same collision. Care must be taken to
construct the model accurately enough so as to avoid getting
caught in this cycle.

D. END: (inner simulation kernel loop)

i) PROCESS STATISTICS

At the end of each run, the totals of each of the counter
fields in the 'Counter' record are added to the
corresponding fields in a 'Summation' record in order for
averages to be calculated on completion of the runs. The
squares of these values must also be added to corresponding
fields in a 'Sum of Squares' record if standard deviations
are also to be calculated.

The 'Counter' record must be re-zeroed prior to commencing
the next run.
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Another set of statistics which was found to be of use
involved averages and standard deviations for an entire set
of variables (as for the 'Total' number of message failures
for all consoles, as opposed to number of message failures
for each individual pair of consoles).

In order to determine these averages, the appropriate fields
in the 'Summation' record could simply be summed and divided
by the number of runs. In order to calculate standard
deviations for these totals, however, an entirely new
statistical record was required to accumulate sums of
squares of the total counts of all applicable counters
during each run. If the number of variables being monitored
is very large, the size of the statistics records will be
very large, and the memory requirements will grow very
rapidly as the records are added.

In the case of this particular model, the size of the
program and memory requirements grew to the point that the
TurboPascal could no longer compile the program directly
into memory. The program could still be compiled, however,
by setting the TurboPascal compile destination to 'Disk'
(under the TurboPascal Main/Compile menu), and then setting
the TurboPascal linker destination to 'Disk' (under the
TurboPascal Main/Options/Compilation-Options menu), then
rebuilding the program and running it.

One benefit derived from the model's statistical output, was
that it helped to show the correlation between the frequency
of diagnostic messages displayed (channel timeouts) and the
actual system operating efficiency (number of messages
lost).

E. END: (outer run loop)

i) PRINT STATISTICS

It was found to be helpful to allow for several levels of
output detail to be selected. The most universally useful
output tables contained statistical averages, standard
deviations, maximum and minimum values for each parameter on
a console by console basis as well as on a total (of all
consoles) basis.

Also of use during development and verification of all
simulation options and subsequent modifications, were lists
of message transmissions on a frame by frame level; as well
as lists of events and state variable changes on an event by
event level.
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The troubleshooting routine discussed earlier was also of
immense value, and was designed so as to write supplemental
state variable information into the events level summary
file.

F. CONCLUDE RUN

All files opened over the course of the simulation must be closed
upon its completion. A final message to the user could also be
printed on the screen giving instructions on how to view the
output files of interest.

7.

As a result of the experience gained in developing the DDG 51 MCS
communication system, several important lessons have been
learned. In particular, implementing complex control systems
using multiple embedded processors over local area networks can
result in unexpected problems, not revealed by simple analytical
techniques. Simulation models can be quite useful in predicting
communication system performance. This is particularly true if a
non-standard protocol is used, as was the case in the DDG 51 MCS.
These models can also enable more trade-off studies to be
performed during the design phase. This allows the potential
changes in system performance due to alteration of various system
parameters to be more accurately predicted. Developing a
simulation model also forces the designers to review the
technical details of the interfacing hardware and associated
software protocols, where subtle differences can significantly
impact performance. Finally, valuable system integration time
can be saved when the modeling effort results in a smooth
implementation.
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1.0 INTRODUCTION

The United States surface navy today faces a significant
dilemma, which can best be described as one of how to operate and
maintain the fleet in a high state of operational readiness with
fewer dollars and fewer people. It has long been recognized that
the navy needs to do away with insurance based and time-directed
repair philosophy, and institutionalize, the concept of
condition- directed repair to minimize unnecessary repairs and be
able to prioritize repair decisions based on sound engineering
assessment. Many of the equipment and system failures that
impact operational readiness of the surface ships can be
prevented if the operator could monitor the performance
degradation and accurately access the material condition on-line
with the use of reliable expert monitoring and diagnostic
systems.

Naval Sea Systems Command's (NAVSEA) Surface Ship
Maintenance Division (SSMD) was established as the central point
of contact for NAVSEA-TYPE COMMANDER (TYCOM) partnership in
formulating surface ship maintenance policies and to provide an
organization and resources for execution of maintenance systems
assessment, development, and improvement efforts. SSMD has been
at the forefront in introducing state of the art technology to
improve maintenance planning and material condition assessment.
This paper will discuss SSMDs efforts in conjunction with NAVSEA
technical codes, particularly the Internal Combustion and Gas
Turbine Engines Division, in introducing and demonstrating the
use of commercially available, reliable, off-the-shelf technology
for non-intrusive machinery monitoring and condition assessment.
The focus has been to concentrate on technology that will enable
ship operators to assess the condition of equipment on-line and
to provide expert diagnostic tools that will assist them in
determining an appropriate level of preventive and/or corrective
maintenance tasks, in a manner to prevent catastrophic failures.
The emphasis has been on low cost reliable technology that will
provide Return on Investment (ROl) in the shortest period, improve
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ship board safety and platform material readiness.

The systems that will be discussed in detail are Diesel
Engine Monitoring and Analysis (DEMA), Automated Diesel Engine
Trend Analysis (ADETA) and Fireroom Maintenance Management
Support System (FMKSS). DENA has been installed on USS HARLAN
COUNTY (LST-1179) since 1987 and FMSS has been installed on USS
T. C. HART (FF-1052) and USS WASP (LD-l) since 1987 and 1990
respectively. ADETA was introduced to the fleet in 1989 and is
currently being issued to all ships with diesel engines of 450 HP
and above. The marriage of DEMA and ADETA will provide the navy
with an on-line maintenance tool that operates automatically or
on operator request for collection and analysis of maintenance
data. This paper will further describe how DEMA integrated with
ADETA allows real time analysis for predicting the need for
corrective or preventive maintenance.

2.0 OC Q NON-INTRUSIVE SYTES

Before we discuss the initiatives described above, the
concept that has guided the development of these systems needs to
be explained. The U.S. Navy has several active surface ships
that have had installed integrated control and monitoring
systems. As a rule, a control system on a Navy ship must meet
rigorous reliability and performance standards. However, when a
monitoring and diagnostic system that is to be predominantly used
for maintenance planning and machinery condition assessment is
integrated with a shipboard control system, by default, it must
also comply with the same rigorous standards. The drawback being
that the initial acquisition and the life cycle support cost of
such a system skyrockets as compared to a similar system built to
commercial standards.

As the cost escalates, the return on investment for such
a system diminishes and it becomes increasingly difficult to
justify the use of on-line monitoring and diagnostic system in
todays budgetary environment.

To address the dichotomy of a need to have reliable and
accurate tools of determining condition of shipboard machinery
and to make such tools affordable, the Surface Ship Maintenance
Division introduced the concept of "non-intrusive" systems. The
two under lying principles of this concept are as follows:

i) The system should not interfere with the machinery it
monitors. It should not be integrated with any shipboard control
systems. A partial failure or a total failure of a non-intrusive
system should not effect operation of the monitored machinery,
nor should the system's functioning be essential for operation of
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the shipboard machinery it is monitoring.

ii) A non-intrusive system by itself should not be
perceived as a maintenance burden by ship operators. The system
should be user-friendly, easy to operate and easy to
troubleshoot.

By complying with these two basic principles, it is
feasible to adapt commercially available technology for Navy use
and at an affordable price.

3.0 OPULSZO PLANT CONDITION ASSESSMENTS M SYS= (PP )

3.1 Backaround

The current PPCAS technology and initiatives for on-line,
non-intrusive machinery monitoring and diagnostic systems in Navy
surface ships can be traced back to the commercial marine
industry.

As a result of a variety of economic factors over the
last 10 years, the commercial marine industry has been facing
major obstacles in achieving competitive levels of operations.
Aggressive managers of both deep ocean as well as inland marine
fleets have been actively searching for management tools and
vessel operations related technology applications which would aid
in maximizing revenues per ton-mile of cargo delivered, increase
annual availability of their vessels at maximum capacity and
reduce fleet management costs at headquarters.

In the inland marine industry, a series of applications
evolved related to diesel engine monitoring and analysis
technology for fuel management, monitoring of vital engine
parameters, automatic logging, improved data transmission to
shore computers, and port engineer/office analysis of operational
data. The typical engine used by the towboats operating on the
inland waterways is a marine diesel, 16 cylinders per engine,
turbocharged with a horsepower output of 1000-3500 BHP. Each
towboat is normally powered by two or three diesel engines. In
addition, two diesel generators account for the electrical power
requirements and other auxiliary systems such as lube oil pumps,
transfer pumps, etc., support the vessel's daily functions. For
a three engine 10,500 HP boat, approximately 140 engine room
parameters are monitored. The evolutionary integration of these
diesel monitoring and analysis functions on the ALCO 251 and END
645 diesel engines led to the development of a flexible,
monitoring and diagnostic system architecture specifically
oriented towards providing a complete, integrated repertoire of
capabilities for performing on-line condition assessment.
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3.2 PP. Dsgn Princils and ObJcti vs

Many guiding design principles and objectives which
evolved in the inland marine applications paralleled objectives
originally established by the Navy when PMS 306, the Navy
Maintenance System Project Office, was in existence for Ship
Integrated Maintenance Management Systems (SINKS). This program
was an integrated effort between the Chief of Naval Operations
and the Naval Sea Systems Command. The objective was to provide
integrated interfaces of shipboard monitoring systems with
shipboard, intermediate, and depot level maintenance systems.
The general design principles require that:

o Applications should be designed to support basic work and
decision processes aboard ship and should not simply collect and
computerize data.

o The computer should be employed to automate the
preparation of maintenance-related paperwork to the maximum
extent possible. Data that can be predetermined by the computer
should be provided by the computer. Shipboard personnel should
only be required to enter that information which they are
uniquely qualified to provide.

o System hardware should be configured, and software should
be designed, to provide an effective and efficient man-machine
interface.

o The system should be designed for use by all rates and
ratings and should not require addition of data processing
ratings to ship's company.

o Training requirements should be minimized and the system
itself should be self-teaching insofar as possible.

o The system should be designed to interface with all
maintenance systems external to the ship (e.g., intermediate
Maintenance Management Systems, Shipyard MIS, etc.) and with
related shipboard systems, such as supply and personnel.

o Applications should be designed as an integrated system
using an integrated data base. Data elements required by various
portions of the system should be commonly acquired and managed,
related modules should be designed to communicate intelligently
with one another, and standard definitions should be used
throughout the system.

o The design should ensure that maintenance managers receive
information relevant to their decisions in a useful format.
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o The system should include feedback mechanisms which are
incentives for more accurate data reporting.

o System designers should establish need as the primary
criterion for including data elements in the systems.

o The design should require regular reporting of the minimum
data necessary to support maintenance decisions at all levels.

o Hardware/software design tradeoffs should consider system
life cycle cost, not merely acquisition costs.

o Consideration must be given to expeditious transmittal
(via telecommunications) of data to/from the ship.

Based on the above, there are certain elements of the
program that could very easily be accomplished by a properly
designed, continuous on-line machinery monitoring system
providing necessary performance and condition monitoring, trend
analysis and predictive maintenance information to the ship.

3.3 N a PPCAS Application

The inception of PPCAS in the Navy can be traced back to
two prototype installations sponsored by the SSMD and SEA 56X33
to demonstrate the applicability of on-line monitoring and
diagnostic systems; namely, the Diesel Engine Monitoring and
Analysis (DEMA) system and the Fireroom Maintenance Management
Support System (FMMSS). The goal was to use commercially
available technology in assessing condition of machinery on line,
so that an operator could detect abnormal equipment operation and
take corrective measures to avert catastrophic failures.

Both DEMA and F MKSS have been proven successful and havestrong endorsements from the fleet commanders. Both DEMA and
FMMSS use the same basic hardware and operating system. The
application software in one case is tailored for a diesel plant
and for the steam plant in the other case. The microprocessor
and the hardware architecture of both systems is such that it has
the capability to monitor propulsion plant auxiliary equipment as
well as the main propulsion plant with minor system
modifications. Such systems can be utilized to their full
potential with marginal cost increases, thereby increasing their
effectiveness and the benefits that the Navy can derive from
their use.

During the evaluation phase of both prototype systems it
was evident that technology has a much broader application and
the system definition should not link it to a piece of equipment.
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Therefore, it was decided to broaden the scope of both DEMA and
FMSS to include auxiliary machinery and rename it as the
Propulsion Plant Condition Assessment System (PPCAS). PPCAS
prototypes are currently being installed on USS WASP (LHD-1), USS
AMERICA (CV 66), and USS GERtMANTOWN (LSD 42). A Machinery
Alteration (MACHALT) proposal to install PPCAS on LSD 41 Class
has been approved. A system for gas turbine monitoring and
diagnostic is also being developed by NAVSEA and is scheduled to
be installed on USS CLIFTON SPRAGUE (FFG 16). With completion of
this prototype system, PPCAS will have three distinct modules,
one for diesel propulsion ships, one for steam propulsion ships,
and one for gas turbine propulsion ships. The same central
processing unit hardware, operating system, and maintenance
management application software shell are planned for PPCAS
propulsion and machinery applications such as diesel, steam, air
conditioning, and distilling plants.

3.4 PPCAS T LevelSyst eDign and Specifications

The PPCAS system is designed to provide complete
machinery condition assessment, diagnostics, prognostics and
maintenance management capabilities for a broad range of
shipboard machinery. The applications software operates in a
multitasking real time environment allowing simultaneous
coexistence of foreground/background tasks. The PPCAS provides:

- real time data display of all available monitored
parameters

- recall of performance deviation related recorded data

- recall and graphical representation of machinery trend
data

- recall and graphical display of expert system based
diagnostic advisories related to recommended maintenance actions.

To allow application of the PPCAS to a broad range of
shipboard machinery without the need for software modifications,
a complex application shell is provided for initial setup and on-
line field modifications. All basic functions needed for
defining and implementing an equipment availability management
system are provided for in the system editor.

The system consists of a custom computer with a real time
multitasking operating system and application software written
specifically to perform shipboard machinery condition assessment
and availability planning related functions. The components and
enclosures have been selected to survive installation in the
harsh environment found in marine propulsion/auxiliary spaces.
Since the design was focused on the flexibility of application,
it can be daasily tailored to various ship classes without re-
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programming or new application program generation. Figures 1 and
2 respectively show a typical PPCAS configuration and data flow
diagram.

The system assesses performance and efficiency of
machinery, as compared to the design baseline and relationship of
the degradation to the operation of the engineering plant. This
allows timely planning of the organizational, intermediate and
depot level maintenance tasks through isolation of equipment
degradations before major effects are realized.

The Top Level System Specifications are as below:

" Real time display of monitored parameters as they
relate to expected performance
- User can request information on any parameter, any
subgroup of parameters or all parameters
- User can design own displays with an editor to best
view the data(tabular and graphical)

o Periodic log sheet utilities
- Automated logging of all parameters onto user
predesigned log forms
- User can use an editor to enter any unmonitored
parameters such as lube oil used, filter changes, etc.
- Comment section for engineer
- Printing of log forms on wide carriage color
printer to allow highlighting of out of limit
parameters

o Automated monitoring
- Individual scan rates for monitored parameters
including accelerometers and velocity probes
- Performance comparison with the baseline curves or
alarm values
- Correlation between two or more parameters with .pa
variable performance alarm ranges
- Triggered scans, where further channels can be
checked, data logged and alarms recorded
- Real time expert based diagnostics, advisories and
maintenance recommendations
- Trending data scans triggered by individual
parameters

o Database manager
- Data transfer to a higher level shipboard and/or
shore side computer
- Flexible database language supported capabilities
for data storage and display on demand of performance
degradation triggered alarm files and trend files,
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expert diagnostic files and maintenance management
related logistic data file

o Flexible system screen based editor
- Complete sensor suite definition by channel
- Individual channel scan rate establishment
- Identification of scan groups of channels for
performance logging
- Event triggered scan sequence definition
- Trend data scan group design and periodicity
establishment
- Data formatting for analysis
- Log form data collection periodicity definition and
formatting
- Tabular and graphical real time performance data
display formatting
- Built in machinery function computing
- Graphical expert system design input capability for
trending diagnostics and maintenance advisories
- Graphical input of expected equipment performance
characteristics
- Input of logistic management system elements

o Performance baseline establishment
- Easy graphical and tabular machinery/equipment
performance map input facilities

o Trend analysls/ predictive maintenance
- Knowing baseline conditions of various components,
the expert system based diagnostic module will monitor
the health of the component continuously over a period
of time and allow:

a) automated scheduling of maintenance actions
required in the future, based on analysis of
performance degradation

b) immediate diagnostic advisories

" Vibration Analysis Features
- On-line Fast Fourier Transform analysis for narrow
band monitoring
- Band variable alarm limits
- Correlation with other process variables
- Time based trending in conjunction with other
variables
- RPM tracking for variable speed equipment
- Vibration profile and trend download to shore
computer

o Reciprocating engine analysis
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- Cylinder cycle efficiency analysis and graphical
display and trending
- Pressure/volume and pressure/crank angle performance
assessment trending and display
- parameter performance data storage by machine and
cylinder for time based comparative analysis

o Maintenance support software
- Computerized daily, weekly and monthly schedules of
activities for engineer supported by expert system
based condition analysis of the monitored systems
integrated with time directed planned maintenance
- Interactive mode allows maintenance engineer to
enter work performed, conditions found and material
used for historical analysis
- Expert system based diagnostics provides rapid
fault identification and corrective action
recommendation

3.5 Stea Proulsion System A:lic on Fireom Maintenance
Management Sport System OMSSI

In steam driven ship propulsion systems, oil fired
burners furnish variable and controlled amounts of steam to the
propulsion system through a steam throttle. Typically, the
boilers are controlled automatically by a pneumatic control
system, which responds to the steam pressure in the boiler drum,
the rate of steam flow through the steam throttle, the rate of
feedwater flow to the boiler drum, and the water level in the
boiler drums to automatically control the fuel oil valves
furnishing fuel oil to the burners, feedwater valves furnishing
water to the drums and forced draft burners furnishing air to the
burners. All of the pneumatic components of the ABC are well
defined mechanical components which have predetermined
performance criteria in order to provide the control
characteristics required by specifications. Because the
components of the pneumatic control system are interrelated and
perform in a cascading mode, misalignment malfunction or
degradation in the operating characteristics of the components of
the system can cause total degradation without any clear
indication as to which component is causing the problem.

The current diagnostic tools available to assist ship's
force in the maintenance of the system are contained in the On-
Line Verification (OLV) Procedures. This manual walks the
operator through a series of steps in the performance of High
Power, Low Power steady-state tests and step change response
tests of selected controllers. During the test the operator
compares the obtained readings with predetermined acceptable
values. In addition, the Boiler Flex test is performed at
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predetermined intervals to evaluate the ABC's performance during
a 70% up or down ramp.

The Fireroom Maintenance Management Support System
(FMMSS) was designed to allow execution of the proven ABC
diagnostics in a more expeditious manner and provide additional
capabilities in support of system maintenance. In addition, with
the simultaneous monitoring of all controller input and output
values during transients, a true dynamic performance evaluation
can be made of both components, as well as the total system.
With the availability of all control signal values, simple
display formats of the cascading input/output signal levels allow
a qualified technician to easily scan for improper values.

With application of on-line data acquisition and
diagnostic analysis, the testing and the monitoring of the
pneumatic control system is performed in a much more expeditious
manner. In line transducers are provided which measure the
pneumatic pressures in the pneumatic control system as well as
some of the parameters in the boiler system itself. These
transducer outputs are converted to digital values and are read
by a computer every tenth of a second. The computer is
controlled by a touch sensitive display and is programmed to
provide directions on the screen to lead an operator though each
of the series of test steps necessary to evaluate the various
components of the pneumatic control system. In addition, the
system continuously monitors the various parameters of the system
and, through control of the touch sensitive display, the operator
can have displayed to him the various parameters of the system
grouped in logical arrangement (fuel loop, air loop, feed loop).
The system is able to continuously monitor the sensed parameters
of the equipment to determine whether any of them are outside of
specification values and to indicate to the operator which
parameters require adjustment. During the FLEX test, all of the
parameters are read at one tenth of a second intervals, stored
and is compared in a statistical analysis against an on-line
mathematical model to obtain a figure of merit for the operation
of the major components of the pneumatic control system.

Through the use of FMMSS, the pneumatic control system
can be tested much more expeditiously and thus, maintenance of
the system is greatly facilitated.

3.5.a S Confiauration

FMMSS consists of three basic components:

o A microcomputer
o A plasma display
o A set of sensors
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The microcomputer initially installed on the USS T.C.
HART (FF 1092) was a 5 MHz Intel 8088 8/16 bit data path
microprocessor based system with 256K RAM (Random Access Memory)
and 256K RON (Read Only Memory). The STD bus based microcomputer
also contains cards that allow for data acquisition, data
transmission and reception, a clock, and a magnetic bubble drive.
The bubble drive is used to store system configuration data and
data from some of the tests that FMMSS runs. This data can be
used to determine expected component failure by trend analysis.

An 8087 coprocessor off loads the main processor for
mathematically intensive computations. Communication to external
devices is provided by 4 RS232C channels. A General Digital VPII
plasma display is connected to the computer via one of the RS232C
channels. The display consists of a 40 character wide by 12 line
high alpha-numeric touch sensitive plasma display. The infrared
interactive plasma display was chosen, since data entry
requirements were minimal and installation of keyboard was not
readily feasible. The plasma allows the user to input the
required data and change the display pages by interrupting the
path between infrared transmitters and receivers mounted in the
screen frame.

To support practical application without intrusion into
the existing system and its operation, the FMMSS was designed to
interface to pneumatic and electric signals that are available at
existing test points in the control console. Table 1 lists the
interface points which allow system monitoring and performance
analysis. The pneumatic signals are converted to a voltage
equivalence using pressure transducers with sufficient
qualifications. The converted signals are conditioned and
interfaced to the computer which samples the values at up to 10
times per second depending on the program being executed. The
acquisition of the signals provides for passive monitoring of
control signal values without affecting ABC performance. The
availability of the monitored parameters allows the assessment of
control component alignment/conditions with respect to
specifications.

The system consists of operating system code and
application code. The operating code (ERTOS) was custom designed
for this type of application. All functional features of a real-
time, multi-tasking operating system are available to support
FORTRAN or C based application programs.

The application code is structured in a modular format to
allow ease of testing and modification in support of enhancement.
The existing modules include:
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o Monitoring module (MM)
o OLV fault tree module (OLV)
o Dynamic response analysis (DRA)
o Data recording (DR)

3.5.b Syst Capability

The functional capability of the FMMSS can be grouped
into four categories:

o System monitoring
o OLV test performance
o Continuous OLV monitoring
o Dynamic performance/evaluation

The sensors change a pressure signal into an electrical
signal and allow the system to perform its readings almost
instantly. FMMSS uses the signals to perform the standard Navy
OLV and FLEX tests. These tests aid the operator in detecting
components that are not performing correctly. The OLV and FLEX
tests were translated from the FF 1052 technical manuals onto the
FMMSS computer. Since FMMSS knows how to perform each test, and
can read all vital signals through the sensors, the system can
perform these tests more efficiently than ships maintenance
personnel. This can save valuable time and resources and allow
each of the tests to be run more frequently. In addition, since
FMNSS reads all the signals virtually simultaneously, the plant
status information represents more accurately the interrelation
of the data than can be accomplished with operator logging of all
the parameters.

The controllers used aboard the ship are pneumatic
proportional plus integral controllers. The proportional control
yields an output that is directly related to the input. For
example, if the input is 1 psig and the output is 4 psig, an
increase of I psig to the input would cause the output to change
to eight PSI. In this case, the output was four times the input.
Four was the proportional gain. Integral control slowly
eliminates error from the output. This can be accomplished by
detecting the difference between the desired output signal and
the actual output signal. In the previous example, the output
was supposed to be eight PSI. But, if the proportional gain
allowed the output to reach only seven and one-half PSI, there
would be an error in the output signal. To eliminate this half
PSI error, integral control would continuously subtract the
desired signal from the actual signal and add that to the output.
This would cause the output error to become smaller, so the next
addition would be just slightly smaller. Slowly, the output
would be exactly eight PSI.
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FMS S uses a computer model of the proportional plus
integral controller to evaluate the performance of each component
in the boiler control system. This allows FI4MSS to calculate the
actual gain (proportional) and reset (integral) values of the
controllers.

FMMSS acquired data from the sensors stored in memory for
future use. Following a six month deployment of the USS T.C.
HART (FF 1092) stored data was used by shore-side maintenance
organizations to determine ABC system performance and determined
maintenance requirements. Data from the whole class of ships can
be used to track design problems and provide insight for
corrective action.

3.5.c Function Description

3.5.c.1 Syte Monitorin

This function allows display of raw control system
pneumatic pressure data in a logical grouping. The parameters
listed in Table 1 represent the available real-time monitoring
data base from which the areas of interest were grouped. The
fuel/air control loop, feedwater control loop, or the master
control loop can be requested for real-time snapshot display. A
trained ABC technician could use this for a quick check whenever
instabilities are evident.

3.5.c.2 OLV Test

This feature allows call-up and sequential execution of
any one of the ten OLV tests presently available in the OLV
Manual. Since some of the system alignment information and set
up requirements require operator action, the tests are
accomplished interactively. The computer has access to the ABC
control signal values, hence all of the comparisons and
performance evaluations are done on-line and the results are
displayed to the operator along with appropriate maintenance
recommendation. The OLV logic trees, as presently implemented in
the fleet, were programmed into the processor which allows a more
time efficient execution of the tests.

3.5.c.3 OL3

Continuous on-line verification continuously monitors the
entire system to look for faults while the system is in normal
monitoring mode. This test is performed without operator
interface and consists of the same OLV tests. When a fault
occurs, a warning message is displayed at the bottom of the
monitoring screen.
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3.5.c.5 Dnamic Response Tet

When the FLEX test function is called up, the FMMSS
precalculates end point power level using the start point value
selected by the operator. During the up ramp or down ramp, the
system records the critical boiler parameters, boiler pressure
and water level, 10 times per second as well as the input and
output signals associated with each control system component
instrumented. Once the test is completed, the performance of the
total system with respect to transient and steady state
specifications is assessed and displayed to the operator. If a
diagnostic is requested by the operator, the dynamic performance
of the control components is compared with the performance of
mathematical models of correctly adjusted components using the
same input values generated by the actual system. A statistical
correlation of the real component and its model during the same
transient results in a "figure of merit" ranging from 0 to 1.
Satisfactory, Marginal and Unsatisfactory figures of merit have
been computed for all controllers based on test results as well
as practical experience of engineers and technicians involved
with these ABC systems. The time based dynamic transient data is
recorded and can be off-loaded to an external device like a
printer or portable test equipment for off site analysis. For
unsatisfactory component performance, an applicable OLV test can
then be run to identify adjustment requirements.

The FMMSS is installed in USS T.C. HART (FF 1092).
Upgraded 80C186 versions are also being installed in USS AMERICA
(CV 66) and USS WASP (LHD-l) along with the rest of the PPCAS for
complete monitoring and expert diagnostics of the entire steam
plant system including boilers, main engines, forced draft
blowers, main feed pumps, and condensers.

3.6 Diesel Enoine MonitorinAand Analysis (DEMA)

The PPCAS application for diesel engines is called Diesel
Engine Monitoring and Analysis (DEMA). The DEMA System similar
to the systems installed onboard inland marine vessels was also
installed onboard the USS HARLAN COUNTY in October, 1987 and was
recently removed after evaluation. This system consisted of
sensors installed on 1A, 1B, and 1C Main Propulsion Diesel
Engines (MPDES) on the starboard shaft, a computer and display
screen installed in NRl Engine Operating Station (EOS) and a log
printer installed in the adjacent interior communication
workshop. A list of data acquisition points for the applicable
equipment is listed in Table 2. The performance degradation
trigger points and scan groups of applicable data points to be
recorded at the inception of performance degradation were
developed by the ship's engineering department personnel in
conjunction with Navy headquarters diesel engineering personnel.
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The performance alarm scan groups are listed in Table 3.

The DEMA Computer Program and display allow the
Engineering Officer of the Watch (ZOOW) and Engineman of the
Watch (ENOW) to simultaneously observe the response of all
indicated MPDE parameters. These watchstanders can instantly
identify faulty components, out of specification parameters or
impending casualties. With DEMA, he can observe the entire
engine system responses at one time on the DENA terminal inside
the EOS. The ENOW can identify and act on impending and/or
actual casualties much quicker and with much more confidence,
thereby reducing the period that the affected shaft may be
operating at reduced capability.

During various operational deployments, the ship's force
found that the DEMA Trend Program performed much faster and more
accurately than the manual method. The time difference is 30
seconds vice two hours. This instantaneous collection of engine
data made all collected information more accurate and was not
affected by sporadic load and sea state changes. Ship's
operating personnel recommended that in the future, the DEXA
equipment and program be modified so that the system will record
all the required reading (i.e. cylinder firing and compression
pressures) thereby eliminating the need for ship's force
personnel to manually conduct cylinder trend analysis readings.

While not substantiated by quantitative results, it was
the opinion of the ship's engineer that the watchstanders
operated the plant more efficiently with the display console
available. The operators quickly gained familiarity with the
DEMA system and grew confident with its operation. The system
was taught to the throttleman (used in load balance for full
power run) and Oiler/Msgr (used to verify manual readings). This
resulted in all watchstanders learning and understanding the
interrelationship of the various main and auxiliary systems.
Initially, the operators used the exhaust temperature display for
main propulsion diesel engine load balance and sharing. This is
a critical element when using multi-engines per shaft with
regards to fuel savings (load balance), reduced engine
maintenance and head changeouts (burned valves caused by high and
out of specification exhaust temperatures). All questionable
pressure and temperature parameters taken by the Oiler/Msgr were
verified with the DEMA and investigated by the watchteam. The
following casualties are examples which were flagged by DEMA and
noted by the operators within seconds of their occurrence:

a. LOSS OF SALT WATER PRESSURE ON IC MPDE - Emergency
cooling was cut in to prevent system and equipment overheating
and engine was secured. Investigation revealed a sheared pump
shaft.
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b. LOSS OF SCAVENGING AIR IA NPDE - Simultaneous decrease
of scavenging air and increasing in cylinder exhaust temperatures
were noted on the display screen. These changes were noted and
verified on the watchstander's log and the engine was secured.

c. EXHAUST TEMPS ON 1A, 1B, 1C NPDES - The display would
frequently indicate out of specification exhaust temperatures
(too high or too low). Each time the affected engine readings
were verified by the hand held equipment and proven correct.
Each corrected reading is a savings in material expended and
equipment wear and tear.

Automated trend data recorded on the magnetic bubble
cartridges were mailed back for analysis monthly. The initial
data reductions indicated that the steady state criteria for
trend data logging was too loose which allowed occasional data
logging during transient conditions. Following required
adjustments, trend data became more meaningful. In addition to
trend data, performance alarms, and logged scan groups with
time/date stamps were also contained on the bubble cartridges
mailed back.

The prototype testing results to date have provided
positive results relative to the application of a shipboard
zaintenance computer with user oriented data acquisition and
recording capabilities. With the added feature of embedded
expert diagnostics, it provided both operator training as well as
timely maintenance support in advance of reaching a lower level
of equipment degradations.

3.7 DEX= &ADEA Intrface

As a result of the positive USS HARLAN COUNTY (LST 1196)
evaluations, a preliminary technical baseline for the DEMA system
was established by the Navy incorporating additional features
such as fuel measurement, turbocharger parameters, and cylinder
firing pressure.

The MACHALT baseline DENA system will be installed in USS
GERMANTOWN (LSD 42) at the end of 1990 as an integrated DEMA
package for in-depth Navy pilot program evaluation.

Major maintenance benefits can be derived by integrating
and interfacing the DEMA System with the Navy's Automatic Diesel
Engine Trend Analysis (ADETA) program described in section 4. A
Navy task effort was performed to evaluate and demonstrate the
interface options. Since DEMA is an on-line continuous
monitoring system that collects and stores condition data,
automatic collection of the required trending parameters for the
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ADETA System will greatly enhance the data collection process and
provide accurate, reliable data to the fleet operators and
technical maintenance engineers.

The DENA to ADETA interface has been designed including
interface data formats, file structure/protocol, and type of
data. The DEKA software has been modified to create an output
file providing ADETA trending parameters and is compatible with
the Navy's Zenith PC/AT computer that ADETA resides in. The
DEMA/ADETA system integration/interfaces will be technically
verified on an actual operating ship, the USS GERMANTOWN (LSD
42), under the Assessment of Equipment Condition Program pilot
efforts sponsored by the NAVSEA Surface Ship Maintenance
Division, NAVSEA Diesel Systems Engineering Division, and the
Naval Ship System Engineering Station (NAVSSES).

3.8 Proieoted Benefits of An integrated PPCAS/ADETAy

There are many potential cost benefits of PPCAS
implementation which are greatly enhanced by interfacing the
PPCAS and ADETA systems for monitoring and diagnosis of Naval
systems. These benefits include:

o Increase platform readiness through increased system

availability

o Reduce maintenance actions

o Reduce inspection and repair man-hours

o Reduce I, D level work by more effective use of 0 level
resources

o Extend equipment life/overhaul cycle

o Reduce spare part provisioning

o Reduce maintenance induced failures

o Reduce DFS costs per ship/year

o Improve 0 level equipment management effectiveness

o Reduce recurring costs/year to manage fleet OMN/OPN $

4.0 A DIESELENGINE TRENDANALYSIS (ADZTAI

Diesel Engine Trend Analysis, commonly called Trend
Analysis, requires recording and plotting selected engine
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parameter data against engine operating time. This results in a
graphical representation of engine operation that can be
interpreted to determine the condition of engine internal
components. Trend Analysis, which has been in use in Navy
applications since the late 1960's, represents a very logical
method of determining the need for major engine maintenance
actions. It is a middle of the road approach between the extreme
cases of :

o Running an engine until something breaks and then
replacing the broken part(s), or

o Disassembling the engine for parts replacement so
often that components never even approach the
manufacturer's maximum wear limits.

Trend Analysis is more efficient than either calendar
time or operating time directed maintenance. Calendar time
requirements usually result in under or over maintenance;
operating time directed maintenance does not compensate for
different operating conditions which can also result in under or
over maintenance.

4. 1 DEVEL40 9z EU2D N

The development of the diesel engine trend analysis
philosophy was originally driven by a need identified by the
submarine forces. The nature of the installations caused
submarine diesel engine overhauls to be expensive both in dollars
and time. In addition, there was no valid method of determining
engine condition between overhauls other than "open and inspect".
Because of the casualties that followed, an "open and inspect"
evolution and the desire to reduce overhaul cost by stretching
the time between overhauls, the submarine force requested
development of a program to eliminate these problems.

Selecting the parameters to be recorded for evaluation
was at first considered to be a difficult task as a diesel engine
is a very complex piece of machinery to evaluate in depth, using
operating parameter data. Depending on the engine and support
systems, well over 100 separate parameters can be recorded during
operation. Since the intent was to determine the engine
condition, not the system condition, only those parameters that
were readily obtainable and would help define the power producing
capability of the engine were selected for evaluation. The
following parameters were selected:

o Cylinder firing pressure (for each cylinder)
o Cylinder compression pressure (for each cylinder)
o Cylinder exhaust temperature (for each cylinder)
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o Fuel injection pump rack or governor power piston
position

o Crankcase vacuum
o Lube oil pressure at engine inlet
o Scavenging air pressure
o Lube oil consumed per 100 hours of operation

After the parameters to be analyzed were selected, the
parameters were plotted (each on an individual graph) versus each
100 engine operating hours as follows:

o Average, high and low values for cylinder firing
pressure

o Average, high and low values for cylinder
compression pressure

o High and low values for cylinder exhaust temperature
o Governor power piston position or average injection

pump rack reading
o Crankcase vacuum
o Lube oil pressure
o Scavenging pressure
o Lube oil consumption

Consideration of typical ship operating profiles lead to
the selection of 80% load as being the most practical trend data
collection point.

4.2 -OFTREND ANALYSIS PROCESS

The Trend Analysis process consist of utilizing engine
operating data to make graphs that show at a glance the condition
of the engine. This graphical record allows a long term
evaluation that specifically gives ship's personnel:

o Visual information that quickly shows any abnormal
readings to indicate a developing problem.

" Combinations of out-of-specification readings to
help pinpoint impending failure of parts.

o Detection of gradual degradation of overall engine
condition for determining overhaul times.

After all required reading have been obtained, recorded
and plotted, they must be analyzed to determine and need for
maintenance or corrective action. The graphical data is reviewed
and analyzed both:

o for obvious large changes in values from the last
data point and
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o for the overall shape of the curve or trend; thus the
name of the process - Trend Analysis.

Collection and analysis of diesel engine trend data does
not require the use of special equipment, complex mathematical
formulas or equations. However the analysis is experience
sensitive; a knowledge of engine operating parameter data and the
relationship among the parameters is required. The person
analyzing the data must be aware of and knowledgeable with the
"cause and effect" relationships when reviewing the graphs. A
proper analysis is critical as all maintenance and overhaul
determinations are made at this stage of Trend Analysis.

4.3 AUTOM DTZM &L ENGIZ ETRE ANALYSIS

The NAVSEA Diesel Engine technical code has developed an
automated program that utilizes an expert system to provide ships
force with the "cause and effect" relationships necessary to
properly analyze the engine.

Before the Fleet wide Automated Diesel Engine Trend
Analysis Program could be implemented, the following was
accomplished:

o A complete review and revision of all of the diesel
engine Planned Maintenance Subsystem (PMS) in
accordance with the Navy Maintenance and Material
Management (3M) Systems.

o Development of a process and procedure to collect,
analyze, manage and store all of the data required to
accomplish trending of all Fleet diesel engines
subjected to Trend Analysis.

o Preparation of a Chief of Naval Operations
Instruction to define and tie the system together.
This instructions defines all involved activities'
responsibilities, data sheets, data taking frequency
and procedures along with a complete definition and
explanation of the Automated Trend Analysis Program.

The following paragraphs outline the methodology that has
been used to develop the most complex part of the Trend Analysis
improvements - the process and procedures to store, manage and
analyze the data required to automate the Trend Analysis process.
The data base that is being built by the ships that were issued
the Automated Trend Analysis program is not only valuable to
Fleet operators and maintenance personnel, but to the diesel
engine technical community. The Diesel Engine technical code is
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currently developing programs to trend diesel engine inspections,
including clearance data. The inspection data trends will be
used to indicate possible problem areas for more in-depth
analysis.

Remote personal computers are being utilized to enter,
edit, accomplish data analysis of trend data, and then format and
transmit the data to the NAVSEA Diesel Engine Management
Information System (DEMIS) network. DEMIS creates, maintains and
enhances the data bases that manage the trend data performs,
engine/fleet population trend analysis and evaluates results of
the trends.

The data entry process at the remote shipboard PC has
been designed to be as completely menu driven as possible. The
data entry, editing, local analysis and transmission system is
operable by persons with little or no engine or computer
experience. After the system start-up and sign on process is
completed, the operator is prompted for a ship's hull number. A
listing of all diesel engines on that ship, along with a data
mode menu will be presented. The operator is then prompted to
select an engine and a choice of data modes from - enter data,
transmit data or review trend data. The effort that has been put
into the system design to ensure ease of operation is best shown
by the following design guidelines for the data entry mode:

o When the enter data mode is selected, either a
warning that previously entered data has not been
transmitted will be issued with a return to the main
menu, or the operator will be prompted to enter
specific operating data for the engine selected. To
minimize input key strokes and reduce the need for a
decision on the part of the operator, only data unique
and in the terminology peculiar to the engine will be
requested. For example if the engine is a 12 cylinder
unit, only 12 cylinder exhaust temperatures will be
requested. After each group of data is entered, it
will be checked for completeness and accuracy, i.e.,
missing or out of expected range values. If any data
appears to be invalid, an error message requests the
operator to check/correct the data. If the corrected
data still appears to be invalid, and error message
results with a menu of possible reasons for the data
errors. The operator must select or otherwise provide
explanations for the system to accept the data. When a
complete data set has been entered, the data is
compared with the three previous submissions (that are
always resident in the remote PCs). If the overall
trend varies by more than about 15-20 percent from the
previous data, an error message will indicate to the
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operator that data may not have been taken under proper
conditions. Data is stored in a temporary file until
its correctness can be verified. If a group of
parameters indicate a possible impending problem, a
warning to that extend will be printed on the screen
and to a special warning files. When all input
parameters have been satisfied, the operator is given
the choice of formatting and saving the data for later
transmission or formatting with immediate transmission
to DENIS. If immediate transmission is selected and
the previous data set has not yet been transmitted, an
error message is generated, the data formatted and
saved with a return to the main menu. No more than two
sets of data is accepted by the remote PC until
transmission to DENIS is up-to-date.

The design of the resident program within the PC to
manage, compile and analyze the trend data has also received
detailed attention. In addition to accomplishing the Trend
Analysis, these less obvious requirements have been addressed in
the system design:

o Provisions to maintain data on an engine from overhaul
to overhaul. When an engine is overhauled, the
complete set of trend data must be taken from the
active file and placed in a historic file and a new
trend started. A provision in the program was also
included to discard existing data and start a new trend
if a ship's engine is replaced due to an extensive
casualty or ship improvement program.

" An extensive data protection scheme was developed. A
local command can only have access to the trends for
engines under their control. Once data is entered into
DENIS, it can only be reviewed from the remote PC in
trend form; it cannot be changed from the remote PC.
Provisiona were made for transfer of a ship from one
command to another. The engines' trends are
maintained, but, the reporting and reviewing command
will change.

" Procedures were developed to assist in enforcing the
Trend Analysis Program requirements. Provisions were
made in the analysis process to flag repeated
erroneous, missing or out of specification parameters
after no more than three occurrences.

o Provisions for future expansion without reformatting
the entire data base are included. The capability to
add data for each engine that will more than double the
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data base size were accommodated.

4.4 ADET SUMMARY

A detailed examination of the diesel engine trend
analysis was conducted. When the basic concept proved to be
still sound, the decision was made to update the venerable
process by utilizing state-of-the-art analysis techniques. The
result is starting to exhibit a decrease in both diesel engine
maintenance actions and repair costs with an over all increase in
diesel engine operational readiness. Operating personnel are
also having an increased confidence in their engines'
capabilities.

The addition of diesel inspection data will give
engineers data form a program designed for and by engineers. It
will put them in a proactive rather than a reactive position by
making data available with a key stroke as part of the DEMIS
network.

5.0 CONCLUSIONS

The surface navy to date has made a significant progress
in adapting the concept of Condition Based Maintenance. For the
concept to be effective, it is imperative that the ship operators
be able to determine machinery condition reliably and with
confidence, at an affordable cost. It is our opinion that with
the use of "Non-Intrusive" on-line monitoring and diagnostic
systems, the surface navy could maintain high operational
readiness with fewer people and fewer dollars not only of the
current active fleet but use of such onboard systems will be
essential for ships of the 21st Century.

The Department of Defense (DoD) Ship Operational
characteristic Study (SOCS) has identified Condition Based
Maintenance technology as an essential element of ship
operational characteristic and design for surface combatants of
year 2010 and beyond. NAVSEA's efforts described in this paper
is a step in that direction, to demonstrate the feasibility of
tailoring commercially available off-the shelf technology for use
of surface ships.

Even under severe funding constraints, using Non
Developmental Item (NDI) approach for system acquisition, the
Navy could revolutionize current concept of ship maintenance.
The implementation of condition based maintenance will require a
new philosophy of system and equipment design, repair procedures,
and maintenance training.
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Ref. Description 
BLR BLR Common

NR 
1A lB

1. Drum Pressure X x

2. Steam Pressure Transmitter Output X X

3. Air Flow Transmitter Output X X

4. Steam Flow Transmitter Output X X

5. Feedwater Flow Transmitter Output X X

6. Drum Level Transmitter Output X X

7. High Signal Selector Output 
X

8. Steam Pressure Controller V.C. 
X

9. Steam Pressure Controller Output 
X

10. Boiler Master A/M Station Output X X

11. Fuel Air Ratio Station Output x x

12. Air Flow Controller V.C. X x

13. Air Flow Controller Output x x

14. Steam Flow Rate Relay V.C. X x

15. Steam Flow Rate Relay Output X X

16. Range Modifier Output X X

17. Low signal Selector Output x X

18. Characterizing Relay Output X X

19. Combining Relay Output X X

20. Drum Level Controller V.C. X X

21. Drum Level Controller Output X X

22. Feedwater A/M Station Output X X

23. F.D. Blower #1 RPM X X

24. F.D. Blower #2 RPM X X

25. Fuel Oil System Pressure X X

26. Fuel Oil Burner Pressure X X

27. Feedwater Header Pressure 
x

Table
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Zgh KHin Engine

Engine RPMs
Rack Position
Cylinder Temperatures 1 thru 16
Stack Temperature
Salt Water Injection Temperature
Salt Water Overboard Temperature
Jacket Water Temperature to Engine
Jacket Water Temperature from Engine
Salt Water Pump Pressure
Jacket Water Pump Pressure
Lube Oil Pump Pressure
Lube Oil Header Pressure
Lube Oil Filter Outlet Pressure
Lube Oil Strainer Inlet Pressure
Turbo Charger Lube Oil Pressure
Fuel Oil Pump Pressure
Crank Case Vacuum
Air Manifold Pressure
Air Intake Depression
Air Intake Manifold Temperature
Air Intake Manifold Temperature
Turbocharger Air Discharge Temperature

Other Plant Parameters

Propeller Pitch
Main Reduction Gear Lube Oil Pressure
Engine Room No. 1 Heat Stress Temperature

USS HARLAN COUNTY L 11961
SENSOR SUITETable 2,
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Entire Engine Group
Low Fuel Oil Pump Pressure
Low Fuel Oil Header Pressure
Low Fuel Oil Pump Pressure
High Lube Oil Filter Differential Pressure
Low Turbocharger Lube Oil Pressure
Low Main Reduction Gear (MRG) Lube Oil Pressure
Low Lube Oil Header Pressure
High Lube Oil Temperature to Engine
High Lube Oil Temperature from Engine
Low Salt Water Pump Pressure
Low Jacket Water Pump Pressure
High Jacket Water Temperature to Engine
High Jacket Water Temperature from Engine
High Cylinder Exhaust Temperature
Cylinder Exhaust Temperature Differential
High Crankcase Vacuum

USS HARL COUNTY
PERFORMANCE AL SCAN GROUP

4.175



thiL

! jI i ' °

4.176

cr
b ~ a g D I R H g i H H i mIl



s IN

I- ~ Ii.

L6 L6Z

U... ;

U0

Lii

4.-1



AUTOMATIC CONTROL SYSTEM FOR PROTOTYPE SHIPBOARD
NITROGEN GENERATOR

by Abdi Nazari (NAVSEA 56Y14),
Jack L. McCrea and David G. Barr

(Westinghouse MTD)

1. ABSTRACT

This paper describes the automatic control system currently
being used on the prototype shipboard nitrogen generator and
discusses proposed systems to be used for future production units.

Cryogenic separation methods currently being used to produce
oxygen and nitrogen are complex, require intensive manpower, and
exhibit low reliability. To address these problems, NAVSEA
initiated the design of a prototype nitrogen generator to produce
gaseous nitrogen at up to 99.5 percent purity using a pressure
swing adsorption process. The prototype generator can produce
100 lb/hr of nitrogen at 5000 psig. The generator consists of a
low-pressure air compressor, a pressure swing adsorption unit, and
a high-pressure compressor, that together take air and separate
the nitrogen using pressure swing adsorption. NAVSEA plans to use
the generator on aircraft carriers and subtenders to replace
cryogenic separation methods.

The prototype nitrogen generator has an automatic control
system which makes use of a programmable logic controller (PLC).
Background is given on the selection of a PLC for the prototype
control system and details are provided on the controller selected.
Future control methods such as a SEM-based (standard electronic
module) controller, dedicated controller or military qualified PLC
are also discussed for the production model nitrogen generators
now being planned.

2. INTRODUCTION

Shipboard requirements for nitrogen are currently being
provided by cryogenic separation methods. In this process, air is
liquified and separated into liquid nitrogen or oxygen in an ON.
producer plant. The liquid is then stored in liquid storage tanks.
All liquid nitrogen produced is vaporized and stored in 5000 psig
gaseous storage flasks. When and how much liquid nitrogen is
produced and vaporized is determined by the ship's force depending
on the system demand for nitrogen. Operation of the separation,
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storage, and vaporization equipment is manual. This equipment is
generally complex, and requires advanced operator training and
intensive manning. The equipment, especially the oxygen/nitrogen
producer plants, has demonstrated low reliability.

In 1983, the Gas Processing and Cryogenics Branch of NAVSEA
(56Y14) initiated an in-depth study on alternative methods for
generating nitrogen for shipboard use. Several alternatives were
investigated including: improvement and automation of the existing
cryogenic producers, hollow fiber membrane separation, and pressure
swing adsorption. It was determined that existing cryogenic
separation technology could not be improved in efficiency or cost-
effectiveness and membrane technology at the time proved to be
ill-suited. Molecular sieve pressure swing adsorption (PSA) was
recommended as the most suitable and promising technology for
nitrogen generation.

Based on the results of this study, laboratory tests were
performed on a small scale PSA system to establish process flow
and design parameters (1). Next, a pre-prototype feasibility
model was fabricated and tested utilizing PSA technology. This
unit produced 25 lb/hr of nitrogen at 99.5 percent purity, meeting
all requirements. The model was installed on the USS RANGER in
1987 and is still operating.

Shipboard nitrogen requirements were evaluated by NAVSEA and
it was determined that a nitrogen generator capable of producing
100 lb/hr of gaseous nitrogen at 5000 psig and 99.0 percent
purity and greater than 50 lb/hr at 99.5 percent purity would be
required. It was decided that the generator would consist of a
low-pressure air compressor (Navy Standard STAR), a PSA unit to
separate the nitrogen, and a high-pressure air compressor to
compress the nitrogen to 5000 psig. The generator would have to
be designed to meet all the current shipboard requirements of
shock and vibration, be a Navy-owned design, and be capable of
automatic operation based on the system demand for nitrogen.

Westinghouse MTD was tasked to design the PSA unit which was
to be complete with all controls for the generator and include
both compressors. At the same time, David Taylor Research Center
(DTRC) was tasked to procure, fabricate, assemble and test the
full scale prototype nitrogen generator based on the MTD design.
Testing was to include operational (technical evaluation), shock
(MIL-S-901), and vibration (MIL-STD-167).

DTRC obtained a STAR (Screw Technology Air Rotary) low-
pressure compressor, modified a commercial high-pressure com-
pressor, fabricated the PSA unit, and assembled them into a
generator which is currently being tested.
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3. NITROGEN GENERATOR DESCRIPTION

The nitrogen generator comprises three major components (see
figure 1):

o Low-pressure air compressor (LPAC)
o Pressure swing adsorption unit (PSA)
o High-pressure nitrogen compressor (HPNC)

The LPAC is a standard Navy, oil-free, positive displacement
(STAR) compressor providing compressed air to the PSA unit at 120
psig. It has its own local controls and sensors for monitoring
process parameters, such as temperature and pressure, but is
started, stopped, and monitored by the central generator control
system.

The PSA unit consists of two beds (pressure vessels) of carbon
molecular sieve material, solenoid-actuated pneumatic valves for
bed switching, a gas analyzer to monitor purity and a PLC to
control the process. The separation of nitrogen from compressed
air takes place in the beds. The openings into the pores of the
molecular sieve material are approximately the size of oxygen and
nitrogen molecules. Oxygen molecules are smaller than nitrogen
molecules, and so diffuse into the pores faster than nitrogen
molecules. This diffusion into the sieve material is called
adsorption. As the compressed air flows through the bed, almost
all of the oxygen, hydrocarbons, and water vapor are adsorbed in
the sieve material, and nitrogen exhausts from the bed (see figure
2). While one bed is adsorbing oxygen, the other bed is desorbed
by lowering the pressure to near-atmospheric and exhausting the
waste gas. The bed is then pressurized and the flow is redirected
while the other bed is desorbed. Each bed adsorbs oxygen and
produces nitrogen for approximately 55 seconds before recycling.

The HPNC is currently an oil-free, three-stage positive
displacement compressor with a maximum capacity of 120 lb/hr of
nitrogen at 5000 psig. It has its own local controls and sensors
for monitoring process parameters, but is started, stopped, and
monitored by the central generator control system.

4. CURRENT AUTOMATIC CONTROL SYSTEM

The controls for the nitrogen generator (including the PSA
unit and both compressors) are centrally located on the PSA unit.
The PLC is the heart of the nitrogen generator's automatic control
system.

A PLC is a digitally operating, electronic controller that
uses a programmable memory to internally store instructions that
implement specific functions such as logic, sequencing, timing,
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Figure 1. Nitrogen Generator Block Diagram
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counting, and arithmetic to control, through digital or analog
input/output modules, various types of machines or processes. A
digital computer that performs the functions of a programmable
controller is considered to be within this scope. Excluded are
drum and similar mechanical-type sequencing controllers (2).

PLCs are typically microprocessor-based and can be considered
as dedicated microcomputers. Although other software programs are
available, the PLC's programs are generally written in ladder
logic, which is very similar to relay logic. Thus, if a relay
logic system is replaced with a PLC, the PLC's program can be
almost taken directly from the existing relay logic. Ladder logic
is generally symbolized as a network of contacts configured to
operate coils. This network system is the language of the PLC and
is usually represented on a programming terminal's screen display.
Generally, the inputs to the PLC are represented by the contacts
and the outputs are represented by the coils.

4.1 System Description

The nitrogen generator receives 440 vac ship service power.
This power is routed through contactors located in the PSA unit
starter panel to the low-pressure air compressor motor and to the
high-pressure nitrogen compressor motor. Power is also routed
through a transformer in the starter panel where it is stepped
down to 115 vac, which powers the PLC, the gas analyzer, and the
control circuitry.

The responsibilities of the generator's control system
include: valve sequencing, product purity monitoring, ventilation
monitoring, alarm detection, and compressor motor control. The
PLC receives various inputs from contact closures of pushbuttons,
pressure switches, and auxiliary starter contacts. The gas
analyzer also provides an analog voltage signal as input to the
PLC. The PLC manipulates these inputs and provides the required
corresponding outputs in the form of 115 vac contacts. These
outputs go to solenoid valves, lights, contactors, motor start
circuits, and an alarm horn. Figure 3 illustrates the nitrogen
generator control system in block diagram form.

The gas analyzer measures the purity of the nitrogen output
from the PSA unit and sends a corresponding analog signal to the
PLC. The PLC compares this signal to the acceptable purity
setpoint and if the setpoint is not maintained, sounds an alarm
and starts a shutdown sequence.

As mentioned above, the PLC receives discrete inputs from
start and stop pushbuttons, cooling water and nitrogen product
pressure switches, manual/automatic and input air selector
switches, and auxiliary contacts on both compressor motor starters
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and the ventilation system.

The start and stop pushbuttons provide the PLC with the
discrete inputs. The PLC will shut down the entire process if the
cooling water pressure is lost and will shut down the high-
pressure compressor if the output nitrogen pressure is above the
setpoint. The manual/automatic selector switch provides the
input that allows the system to run in either mode, that is,
manual mode in which various portions of the process must be
initiated by the operator, or the automatic mode where the oper-
ator merely turns the unit on and it runs on its own from there.
An emergency mode of operation, using ship's service air system,
is also permitted if the low-pressure compressor is not oper-
ational. Operator intervention is required (changing a toggle
switch position) to initiate this mode of operation, permitting
operation without the low-pressure air compressor. The auxiliary
contacts on the two compressor motor starters provide feedback to
the PLC where the run state of that compressor can be compared
to the start or stop requested. The auxiliary contacts from the
ventilation system signal the PLC to shut down the entire process
on the loss of ventilation.

All of these inputs are used by the PLC to provide the
correct outputs to the process. The PLC gives outputs that allow
power to flow to the compressor motors and also gives outputs
that start and stop these motors. The PLC program uses a series
of timers and counters, internal to the PLC software, to sequence
the outputs to the solenoid valves. The sequencing of the valves
is a repeating 117-second cycle. Outputs from the PLC also light
alarm lights and sound an audible alarm in the case of low water
pressure, low nitrogen purity, or a contrary signal from one of
the compressors.

The discrete input devices are hard wired to the input
terminals of the PLC. Since the inputs are discrete, the PLC
merely sees a contact change state. A change in state of the
input device causes a change of state to all the corresponding
contacts in the ladder logic program. The analog input from the
gas analyzer is wired to the PLC's analog input module where the
nitrogen concentration signal is converted to a digital signal.
This digital signal is then loaded into a register in the PLC's
microprocessor. The value in this register is then compared to
the setpoint value for acceptable output nitrogen purity level.

The outputs of the PLC are directly hard wired to the input
devices, such as, lights, solenoid valves, an6 motor start cir-
cuits. An output closure, in the PLC, completes the 115 vac
circuit to energize the corresponding output device.
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The software program that the nitrogen generator uses is
written in ladder logic. The specific software, which was used to
generate the actual tailored program for the PLC, was provided by
the PLC vendor. The program developed for the nitrogen generator
uses input contacts, output coils, timers, counters, internal
registers, and internal logic coils and contacts, all of which are
part of the PLC's software. There are fifteen discrete inputs,
twenty-one outputs, fourteen internal relays, four timers, twenty-
five counters, and one analog input used in the program. Figure
4 shows a few typical rungs of ladder logic from the nitrogen
generator program.

The program was written as generically as possible by exclud-
ing the special software features, such as jump command and master
control relay, particular to the PLC vendor software. The ladder
logic program was written on a personal computer, downloaded di-
rectly to the PLC, and stored in random access memory (RAM). The
PLC includes a battery backup for RAM and was also provided with an
electronically erasable programmable read-only memory (EEPROM)
(which requires no battery backup) where the program was stored
for added safety.

A total of 300 logic functions was used in the program re-
quiring 615 bytes of RAM out of the 1024 bytes available to the
user and 115 rungs of ladder logic. The program required approx-
imately three weeks to write with a programmer experienced in
ladder logic.

4.2 PLC Selection

A PLC was used because it provided flexibility for the proto-
type nitrogen generator control system. This was especially use-
ful as process problems were worked out of the prototype. The PLC
allowed the changing of the timing sequence to fine tune the pro-
cess without lengthy delays or hardware changes. For example, if
it was realized that an existing input, such as a pushbutton,
should affect an additional existing output, no additional wiring
would be required; it would just be a change to the program. Ex-
tra inputs and outputs were provided to allow for any new require-
ments discovered as a result of testing.

Another advantage of the PLC is the monitoring mode which
allows the user to follow the logic flow (on-line) during debugging
and verification. This feature of the PLC helped to save time
during startup and debugging of the generator as well as during
testing and fine tuning of the process aspects of the generator.

The obvious advantages of the PLC are that it is small and
lightweight as compared to hard-wiring relays and timers to do
the same job. It is also relatively inexpensive compared to re-
lays, dedicated circuit boards, and standard electronic modules.
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4.3 PLC Details

PLCs are common in the commercial world and are produced by a
number of different manufacturers. Most manufacturers have models
available which use ladder logic and accept both discrete and
analog inputs. This nitrogen generator application required a
stand-alone controller with 40 to 60 I/O, at least two analog
inputs, ladder logic software with timers, counters, EEPROM for
program storage, and monitoring capability for prototype debugging
and troubleshooting.

Several manufacturers offering the required type of small
PLCs were considered. Among those considered were Cutler-Hammer,
General Electric, Gould/Modicon, and Westinghouse. The PLC se-
lected for prototype testing provides a total of 80 I/O and can be
considered small with an overall footprint of approximately 12
inches by 20 inches by 5 inches deep.

Since all of the small PLCs offer similar features, the
specific PLC for the prototype was chosen for the following
reasons:

o The PLC vendor was actively working with the Navy to
expand MIL-C-2212 to include PLCs.

o The PLC could be modified (hardened) to pass Navy
vibration and shock tests and meet schedule deadlines
for the prototype generator application.

o The vendor would provide a survey of the PLC's
susceptibility to EMI.

o The vendor was currently working to completely
militarize the PLC for future requirements of MIL-C-2212.

The final shipboard prototype was fitted with a PLC modified
for Navy shock and vibration requirements. This unit was installed
on the PSA unit of the generator during shock and vibration
testing.

5. FUTURE CONSIDERATIONS

After shipboard evaluation of the generator, NAVSEA plans to
procure production models for installation on all aircraft car-
riers. Before finalizing the design of these production units,
several alternative control systems were considered. These were:
a militarized PLC, a SEM-based controller and a specially designed
controller for the application. Each of these options must meet
requirements for shock, vibration and electromagnetic interference
(EMI).

The militarized PLC is the most attractive control altern-
ative because of its flexibility (easily programmable), expand-
ability (additional I/O is available) and its low capital cost.
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Some of its disadvantages are its limited shipboard repairability
and logistics supply support.

The SEM-based controller was attractive because of the stan-
dard availability of some cards, it is relatively easily repaired
and Navy supply support for most of the SEM cards is already
established. The SEM controller, although is not always easily
programmed (usually programmed in Assembler), can have a much
higher capital cost and usually contains one or more non-standard
SEM cards reducing the standard nature of the controller. A
controller similar in size was used on the Navy standard HP dehy-
drator; it was programmed in Assembler, used several non-standard
cards and had a higher capital cost than the PLC. Even a SEM
controller, although inherently shock-, vibration-, and EMI-resis-
tant, would still require hardware testing before use on the gen-
erator.

The special-designed electronic controller is the least
attractive of the alternatives. This alternative would include a
specially designed and manufactured card or cards mounted and
housed to form a controller. It would possibly be more compact
than the other alternatives but would not be easily programmed,
would not be easily repairable and would have no supply support.
Its initial cost, based on preliminary estimates made during dehy-
drator and generator development, would be less than the SEM con-
troller but still greater than the PLC.

The final decision on the production nitrogen generator
controller is to use the fully militarized PLC.

6. SUMMARY

To meet shipboard requirements for gaseous nitrogen, NAVSEA
initiated the development, design and production of a prototype
pressure swing adsorption nitrogen generator. Central to the
automatic controls of the generator is a programmable logic con-
troller. This controller sequences valves, monitors nitrogen
purity, controls compressor motors, and detects alarm conditions.
The PLC receives inputs from pressure switches, pushbuttons,
auxiliary starter contacts, and a gas analyzer and manipulates
these inputs and provides outputs to control the generator using
ladder logic software.

The prototype nitrogen generator utilized a commerical-type
PLC for operational testing. This unit provided the flexibility
(through software) to incorporate process and operational changes
during debugging and testing of the prototype generator.
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A militarized version (one that had been shock and vibration
tested) of the commercial PLC was procured and used during shock
and vibration of the prototype generator and will be used during
shipboard evaluation. This unit is very similar to the commercial
PLC and provides the flexibility to make operational changes in
response to shipboard requirements.
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1. ABSTRACT

Complex, highly automated, software based MCAS systems on modern
warships are intended to facilitate operation by reduced manning while
cutting Through-Life-Costs. However inadequate MCAS system specifications,
reflected by equally poor tenders will exacerbate the evaluation process
and can result in time and cost overrun with the procurement of
inappropriate solutions. Similar situations occur throughout industry[i].

This paper describes a guide which was prepared to harmonise the
specification, tendering and evaluation processes by applying a structured
approach to write compatible and correct procurement documentation.

The documentation generated by following the guide will also
provide a firm foundation for future MCAS system support and maintenance.

2. INTRODOMON

There is now general recognition of the importance of specification
within defence equipment procurement, but as yet very little guidance on
the correct approach to the specification process. This has not raised too
many difficulties for the design of Machinery Control and Surveillance
(MCAS) Systems, due in part to the :

(a) close collaboration between the specialist section within MOD(PE)

and the MCAS System contractor during system development.

(b) use of cost plus contracts and

(c) the size and relative simplicity of previous analogue systems.

However with the advent of more complex software controlled systems,
it was recognised that improvements were needed in the specification
process.
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The need for these improvements was further stimulated by the
increasing drive to obtain value for money in defence procurement during
the 1980.. This took the form of placing more responsibility with industry
and a move toward fixed price contracts. This inevitably changed the
relationship between the specifier and controls contractor, requiring a
much more formal contract in the form of a complete requirement
specification.

It was against this background that MOD(PE) began the development of a
specification guide covering the early design stages of CAS System
development.

3. THR PROBLIE

Experience has shown that the majority of errors are introduced at the

specification and design stages rather than during system build and test.

This can result in the acceptance of less than ideal systems or
corrective action that can cause time and cost overrun, with potential
risk to the ship in-service date.

It is therefore preferable to identify problem areas at the outset and
take preventative action to avoid them, leading to a more cost-effective
and technically acceptable MCAS solution.

The three major areas where errors and problems can be introduced and
remain undetected during MCAS system procurement are during:

(a) the preparation of a Specification by the SPECIFIER

(b) the generation of a tender by potential MCAS system VENDORS (one
of whom will eventually design, build, supply and fit a system to
the ship)

(c) the evaluation of tenders by an EVALUATOR who will compare the
tenders received against the specification and determine the
preferred solution.

As illustrated in Figure 3.1, specifications are often:

(a) incomplete because many important requirements have been omitted.
Sometimes it is assumed that the vendor will fill the gaps - with
disastrous consequences

(b) ambiguous - such that the vendor can (and likely will)

misinterpret the requirements

(c) inaccurate - simply because they have not been rigorously checked
before issue
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(d) inconsistent, with incompatible requirements between various

aspects of the definition.

UN CO-ORDINATED APPROACH

M Incomplete

0 Fragmented
0 Incompatible
0 Corretinseqired

SCotl coseuences

Fig 3.1

Poor specifications generally result in poor tenders in which the
vendor:

(a) does not "fill in the gaps" arising from omissions in the
specification

(b) offers inappropriate solutions because the specification has been
misinterpreted

(c) is not totally aware of the scope of his responsibilities e.g. to
complete the requirements definition, to carry out testing, apply
quality control etc.

(d) does not provide full supporting information about his company,
track record, resources etc.

As a result the evaluator:

(a) wlll find difficulty In assessing the inadequate tenders against
the inadequate specification

(b) may resort to making incorrect and unsupported assumptions about
vendors' solutions and capabilities

(c) may, in the extreme recomend an incapable vendor to supply an
inappropriate CAS solution.
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Errors identified during these stages will lead to costly re-iteration
of documents and unnecessary clarification meetings. Unidentified errors
or unconscious acceptance of inadequate documents will certainly lead to
problems and perhaps overspend.

4. r7 SOLOTIOI

CO-ORDINATED APPROACH

N Complete

* Congruous

M Consistent

M Clear

N Compatible
0 Correct
M Cost effective

consequences

Fig 4.1

The ideal situation is illustrated in Figure 4.1. This represents
totally compatible processes in which complete MCAS system specifications
are responded to by equally complete tenders offering realistic solutions
which the evaluator can easily compare to select and recommend the optimum
MCAS system solution.

With these objectives in mind MOD(PE) commissioned a guide which the
MCAS system Specifier, Vendor and Evaluator should follow to meet these
aims. This guide is known as Sea Systems Controllerate Publication (SSCP)
No 27.

This guide needed to take account of the different procurement
strategies with which the MCAS System could be procured. These will range
from the provision of an MCAS System as part of whole ship competitive
tendering to direct replacement of a system during refit. These different
procurement strategies place different levels of specification
responsibility with the MOD and industry. Therefore the guide needs to
cover these differing reqvirements by providing guidance to both the MOD
and industry specifier with different levels of expertise and experience.

4.195



5. SSCP 27 CHARACTERISTICS

Before we look at how the Guide is used in a technical sense to steer
the specification, tender and evaluation phases towards compatibility it
would be useful to note briefly how it was written from a documentation
viewpoint. In short, it had to be user-friendly. Specifiers, vendors and
evaluators should not be hindered by a Guide that is not immediately
understood - they must find it positively helpful.

Considerable effort was applied to achieve this aim by using a logical
document structure, concise text, in-text diagrams, extensive use of pull-

out charts, tables and pictorial indexes as summarised in Figure 5.1.

USER FRIENDLINESS

Ct.' 1 6 LOY TO LOCAT! WOO.

v.. ';~2~~'~ 8 ACCUATIE

Fig 5.1

6. SSCP27 OVERIU

The 5 Part Guide structure is shown in Figure 6.1. Parts 2, 3 and 4
(the Specialist Parts) give particular guidance to the Specifier, the
Vendor and the Evaluator respectively, so that they may efficiently
progress their tasks to generate the relevant documentation.
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OVERVIEW OF GUIDE SSCP27

To So Xad by all Gd UnS

Pftpsad" of Rofe. bb

J VENDOR EVALUAT4

-ne"so for

(Inudwe. efeeece to StendM Tet Boks and Exenu Pape)

Fig 6.1

Parts 1 and 5 are "common" to all users, providing an Introduction to
the SSCP and Supporting Information to those unfamiliar with MCAS.

It is intended that each user only requires his specialist Part
together with the brief Part 1 and, if necessary, Part 5.

Before examining each Part in more detail it should be noted that the
Specialist Parts 2, 3 and 4 share a common basic structure as summarised
in Figure 6.2. Following similar styled introductions each of these Parts
outlines the requirements of the document to be generated (i.e. the
Specification, Tender or gvaluation Report).

Users who are familiar with CAS systems may choose to use the
diagrams and tables in the Guide as a checklist to ensure that their
document conforms with the requirements.
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STRUCTURAL OVERVIEW OF The user is then guided on how toorganise his team to prepare the'SPECIALIST' PARTS ( 2 3 & 4) document. This is most important as

MCAS system procurement involves a
multitude of specialist skills. Proper
organisation ensures that:

(a) each section of the specification
is prepared by an accredited
specialist

(b) tender sections are prepared by
appropriate specialists

(c) each aspect of the CAS system
tender is assessed against the
appropriate part of the specification
by the same specialist (in the team)
to ensure consistency of subjective

judgement.

Fig.6.2

Step by step guidance is given to write each document down to sub-

section level and on how to check and issue the final version.

7. GUIDE PAR 1 - rNMUOOION

This brief Part:

(a) provides an overview of the procurement process for new
construction ships

(b) identifies the need for consistency in the specification
processes

(c) defines the credentials of Guide users

Cd) states that the Guide must be followed to generate specification,
tenders and evaluation reports in defined, compatible, structured
formats.
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8. GUIDE PART 2 - SPECIFICATION PREPARATION

An overview of Guide Part 2 is shown in Figure 6.3. Chapter 1 is a
"common" introduction.

OVERVIEW OF
PART 2

Ch,. 2

Chapter 2 emphasises the importance of

an adequate specification because this

CO 3 is the document against which the MCAS
Orpflje system will be developed, implemented,

tested, supplied, installed and set-
aL 4 to-work. Perfect specifications will

not guarantee perfect solutions, but
_ poor specifications will definitely

cause problems.

Coffedtlem

Comd/bmq Iu ITT /Ch. CI7-

Vedo

Fig 6.3

The Guide then states that the specification must avoid the pitfalls
outlined earlier, and in addition must:

(a) state requirements once, clearly and concisely in an easily

found location

(b) adopt a functional approach where possible so as to minimise

constraints on the vendor's implementation method and encourage
innovation

(c) segregate the requirements for the MCAS system facilities from

the functional requirements which represent MCAS system
application to the machinery systems

(d) be capable of accepting change arising from modifications to the
machinery systems.
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MCAS SYSTEM
SPECIFICATION STRUCTURE
Sectn i Introducti

Section 2 Operaminal req.
Section 3 MCAS system rq.
Section 4 Machlnry control ad

monitod" Figure 6.4 summarises the 14CAS system
Section 5 TypklaMCASsystem specification structure that the Guide

aSe men imposes.Scin6 Desig ard constuction
* q Note how all the related aspects such

Section 7 ARM as ship description, operational

Section 8 Documen ip. qL aspects, MCAS system facilities,
SeCdm 9 Trallgey Functional Definition, Constructional
Se dn 10 QAasdtedtqL requirements, testing, supply and
SKIMd 11 Scapeofsuppy support requirements etc are all

located in separate sections of the

Appendix I Related &cous same document, so that they may be
interpreted and understood in totalAppendix 2 Gloenarl, context.

4p spnd ~
Appenif 4 Spal dustribution We.

Fig 6.4
The Guide contains a "tree diagram" summarising the specification

structure and contents at section and sub-section level (Fig
6.5). The contents/scope of this diagram (representing the total CAS
specification contents) has been carefully developed to include all
possible aspects that need to be defined for CAS system specification.
Adherence to the Guide should therefore result in an CAS system that is
complete and logically presented, and all CAS system specifications will
have the same structure.

MCAS SYSTEM SPECIFICATION STRUCTURE

Section 1
Introduction Section 2

Operational Section 3T Ship Reqs MCAS Section 11
I Sstem Req Scope o suppy

2 1 Ship I MMI I
3 Modes Funtions1
4 2 I Responsbilities

31 2
Equipmet

31Documentation
8 - Performance

Fig 6.5
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8.1 Pro-Requisite Activities

Prior to undertaking preparation of the KCAS system specification it
is strongly recommended (Guide Part 2 Chapter 4) that the specifier
compiles a database of information which will eventually be expressed as
MCAS system requirements. The Guide identifies typical source documents
and identifies the type of information that should be gleaned from each,
generating a traceable link between the specification requirements and
their original sources.

8.2 Specification Details

The Guide then provides (in Chapter 5) detailed guidance on the
preparation of XCAS system specification Sections 1-11 as identified in
Figure 6.5. To assist with this procedure the pullout "Tree Diagram"
which indexes the specification Section/Sub-Section contents has been
endorsed with references to the Guide paragraphs where relevant guidance
will be found (Figure 6.6).

EXTRACT FROM PULLOUT INDEX
Specification Section 6

DESIGN & CONSTRUCTIONAL REQUIREMENTS

126 61 Eectro-magetic effects
127 7  Human factors
134 8f Electrical requirements

138 Physicalinterfaces

L Spec sub&sCtOM title

Guide paragraph reference

Fig 6.6

Further information on some of the Specification Sections generated by
following the Guide is given below.

Specification Section 2 defines how a given number of men will control
the machinery in predefined modes from the various operating positions
under various states of readiness.

Specification Section 3 defines the requirements for the HCAS system
facilities e.g. WU aspects, Alarm/Warning handling, system modification
requirements, interfacing requirements, data update rates etc.
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Specification Section 4 has the major task of defining in functional
terms how the MCAS system should be applied to control each of the
machinery systems (referenced 1, 2 ..... N) in turn. It will address each
machinery system in four ways:

(a) to produce a brief description of the machinery system to be
controlled

(b) to specify NMI functions that the WAS system must provide to
display Information on the machinery systems and to accept
operator control input demands.

(c) to specify automatic control functions that the CAS system must
provide for the machinery system including
identification/definition of control procedures, algorithms,
calculations etc.

(d) to define the interface requirements between the CAS system, the
machinery and the other ship systems.

Fig 6.7 shows how the specification will reference each of these
aspects for the various machinery systems.

Spec section 4. x. 1 = Machinery description

L 2 - Auto control by MCAS

3 = MMI reqs. by MCAS

4 = interface with MCAS

1 = Prop fision

2 = Lub oil

3= -Fuel

etc

Fig 6.7

The detailed data compiled in these activities will be accosmodated in
a computerised signal schedule.
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A Functional approach (e.g. YOURDON) is recommended to express these
requirements. Fig 6.8 shows the MCAS system functional breakdown in the
form of a Context Diagram. The functions shown would be expanded by
decomposition until the appropriate level of definition had been achieved,
and dataflow tables would be developed to define the information flow
between functions. Function identifiers "12, 3, 4" for control, MI and
interface functions respectively in the Context Diagram correspond
directly with similar identifiers in Fig 6.7 assisting cross-referencing
in the documentation. Examples are included in the Guide for
illustration.

mCASYShs1M MHI LEVML FUNCTlO I 5eUKDOWN

Mil- MAN MCIONTRILAHIERYRC

PM.NT -P AHRTCSOTL

* MNCLLARY
* MJXLIARY
* 2000

5 3 * C00DRC

Fig 6.8

It is emphasised that precision and clarity are vital for this
important section on functional decompoition which provides an "interface
of understanding", between the client's deaii~ objective. in the context of
ship control, through the development of procedures/al goriths by a
engineer, to the preparation of code by a software writer who my have no
real knowledge of the application. The Guide identifie. levels of
defilnition as benchmarks for testing during the build end supply phases.
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Specification Section 6 details all of the constraints on system
implementation, ranging from weight, power and size allocations to
environmental requirements and from software standards to system
vulnerability.

The Guide also specifies that a Human Factors programme should be
carried out to ensure a user-friendly CAS system.

The remaining Specification Sections 7 to 11 clearly specify the
reliability/maintenance requirements, identify all system documents (e.g.
FNEA) required, (their use and who should generate them), quality and test
requirements and the scope of supply. Operation and maintenance training
needs are also defined.

8.3 fpecification lame

The Guide advises how the completed specification should be checked,
issued as part of an Invitation To Tender (ITT) and if necessary
modified/reissued to accommodate update due to machinery system changes. A
strict policy of configuration control is recommended to supervise the
documentation.

8.4 Levels of Saecification

Specifications may be issued at a high or low level. In the first
instance a conceptual/high level specification may be issued to test the
market for cost, project approach and typical solutions, or to short list
a number of potential vendors.

More detailed level specifications would impose further constraints on
the vendor, who may be tasked with developing the functional definition
aspects to a lower level definition thus demonstrating his capabilities,
and providing a more firm basis for system costing.

In the extreme, issue of a totally complete/defined MCAS specification
would represent a "build" specification for which the vendor would have no
functional responsibility.

Irrespective of the level of specification, the concept of a fixed
format and the use of a suitable word processor package will do much to
simplify document update, reissue and configuration control.

9. GUIM PART 3 - TDIR MWPARAIOU

At the outset the vendors, who have received the Invitation To Tender
(IT) are encouraged by the Guide to read it in detail and ensure that all
the requirements are fully understood. Any queries should be addressed to
the specifier for clarification. Sufficient time should be allowed for
this important stage prior to preparing a tender response.
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Vendors are advised:

(a) to check their resources and make a decision on whether or not to
bid

(b) that they will be totally responsible for any sub-contractors

(c) that their tenders will only be evaluated on the evidence
contained within them

(d) that a team of specialists should be formed and co-ordinated to
generate the tender

(e) that tenders should be prepared in a predefined format as
described below.

9.1 Tender Format

Figure 9.1 summarises the contents/structure of the tender document.

TENDER FORMAT
Section 1 Introduction

Section 2 Operational aspects

Section 3 General MCAS systemaspects
Section 4 Application of MCAS Sections 1 to 11 of the tender are

system to machinery intended to reflect the requirements
control of MCAS system Specification Sections

Section 5 Overview of proposed 1 to 11 respectively.
system structure

Section 6 Design and constructional Tender Section 12 will contain
features statements/tables identifying

Section 7 ARM capability compliance with the specification. Any
Section 8 Documettion non-compliances (which are not
Section 9 Training facilities necessarily signs of weakness) mast be
Section 10 Provision for QA, test, fully Justified.

installation & support
Section 11 Items to be supplied

Section 12 Summary of compliance
Section 13 Company information
Section 14 Tmescale/contractual

information

Fig 9.1
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Tender Section 13 should include:

(a) supporting information on the vendors/sub-contractors track
record, resources and financial standing

(b) CVs for all key personnel with assurances of their availability
during the project

(c) assurance of technology availability as proposed for the NCAS

system solution

(d) information on quality procedures/standards to be adopted.

Section 14 of the tender should show the vendor's proposed timescales
for receipt of information, progress meetings, build and test phases,
deliverables and commissioning. Any long lead items should be clearly
identified.

Part 3 of the Guide also contains a pull out Tree Index for the tender
document, identifying the Section headings and contents.

Guidance is also given on checking the tender before issue to ensure
that it correctly reflects the customer's requirements.

It will be seen that by following the predefined tender structure and
completing the compliancy statements the vendor has been forced to produce
a tender which is complete, reflects the specification structure and
facilitates the evaluation process.

10. GUID PART 4 - TIE I VAIATION

Guide Part 4 is directed at the Evaluator who will systematically
compare the tender against the original specification requirements and
determine/recommend the most cost effective NCAS system solution.

At the outset the Evaluator is required to organise a teas of
specialists who will read and fully understand the CAS system
specification and the tenders received. Queries on any of these documents
should be immediately clarified so that the evaluator may form his
Judgements on known facts.

The evaluator will be advised:

(a) that all assessment must be based solely on the tenders received

(b) that specialists must be assigned to assess particular aspects of

the tenders to maintain consistent subjectivity of judgment
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(c) that all decisions must be recorded.

A four stage evaluation process is proposed:

(a) the preparation of questions, based on the specification

(b) award of marks for compliance for each of the questions

(c) numeric analysis to 'normalise' the results

(d) the presentation of results in an easily assimilated format.

10.1 Preparation of Questions

The team of evaluation experts are guided to generate a questionnaire
which will be used to interrogate the tenders against the specification.

QUESTIONNAIRES
I I I I
1 2 3ro4

System Company Cost Risk G

I I I
1 2 3 4

Umd rstad SrR Impemnentation instalation Sect
Compliance I

I

Topic

16. perfoms-e

Fig 10.1

Figure 10.1 summarises part of the evaluation questionnaire and shows
how high level aspects can be sub-divided down to a Topic level at which
specific detailed questions may be asked.

The scope of the evaluation questionnaire can be broken down into four
main groups:

(a) SYSTEM aspects - which assess the technical content of
the proposed solution

(b) COMPANY aspects which asses the general capability,
resources and attitude of the vendor to provide the
solution
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(c) COST aspects which assess the attention given to
providing a realistic cost estimate (UPC/TLC)

(d) RISK aspects which highlight any aspects of the proposed
solution which could prejudice implementation due to
technical or contractual reasons

The questions should be compiled on a requirement-by-requirement basis
using the specification/ITT package for reference.

Pro-forms worksheets are supplied to:

(a) identify the evaluator

(b) identify the project reference

(c) identify each question by a code comprising

group/section/topic/question number

(d) record the question

(e) identify the specification/ITT statement against which the
question was generated

(f) record the mark and weighting factors as defined below.

10.2 Marking, Analysis and Presentation

Marks for levels of response compliancy may be typically awarded in
the range 0 to 5 where

5 outstanding - beyond requirements

4 - totally acceptable - exceeds some requirements

3 = satisfies minimum requirements

2 - needs improvement - contains minor deficiencies

1 = fails to satisfy requirements - unacceptable

0 = not addressed.

Cost information should be assessed separately to technical

information to maintain objectivity of judgement.

Numeric Analysis of the basic marks awarded against each question is
required to:
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(a) cater for variations between the number of questions
set against each topic

(b) cater for the relative importance of some MCAS systems
aspects compared with others

(c) obtain overall figures of merit at subject, section and
group levels

(d) obtain an overall relative score for the systems

assessed with reference to the same baseline

(e) provide a basis for the concise display of results.

Specialists other than those responsible for the basic marking should
determine weighting factors in the range 0 to 1 (where 1 has the highest
priority) for each topic/section/group and apply them to rationalise the
scores (as percentages) at topic, section, group and overall levels e.g.

Group Mark a 7(Section Marks x Section Weighting Factor)x20
7(Section Weighting Factors)

GRAPH OF RESULTS
Tender assessment marks historam

roup order

GRAPH OF RESULTS

- score %

A I C 0
- Company reference

.....
• m45 a U 1•1

Fig 10.2 Fig 10.3
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The scores may be presented in histogram form as shown in Figures
10.2 and 10.3 which readily identify a single vendor's scores for each
aspect of his tender, and the overall scores for various tenders.

Note that for confidentiality, coded references are assigned to
conceal vendor identities.

Adherence to the Guide therefore ensures that the evaluation process
is fully recorded, is fair and complete.

11 GUIDM PART 5 - SUPPORTING IW]OUMSTIO

It is not an objective of the SSCP27 MCAS System Specification Guide
to re-state supporting information that is readily available in standards,
textbooks or well publicised technical documents.

If such information has been identified to support some statement
anywhere in the Guide, then adequate cross references are included in the
text.

However there are certain topics which are only encountered on
specialist applications such as warship control, of which a newcomer to
the field of naval NOAS systems may be unaware, e.g. machinery system
interdependencies, citadels, zoning, vulnerability, damage control,
manning and responsibilities etc.

There are also instances where 'well known' subjects such as
reliability must be interpreted in the context of MCAS system application
e.g. availability in terms of Bridge control if the SCC facilities fail.

Part 5 provides a digest of information on topics including:

(a) Ship and machinery systems

(b) Damage Control

(c) Operational Aspects

(d) 4CAS System Aspects

(e) Methods of Functional Definition

(f) Software
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(g) Availability, Reliability and Maintainability

(h) Through Life Costing, Upkeep and Support

in the context of a naval MCAS environment.

12. CLOSING REMARKS

The Guide will provide a much needed structure and assistance in
future MCAS System Specification.

At the time of writing SSCP27 has been completed to include MOD(PE)
comment and is about to be exposed to those involved in the MCAS industry
to obtain "user" comment.

Following the incorporation of user comment it is expected that SSCP27
will be formally issued by MOD(PE) in the second half of 1990 for use
during the procurement of future MCAS systems or for major mrdification to
existing MCAS systems.

It will be readily appreciated that the concept and principles
contained within the Guide are also relevant to complex, software based
systems in general. Investigations are underway to explore other areas of
application.
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DEVELOPMENT OF A 5000 POINT CONTROL AND MONITORING SYSTEM

by C T Marwood
and M C Glover

1. ABSTRACT

Control and monitoring of platform equipment on the first
of class of a new fleet support vessel will be carried out by
an extensive system with multiple control locations using VDU
terminals. The development of this system has involved special
techniques for definition and build to meet requirements which
go beyond the average for this type of ship.

The usefulness of these techniques and scope for future
extension are discussed.

2. INTRODUCTION

The scope and functionality of the Machinery Control and
Surveillance System (MCAS) for this ship (Fig 1) represents a
major step forward. This arose from the combined effects of
the wide range of equipment for 'one-stop' replenishment, and
pressure to reduce manning levels. The main features of the
system were already established by the UK Ministry of Defence
in conjunction with Harland and Wolff at the time that the MCAS
contract was let. Further details are given in Ref (1).

2.1 Equipment

The equipment to be controlled and monitored includes:

Propulsion Twin Shafts with medium speed reversing
diesels, clutch and brake

Ancillaries Fuel, lub oil, cooling, start air
compressors

Electrical Six diesel generators with three 3.3kV
switchboards and low voltage distribution

Cargo/Ballast Approximately 70 tanks, 25 pumps and 200
valves
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Damage Control Fire pumps and valves, ventilation
clearance fans, sprinklers, foam, halon,
plus flooding, door and hatch indication.

Auxiliaries Refrigeration, chilled water, boilers,
compressed air and domestic services.

Replenishment at sea calls for simultaneous operation of most
of this equipment, with Damage Control Systems ready for use in
case of emergencies.

The number of operators for these tasks must be kept to a
minimum, although the amount of machinery is higher than in
some earlier ships. This requires increased use of remote
control and surveillance, plus automation of some functions
which were previously carried out manually. For example,
sequence re-starting of essential services and motor drives
following electrical black-outs to avoid overloading the
generators.

The number of control and monitoring signals shown in Fig
2 are necessary for the present equipment. In addition, spare
capacity has been included to allow for future growth.

CARS018ALLASTCONSOLE BRDG

MACINEPY CONSOLE DAMAGE CONTROL
DAMAGE CONTROL V CONSOLE

FrG 2. OPERATING POSITIONS & SIGNAL DISTRIBUrICN
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2.2 Control Positions

The requirement for availability after partial damage and
the need to split the workload between multiple operators
called for a number of remote control positions located at
various parts of the ship, some functions available at more
than one location. For example, damage control can be carried
out from the main headquarters in the machinery control room,
from the secondary headquarters or from the Bridge. All main
machinery and equipment is fitted with local backup control
independent of MCAS.

3. SYSTEM STRUCTURE

The initial design considerations which determined the
system structure have been described in Reference (1). They
include:

(a) Selection of a fully distributed system, ie one with
no centralised co-ordination of control functions, rather than
other combinations such as centralised control and distributed
monitoring. This was chosen to avoid dependance on central
processors and to enable a degree of stand-alone operation in
the distributed units. (2)

(b) Combining control and monitoring capabilities in each
of the distributed processors, known as Outstations, while
ensuring the independence of safety, control and alarm
functions required by Classification society rules.

(c) Control of equipment from VDU terminals with
keyboards and mimic pages, combined with dedicated panels for
rapid operation o emergency trips and for backup control.
This reduces th :e of Irol consoles and enables all
alarms and equip. o be displayed at any of the
operating positio i, nt~ol and alarm acceptance are
assignable to specific pJLitions.

(d) Lever control is retained for propulsion at the
Bridge manoeuvring console, Bridge wings or machinery control
room.

(e) Dual redundant central stations and display
processors.

(f) Dual redundant communications network linking the
central stations to outstations.
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(g) Use of existing software and hardware to minimise
development cost, which was one of the main selection criteria
for a fixed price contract.

The system structure which resulted (Fig 3) was developed
Jointly with Harland and Wolff and their consultants Shell
Seatex. 20 Outstations are spread throughout the ships, 15 in
locations chosen to minimise cabling from machinery and 5
mounted in consoles to connect with switches and indicators. 4
basic types of module are used in all outstations; processor,
scan controller, analogue and digital interfaces. Up to 8
interface modules in any mix can be fitted, giving a capacity
of 256 channels. All channels are accessed by the scan
controller, which transfers data to memory for the processor
module, which controls all other functions are provides
communications.

Outstations are linked to both central stations by a
duplicated fibre optic network, described in detail later.
Central stations also use the standard range of modules, but
have no machinery interfaces. They control the communications
network and pass data to the Display processors, which drive
the console mounted terminals. All VDU/Keyboard terminals can
be driven by either central station, and are used for control
as well as monitoring and alarms, Dedicated control panels at
the Bridge, Forward Damage and Headquarters Damage consoles are
connected to the data network, using console-mounted
Outstations. Facilities available at each control position are
shown in Table 1.

Directly wired connections provide remote control and
monitoring at each of the consoles totally independent of the
central stations and data network. (Fig 4). Some simple
controls such as trips are wired from panels to machinery.
Others, like the propulsion levers, connect via an Outstation
which provides co-ordination and interlock protection.
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WORK STATIONS MONITORING CONTROLLING ANNUNCIATION A LANUCATO. ACKNOWLEDGE

MCR Propulsion Control Propulsion and Auxiliary

Work Stations

Main RAS Work Stations Replenishment at Sea (RAS)

MCR Damage Control Damage, RAS Damage Damage, HAS
Work Stations

Bridge and Forward Damage,
Damage Work S Propulsion and Damage

Auxiliary

Chief Engineers Propulsion and
Office/portable Auxiliary

TABLE 1 OPERATING FACILITIES

4. DEFINITION

4.1 Functions

Early in the project a formal method was chosen for
specifying functions to be performed by the system. The main
objectives were to avoid ambiguities inherent in written
specifications, and to enable automatic code generation to be
used. Written specifications have been adequate up till now,
but with the large number of control and monitoring tasks to be
specified, some using remote or automatic control for the first
time in this type of vessel, a better method was needed. After
evaluating a number of software tools, a formal method using
flow diagrams was adopted, which significantly changed the
control definition procedure.

For example, a simple pump control could be specified:

1. When STOP is selected, the pump will stop
2. When RUN is selected, the pump will run continuously
3. When AUTO is selected, the pump will run if main

pressure is low.
4. As a general requirement, the control system must

fail set, without changing the running state of the
pump.
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The specification writer would probably have the circuit
of Fig 5 in mind, with a latched relay to ensure Item 4 is met.

Using the flow diagram method, a top level written
specification is followed by the flow diagram in Fig 6, with a
decision table consisting of a number of columns to be tested
one at a time, starting at the left hand column. If all the
conditions in a column are true, testing stops and the task
linked to the line below the column is actioned. Otherwise the
next column is tested. If none of the columns is satisfied,
the path from the last one is taken as a default option. An
important part of the specification process is to examine the
default possibilities and ensure that unsafe combinations of
events are properly dealt with. In Fig 6 the default column
includes the cases when none of the commands is selected, which
the written specification did not cover.

The decision table also defines another area which the
written specification omitted; what action to take if more than
one command is true at the same time. In first column STOP
overrides RUN and AUTO, and in the second column RUN also
overrides AUTO. In Fig 5 faults causing more than one command
are unlikely, but with multiple control positions it is safer
to allow for the possibilities.

The benefits of this method include:

- A thorough specification of the control requirement,
which is difficult to achieve in written form, or by
conventional flow diagrams. This can be checked automatically
for completeness.

- Consideration of error conditions at the definition
stage, rather than during detail design and test

- Flow diagrams are easier to interpret and are less
ambiguous than text, particularly for complex control.

- Diagrams form effective documentation, and can be used
in test and verification.

AOR includes over 50 types of algorithm, with an average
of four flow diagrams each. Multiple machinery items such as
valves use copies of the same algorithm. Decision tables
involved more work at the early stages of development, but
saved considerable time and effort in programming and
integration.
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4.2 Input/Output Database

Definition of all the signals linking the MCAS to
machinery and equipment is a task of similar size to function
definition when 4000 points are involved, each with over 100
fields of related data. It was essential to work with a single
database with shared access to avoid errors and permit
automatic checking, so the format and updating of shared areas
were agreed with the shipbuilder early in the development.

The input/output database is only one of several linked
databases shown in Fig 7. Its fields are split into two
groups, entered by the Shipbuilder and MCAS supplier, linked by
a common tagnumber. The Applications database contains the
software which operates directly on the input and output
signals, and generates derived data such as "standby pump
started" which can be used to generate internal system alarms
for display and control. A simple example of applications
software is the pump control algorithm of Fig 6. If there
were several pumps with identical control functions, copies of
the same algorithm would be used, using different tagnumbers
for each pump. The Display database defines the way each
signal is presented, and allocates signals to mimic pages.

All this data can be defined and cross checked without
allocating tagnumbers to physical channels, or deciding which
outstation an algorithm will actually run in. Flexibility in
setting up the configuration data can thus be maintained until
well into software integration. When the software is to be
downloaded into the outstations, configuration files are set up
automatically. Consistency between the linked databases is
essential, and a database utility was developed for cross-
checking and to update associated data automatically if a
change is made to one of the databases.

4.3 Allocation of signals and functions

The decisions on outstation locations and signal
allocation were made by the Shipbuilder, mainly on the basis of
minimum cabling. For major systems and essential equipment the
effects of outstation failure were carefully considered, for
example separation of port and starboard propulsion. Shipwide
control of high pressure seawater pumps and ventilation
equipment were distributed between several outstations to
ensure that partial automatic control could be retained, in the
event of damage. Controls of steering pumps were also split
between two outstations.
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5. IMPLEMENTATION

5.1 Data Flow

The communications system was designed with the aims of
immunity from single faults, tolerance of transient
interference, a very high degree of error detection and
recovery, and consistent performance in message overload
situations. To achieve consistent performance a relatively
simple deterministic approach was adopted, using the central
station to poll each outstation, with a send-all response.
This apparently uneconomic use of link capacity ensures that
any event which is not transmitted during one polling cycle,
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for whatever reason, is picked up at the next without
complicated reversionary procedures. It also means that if
multiple alarms are caused by battle damage or a major f&ult,
control commands can be sent with no increase in delay.

-a Fig 8, each Outstation continuously scans plant signals
between polls, conditions and validates the inputs and detects
alarms. When polled, it sends plant parameter values and
derived data including alarms and parameter validity status as
well as computed conditions such as 'engine start failed'.
Plant and derived data from all outstations is collated in the
central station database, where it can be accessed by the
display processor. A subset of this database, containing all
information for transfer between outstations, is broadcast at
the end of the polling cycle, along with plant control commands
from the display processor. In simple cases the outstation to
which a command is addressed carries it out directly.

More complex control functions are executed in two stages,
the first outstation interpreting the functions and passing on
simple commands to others. For example, sequential starting of
standby pumps is performed by a high level sequence which sends
demands to the standard plant interface start/stop algorithm.

In the Display processor, requests for a new page bring up
a static mimic supplemented with dynamic information from plant
signals and derived data.The main display processor regularly
requests relevant data from the central station database, and
sends it plant control commands from the keyboards as a higher
priority.

5.2 Fibre Optic Data Network

Fibre optics not only gave high data rates but avoided the
cost of filtering signals from areas exposed to high levels of
electromagnetic pulse energy.

The network structure and components were chosen to
satisfy the requirements for a high degree of single fault
tolerance, high reliability and to minimise the loss of
communication if multiple faults occur. In a ship of this size
cable runs of several hundred metres are not unusual, so
optical signal budgets to calculate the attenuation of cables
and connectors needed special consideration.

a. Structure The 20 outstations are divided into 5
groups, two of which are detailed in Fig 9. Each group of
outstations is connected to two star centres by two independent
multi-drop chains made up of fibre optic links. The star
centres are linked to both central stations also using fibre
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optic links, with automatic change over switching so that the
active central station can use both stars. Each link has
separate cores for transmit and receive signals. Two node
units in each outstation provide optical/electrical interfaces
and regenerate optical signal levels. The two chains for a
group of outstations are connected to separate star centres.
The connections are arranged so that the first outstation in
one chain is the last in the other chain. This ensures that no
single failure of a link, node or star centre can isolate any
outstation. If one outstation fails, all others remain
connected.

b. Nodes. Standard nodes in each outstation and central
station interface between electrical and optical signals. The
electronics are totally enclosed in a metal shield to prevent
electromagnetic interference. High efficiency light emitting
diode transmitters were chosen rather than lasers to increase
reliability, which is further improved by reducing operating
power levels.

Any multi-drop or bus network is vulnerable to faults
which cause a processor to transmit continuously, blocking
communication between the others. Safety circuits in each node
can override the software to limit this condition. They also
detect transmission failure.

c. Data Rates. Links operate at 250Kbaud, well within
the capacity of the cable. Cable lengths can be up to 250m
under worst case conditions including allowance for two extra
connectors for repairs. Fitting connectors can be carried out
with a simple kit and does not need high skill levels.
Practical tests have shown fault-free operation with 1000m
cables.

5.3 Fibre Optic Links to Terminals

To ensure that electromagnetic pulse transients could not
be conducted down the video and keyboard links from consoles
outside the main hull, fibre optic connections were also used
for these signals. Change over relays switch signals from
either display processor to all terminals, controlled by the
Master Station change over unit. This monitors healthy signals
from both central station watchdogs, and also switches over
star centre links to the active station. Local manual switches
can be used to over ride automatic selection if necessary.

4.227



5.4 Software Generation

Software for MCAS falls into two main categories, System
and Application. The system software performs the general
functions shown in Fig 10, many areas of which are the same for
any type of ship. The Operating System and Display software
are mature proprietary packages, chosen to reduce development
risk and cost. Over 600 users of the Operating System include
real-time control of electrical generation and railway
signalling. The Display software has a history of 5000
applications over 9 years, many with safety critical aspects.
It would take considerable effort and cost to devise a
validation method equivalent to this extent of usage, so
instead the system testing concentrates on the more critical
operational aspects.

SYSTEM SOFTWARE

Communications Data Handling Management

Network Input/Output Operating System

Display Processor Database Manager Initialisation

Maintainer

Displays & Logs Diagnostics

Mimics & Keypads Self Checks

Control Panels Integrity

Alarm Handling Maintainer

Logging

FIG 10. SYSTFMI SOFITWSPJ
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In-house system software is mainly in PASCAL, with some
assembler for efficient operation, and is designed to reduce
the Applications software workload by providing a framework
including data routing, start-up initialisation and fault
handling.

Application software is configured specifically for each
ship's control and surveillance requirements (Fig 11). All the
function algorithms were defined using the flowchart method
described earlier.

Conventional development cycles for projects of this type
start with a System Design specification, defining total
functional requirements for both hardware and software. Below
this, the Software Functional specification defines the
structure required to meet the functionality, and accurately
specifies interfaces between systems and application software.
Four levels of documentation follow:

- Level 1 breaks the system down into a number of functional
facilities and major software tasks.

- Level 2 gives a further breakdown into modules, and adds
detailed data descriptions.

- Level 3 contains detailed descriptions of each module.

- Level 4 consists of actual program listings.

Using the new method for Applications software, the System
and Software Functional specifications are kept, but the flow
diagrams themselves contain sufficient detail that the content
of the Level 1 specification is reduced and there is no need
for Levels 2 and 3. Costs and timescales are reduced, but most
significantly changes to requirements can be handled quicker
and with less risk of errors.
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APPLICATION SOFTWARE

Propulsion Cargo Handling Control Transfer

Engine Control Valve Control
Cktch & Brake Control Cargo Pump Control Bridge Control
Manoeuvring Cargo Balast Operations Alarm Annunciaton
Crash Slop Contents Gauging UMS Operation

Auxiliary Damage control Signal Conditioning
Scale & Offset

Fuel (il Fire Pump Control Uneansation
Cooling RFr Detection Alarm Levels
Electrical Fkodng Fiers & Delays

FIG 11. APPLICATIGN SOFTWARE

5.5 Outstation Firmware

Application and system software are held in each
outstation and central station in memory on the processor
module. All code and data to allow the system to self check,
initialise and begin operation are held in non-volatile memory,
so no downloading is necessary at power up. The simplest
implementation would be to configure each processor with only
sufficient memory for its specific tasks; however this would
make each of the 20 outstation processors unique, and ship
spares would need to include at least one of each type.
Instead, a decision was made to make all outstation processor
modules interchangeable, with sufficient EPROM for software
common to all outstations, and non-volatile EEPROM configured
with specific data for each. A copy of EEPROM data is held on
the adjacent scan controller module. If a processor fails and
is replaced by a common spare, the EEPROM is copied
automatically from the adjacent module during initialisation.
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Sumchecks on both modules are used to test for corruption.

5.6 Fault Detection and Diagnostics

It was recognised from the outset that a system of this
size and complexity would need significantly better techniques
and equipment to ensure fault detection and fast repair times.
The electronics is widely distributed, and no increase in
average maintainer skills can be assumed.

From experience of 40 digital warship propulsion systems,
fault detection and diagnostics were targeted at four main
needs:

- Fault detection as close as possible to the source, to
avoid bad data circulating within MCAS.

- Primary indication as to whether the fault is within MCAS
or outside it, since sensor failures are expected to be
one of the major categories.

- Avoiding unnecessary probing of electronics or module
changes in healthy equipment.

- User friendly displays and diagnostic procedures, with
values in engineering units and text messages.

a. Fault Detection. Fault checks on processors and memory
are carried out during initiallsation and, together with other
checks, as a continuous online background activity. Fault
handling software categorises each fault and takes appropriate
action. Where safety may be at risk if processing is allowed
to continue, an error code is set and an immediate interrupt is
made, freezing all control action. If there is time to prepare
for shutdown, as when failure is detected, fault information is
stored and an alarm given before control processing is halted,
leaving diagnostics running. The remaining outstations and
central stations recognise the fault status or inability to
communicate, and try to maintain as many functions as possible.
Lower fault categories do not require processor shutdown, and
the action depends on the type of fault. Communications
failures cause a retry procedure before changing over to the
standby network, while sensor faults may cause a control
function to be suspended, or only result in a warning if the
signal is for monitoring.

b. Fault Indication. All detected error codes are shown
on a two-digit display visible on a module panel. Whenever it
is safe to allow processing to continue, error information is
sent to the central station for display at operator consoles.
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Operators can take any immediate action necessary, and
notify the maintenance team to test the outstation. If a
communications fault prevents this reporting method, alarms are
indicated locally and a hardwired group alarm signal is sent to
the machinery control room. Further investigation and
diagnostics are carried out using the Maintainer Unit.

c. Maintainer Unit. The need for checking out the
electronics using clear displays and simple operating
procedures called for a diagnostic unit with a range of
facilities. Fault indications, continuous updates of signal
values, help information and alarm acceptance facilities are
needed to speed up localisation and repair of the failed item.
If these facilities were provided in each outstation,
significantly more memory would be needed and the diagnostics
facility could be damaged by equipment faults.

Instead, a rugged portable IBM PC-compatible processor
provides display and memory, and connects to outstations or
central stations by a serial link. The host software need only
contain a gateway to allow the Maintainer Unit to read memory,
and, with access protection, to write to specific areas.

6) CONCLUSIONS

6.1 Development Solutions

A summary of the main requirements and solutions is given
in Table 2. The theme of fault tolerance and robustness has
been mentioned in several areas, reflecting an underlying need
in a system of this size for the effects of any single fault to
be limited. This need has been met by duplicating the key
elements of the system, and providing backups for essential
tasks. The wide range of remote and automatic control
functions were specified and programmed using a software tool
based on flow diagrams, which has proven to be very thorough.
Expressing requirements at this level of detail and learning
skilful use of the method required extra effort, but these were
offset by reduced documentation and a better definition to test
against.

Fibre optics have exceeded expectations in providing high
bandwidth at comparatively low cost, with the added bonus of
reducing filtering against EMP. With improved tools and
techniques now available, installation and repair skills can be
learned quickly.

A shared database is essential - apart from the initial
work to set it up, the effort to update and maintain it should
not be underestimated.
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Operating system software needed no modifications, but
shipboard procedures called for some further extensions to the
wide range of facilities offered by the Display System.
Compared with the cost of developing either, the benefits of
off-the-shelf software have been considerable. Cost savings
from automatic code generation have come mainly from
documentation, which is a high proportion of development
effort.

REQUIREMENT SOLUTIONS

Duplicated electronics and network
Fault tolerance Redundant data flow

Hardwired back-up

Flow diagram definition
Complex functionality Configurable hardware

Flexible algorithm allocation

Fast communications with Fb-oic network
electrical Isolation

Shared database
5000 Input/output points 256-point outstatioon

Autornmac downloading

Proprietary software
s. "-cost development Modular hardware

Automatic code generation

Low repair time Maintainer uni
Standard processor module

TABLE 2 SOLJI ONS SAARY

Improved displays on the Maintainer Unit have already
proven useful during test, and keyboard operation generally
presents no problems to younger engineers brought up on home
computers. This solution opens the door to a wide range of
facilities, some of which are discussed below.

6.2 Extension of Techniques

a. Hardware Redundancy Fault tolerance and performance
can be further increased by fitting an extra processor in each
outstation or central station, using spare slots in the VME bus
and an alternative version of the Operating system. Workload
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could be shared between processors in normal use, with fallback
to either one if a fault occurred. Alternatively, where
input/output availability is essential, a complete outstation
can be duplicated, with automatic change-over switching for
control signals only. Monitoring inputs can be connected to
both units, with automatic selection of a valid sensor out of
any pair.

b. Software Redundancy In the existing design, each
Application software task is held at all outstations, but is
only configured to run in one of them. If the broadcast
message is extended to include all plant and derived data, an
application can be run in any outstation, with on-line
selection. If an outstation fails, a copy in an alternative
outstation can be activated automatically to take over the
function.

c. System Definition Much of the work of defining a
new system can be reduced using a catalogue of standard control
functions, including sequences, interlocks and selection of
standby equipment. This would help the buyer choose the best
control methods, and the seller to minimise costs by re-using
available software.

d. Diagnostics A Maintainer Unit with processing
capability, disk memory and interactive displays can be
enhanced during the life of the system to include:

- Analysis of error data to locate failed components.

- Logging of selected parameters.

- Trend displays.

- Automatic logging of maintainer adjustments.

In addition to a portable unit, full data broadcasting
would allow one or more diagnostic processors to analyse data
offline for MCAS health monitoring.

e. Multiple Displays Display processing facilities can
be added to any network node to provide extra monitoring
positions or local control facilities. These could be used for
damage control in each zone of the ship, and for co-ordinated
backup control of machinery if a major part of the network
suffers damage.

f. Network communications can be linked to other onboard
systems to allow MCAS data to be accessed by offline processors
for machinery health monitoring or other purposes. Information
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on ship speed, heading and water depth could be received from
the navigation system and added to the manoeuvring display. A
suitable gateway is needed to interface other systems to
protect against corrupted commands or messages. (3)

6.3 Summary

The development of this system has involved the use of a
range of techniques, mainly derived from existing practice
outside the marine equipment business. Once the learning curve
has been overcome, these have proved successful and are capable
of further extension.

7. ACKNOWLEDGEMENTS

The authors acknowledge the help of colleagues at Hawker
Siddeley Dynamics Engineering Ltd in preparing this paper, and
wish to thank Harland & Wolff Plc. This work has been carried
out with the support of the Procurement Executive, Ministry of
Defence.

Opinions expressed are those of the authors.

REFERENCES

(1) C T Marwood "Development of a Ship-wide Control an
Surveillance System for Fleet Replenishment Vessels".

Institute of Marine Engineers, London December 1989

(2) C T Marwood "Benefits of Totally Distributed Control
Systems" Maritime Communications and Control, October
1988 p. 11.5

(3) C T Marwood "The Growth of Shipwide Digital Systems"
8th Ship Control Systems Symposium, The Hague 1987 p. 5.14

4.235



SHIPBOARD READINESS REPORTING
SYSTEM (SRRS) - LEVELS OF REPORTING

by Stanley J. Connors
Naval Ocean Systems Center

1. ABSTRACT

It is more important now, than ever before, for U. S. Navy surface com-
batants to be integrated from a readiness assessment and reporting point of
view. This is because surface combatants are now necessarily more complex as
they are combined with other surface ships, submarines and aircraft into
Battle Groups (BG) under control of Composite Warfare Commanders (CWC). These
BG Commanders need readiness status data and information to accomplish their
required functions. Furthermore, BGs are combined into Battle Forces (BF) and
BF Commanders must be provided with readiness data and information to support
their decision making requirements. Finally, National Command Authority (NCA)
must be kept apprised of the readiness status of all units.

If the total ship (comprised of a combat system and a hull, mechanical
and electrical (HM&E) system) does not have adequate readiness information
available at its interface with the BG, the BG Commander cannot be provided
with the required readiness status, i.e. "a chain is only as strong as its
weakest link."

The Shipboard Readiness Reporting System (SRRS) involves readiness as-
sessment and reporting at the total ship level, improved by integrating readi-
ness reporting and assessment of the combat and hull, mechanical and electri-
cal systems comprising the total ship. The two areas of concentration in SRRS
are "levels of reporting" and "data distribution." The area of "Levels of
reporting" is emphasized in this paper.

2. INTRODUCTION

The Shipboard Readiness Reporting System (SRRS) will improve readiness
reporting and assessment in surface combatants (missile launching capable
surface ships). The SRRS is applicable to both new construction and in-serv-
ice surface combatants.

Surface combatants are more complex now than ever before because:

(a) the threats to these ships have increased in quantity, capabilities
and sophistication and the ships must be capable of coping with the increased
threat,
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(b) the surface combatant is combined with other ships, submarines,
aircraft and land and space assets to form coordinated/cooperative Battle
Groups and Battle Forces and the ships' design must accommodate these combined
coordinated/cooperative operations and

(c) ship's spaces, systems and personnel are widely distributed
throughout the ship for survivability and other reasons which creates new
operational and maintenance problems and magnifies existing problems.

In Navy surface ships there are several tactical (operational) and
technical (maintenance) spaces separated by relatively large distances.
Examples include; (a) Combat Information Center (CIC), (b) a central location
for controlling maintenance, (c) Damage Control Central (DCC) and (d) Work
Centers (where operational equipment such as radars and sonars are located).
Operational and maintenance readiness status data must be shared among these
spaces in real (or near real) time using a common data base. These spaces
could be linked via one or more local area networks (LAN) thereby facilitating
the distribution of mission-specific doctrine, configuration alternatives,
test schedules and scenarios and maintenance, mode, state and configuration
reports. These data should be appropriately formatted, stored in a common
data base, filtered in accordance with users' needs and then provided to
tactical and technical users in a timely fashion.

Three technical problems are addressed by the SRRS:

(a) Accurate assessment of surface combatant capability and required
corrective maintenance is difficult and time-consuming.

(b) There are no design standards for testing and subsequently report-
ing readiness status and there is no consistent methodology for collecting,
formatting, distributing and displaying readiness status reports.

(c) As spaces, equipment and personnel are separated throughout the
ship to improve survivability, data distribution (communications) must be
improved to sustain proper operations and maintenance.

3. READINESS REPORTING PATHS

A U. S. Navy surface combatant is part of a readiness reporting and
assessment hierarchical structure (architecture) that extends in both an
upward and downward direction from the ship. Figure 1 shows this tiered
hierarchical structure.

The reporting path above the ship includes the Battle Group (BG), Battle
Force (BF) and National Command Authority (NCA). Below the ship are the
systems, elements, equipments, cabinets, chassis, printed circuit boards
(modules) and the components mounted on those modules. The ordering above and
below the ship is important and the items within each level must be correctly
identified. This is accomplished as part of the levels of reporting portion
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of SRRS.

It is a premise in this paper that any readiness status reporting above
the ship, for use by higher authority, can be no better than what is available
from within the ship, i.e., available at the ship/BG interface. The reason
for this premise is that "a chain is only as strong as its weakest link." If
a ship doesn't have its own complete readiness status, it can't very well
report it to higher authority. There are programs that are attempting to
improve readiness reporting and assessment above the ship level using artifi-
cial intelligence, data fusion and other techniques. However, if there are
readiness reporting and assessment shortcomings within the ship, they must be
corrected at the source of the problem (within the ship) to ensure that com-
plete, correct, accurate and timely readiness reports can be made to higher
authority.

4. CURRENT SRRS IMPLEMENTATION ANALYSES

Eventually, SRRS could be integrated into all surface ships, not just
surface combatants, and could even be extended to cover other types of plat-
forms and units. Figure 2 provides an overall Navy readiness reporting and
assessment picture from National Command Authority down to the material,
personnel and logistics readiness of each ship's constituent system.

Currently, SRRS is being applied to the areas shown vertically along the
left side of Figure 2. SRRS is initially being applied to the material readi-
ness of the combat system in surface combatants. Selected threads in specific
Naval Warfare Mission Areas have been completed as part of the levels of re-
porting portion of SRRS. As the combat system thread analysis is completed,
the results can be combined with similar hull, mechanical and electrical
(HM&E) efforts ongoing at the David Taylor Research Center (DTRC). The combi-
nation of the combat and HM&E systems will complete the total ship, since
these are the two constituent systems comprising a surface combatant.

5. SRRS CONSTITUENTS

The SRRS is being developed in two parts. One part is "levels of re-
porting" and the second part is "data distribution." Integration of these two
parts of SRRS is being accomplished during all phases of SRRS development.

Levels of reporting involves identifying each level of the ship's sys-
tems hierarchical structure and the test requirements at each level needed to
ensure appropriate readiness reporting to all system users (operators and
maintainers).

Data distribution involves identifying all system nodes, the necessary
fusion of readiness data and information at each system node and the data
distribution (communications) interfaces between system nodes. The combina-
tion of message protocol definition, establishing interface requirements,
identifying system nodes and precisely defining message traffic based on
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users' needs should result in the right kind, and right amount, of readiness
data and information being provided to each user in a timely fashion. This
paper deals primarily with the levels of reporting portion of SRRS.

6. MISSION AREAS, CAPABILITIES, FUNCTIONS AND OBJECTIVES

Frequently, mission areas, capabilities, functions and objectives are
mixed and merged with elements and equipments when a readiness reporting and
assessment hierarchy (architecture) is being developed. These elements and
equipments support the mission areas, provide the capabilities, perform the
functions and accomplish the objectives. This mixing results in inappropriate
positioning of many items in the surface combatant hierarchy. It is important
to be able to distinguish between mission areas, capabilities, functions and
objectives and Figure 3 attempts to sort this out.

Figure 3 shows the Naval Warfare Mission Areas across the top horizontal
row. The middle horizontal row illustrates the common functions used in each
warfare area and the bottom horizontal row contains the detailed objectives of
each function. Figure 3 is not sufficiently detailed to completely distin-
guish between mission areas, capabilities, functions, objectives, elements and
equipments. Therefore, Figure 4 was prepared to complete the picture by
relating the functions and functional groupings to the elements and equipments
that accomplish the functions.

7. COMBAT SYSTEM GENERAL HIERARCHICAL STRUCTURE

In order to provide proof of concept and reduce task accomplishment cost
and manpower to manageable levels, the combat system was initially emphasized
for SRRS. Figure 5 indicates the exponential growth in numbers of combat
system constituents in a tiered hierarchical structure. While this hierarchi-
cal structure is complex, it reflects an actual combat system functional order
and must be completed before proceeding further. The bad news is that each
system must be precisely and correctly structured in a format that successive-
ly includes system, elements, equipments, cabinets, chassis, LRUs, modules and
components. The good news is that this only has to be done once for each
system and updated only to indicate system modifications.

Ship's readiness status data and information is derived from test re-
sults of the ship's systems at various levels within the system's hierarchical
architecture (system, element, equipment, cabinet, chassis, etc.). Tests are
conducted at all levels of the combat system from the system down to the
components mounted on module cards and chassis. Test results are then used to
report readiness status for both the operation and maintenance of the combat
system. As part of SRRS, a typical combat system "top-down" architecture was
developed so that the impact of faults and errors at low levels could be
assessed at all higher levels (operational readiness status reporting). Also,
when fault and error symptoms are indicated at any level of the combat system
hierarchical structure, fault diagnosis is required at lower levels to isolate
and correct the fault (maintenance readiness status reporting). Since it is
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FUNCTIONS FUNCTIONAL ELEMENTS EQUIPMENTS
GROUPINGS

DETECTION SENSORS SEARCH RADARS AIR SEARCH RADARS
SURFACE SEARCH RADARS
MULTIFUNCTION RADARS
ELECTRONIC SUPPORT

MEASURES EQUIPMENT

SONARS ACTIVE/PASSIVE SONARS
ACTIVE SONARS
PASSIVE SONARS

IDENTIFICATION COMMAND & COMMAND & ENGAGEMENT CONTROL
CONTROL DECISION EQUIPMENT

COMMUNICA- INTER/INTRA DIRECT ENCRYPTED VOICE/DATA
TIONS COMMUNICATIONS UNKS

EQUIPMENT RELAY ENCRYPTED VOICE/DATA
UNKS

UNDERWATER COWUNICATIONS
EQUIPMENT

INTERNAL COMMUNICATIONS
EQUIPMENT

AIRCRAFT UNK AND PROCESSING
SHIPBOARD EQUIPMENT

ENGAGEMENT WEAPONS WEAPON POINTING MULTIFUNCTION RADARS
ACCURACY EQUIP. FIRE CONTROL RADARS

ARMAMENT LAUNCHERS
GUN MOUNTS
TORPEDO TUBES

AMMUNITION MISSILES
TORPEDOES
DEPTH CHARGES

EVASION COUNTER- ACTIVE/PASSIVE ACOUSTIC DECOYS
MEASURES COUNTERMEASURES CHAFF

ACTIVE ELECTRONIC
COUNTERMEASURES

FIGURE 4. FUNCTIONAL RELATIONSHIP TO ELEMENTS ANDEQUIPMENTS
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necessary to be able to go both up and down from any level within the combat
system hierarchy whenever a fault or error symptom occurs, it is essential
that the combat system hierarchical structure be defined in advance of the
design process. This will also allow identification of levels which require
additional testing, levels in which redundant testing exists, and "hardspots"
from a testing and readiness status reporting point of view.

8. COMBAT SYSTEM READINESS REPORTING AND ASSESSMENT PROBLEMS

Current combat systems in surface combatants have readiness reporting
and assessment problems inherent in their design. SRRS must avoid these
problems in future combat system designs and correct them in existing fleet
ships. Examples include:

(a) Inability to differentiate between an equipment that has failed, an
equipment that is in other than the normal operational mode or state and an
equipment that is not fully initialized.

(b) Testing periodicity and fault detection and isolation coverage is
substantially different from equipment to equipment and this is frequently not
accounted for in current readiness reporting and assessment approaches.

(c) Operational and maintenance data and information are mixed and
indiscriminately provided to both tactical (operational) and technical (main-
tenance) personnel. This is confusing and the data needs to be filtered to
make it more meaningful to the user and more concisely presented.

(d) The readiness terminology used varies widely from equipment to

equipment, so that different terms are used to mean precisely the same thing.

9. COMBAT SYSTEM THREAD

For purposes of this paper, the SRRS levels of reporting methodology is
illustrated using a single thread within the combat system. The Antisubmarine
Warfare (ASW) mission area was selected for the Illustration. The selected
thread extends from the combat system level down to the ASW Naval Warfare
Mission Area. Then, an overall ASW hierarchy was developed to identify the
ASW constituents at each level. Next, the thread extends down from ASW to the
hull mounted and towed array sonars in which both active and passive detec-
tions are included. Finally, a detailed functional thread called "Localiza-
tion of ASW Contacts Using Sonobuoys' is shown and described.

.1Cmbat u1 j SM

Currently, the combat system is pretty well partitioned in terms of the
Naval Warfare Mission Areas that it supports. There are procedures and doc-
trine that accurately localize problems to the specific Naval Warfare Mission
area that contains the problem. Figure 6 is an overall ASW hierarchy Identi-
fying the ASW functions (detect, localize, etc.) across the top row. The next
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row identifies the ASW elements and the third row from the top generally
identifies each equipment grouping. Finally, at the bottom of Figure 6, is a
listing of each ASW equipment that belongs to each equipment grouping. The
purpose of this ASW hierarchy is to ensure that nothing is omitted when de-
veloping the SRRS levels of reporting for the selected ASW thread.

&Z AS 2 sonars

The purpose of the sonars is to perform the ASW surveillance function.
In other words, active and passive hull mounted and towed array sonars must
detect underwater contacts. Figure 7 shows this portion of the selected
combat system thread starting at the ASW Naval Warfare Mission Area and ex-
tending down to the hull mounted and towed array sonars.

Notice, in Figure 7, that there are other Naval Warfare Mission Areas,
but this thread deals only with ASW. There are other functions, but this
thread deals only with DETECT (limited localization and identification are
accomplished as shown by dashed box). There are also other ASW detection
capabilities, but this thread deals only with active and passive sonars.

Localization qf AM contacts inn sonobovs

Once an ASW contact has been either actively or passively detected using
the hull mounted or towed array sonars, a decision might be made to localize
the ASW contact using sonobuoys. Figure 8 contains this portion of the se-
lected combat system thread and shows the required functions and equipments to
localize ASW contacts using sonobuoys.

In order to Localize ASW Contacts Using Sonobuoys, it is necessary to

(a) DEPLOY SONOBUOYS,

(b) PROCESS SONOBUOY DATA FROM OWNSHIP, and

(c) PROCESS SONOBUOY DATA FROM OTHER SOURCES.

These functions are shown within dotted boxes in Figure 8. The equip-
ments that accomplish the functions are shown within solid boxes. The equip-
ments are laid out in a tiered hierarchical architecture dictated by how the
outputs, inputs and interfaces are positioned during normal system operation.
Functional dependency of one equipment on another is a prime consideration of
the layout.

There are five sources for deploying sonobuoys; lamps NK 1, lamps MK
111, carrier based helicopters, fixed wing aircraft and ownship. The fixed
wing aircraft include P-3s and S-3s. In order to deploy the sonobuoys effec-
tively, the tactical and technical users must be advised, via readiness re-
porting, of the availability of each of the five sources for deploying
sonobuoys7
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Once sonobuoys are deployed by one of the five sources, the ship must be
capable of processing the data from the deployed sonobuoys. The equipments
shown in Figure 8 (AN/SQQ-28, Interface Signal Switching Unit, AN/ARR-75,
AN/SKR-4, AN/SRQ-4) all can play a role in processing sonobuoy data. The ARR-
75 links the sonobuoys directly to the ship. The AN/SKR-4 is the link between
lamps NK I and the ship while the AN/SRQ-4 is the link between lamps MK III
and the ship. Once again, the tactical users must be informed of the opera-
tional readiness status of each of these three ASW equipments so that they can
make intelligent decisions on how to best get sonobuoy data to the ship for
processing. Notice that if the Interface Signal Switching Unit or the AN/SQQ-
28 is hard down, shipboard processing of sonobuoy data will not be possible.

There is a path, shown on the top right of Figure 8, that enables proc-
essing of sonobuoy data from other sources off-ship. This includes lamps K
I, lamps K III, carrier based helicopters, and fixed wing aircraft (P-3s or
S-3s).

The essence of this example is that the readiness status of each equip-
ment to support each element must be known. Furthermore, the impact of any
element or equipment problems must be assessed to determine current ship
capabilities. Included in the capabilities category are deploy sonobuoys,
process sonobuoy data, etc. as shown by the dashed boxes of Figure 8 while the
solid boxes of Figure 8 represent elements and equipments.

10. TOOL FOR SIMPLIFYING THE HIERARCHY

Existing combat systems consist of hundreds of equipments. Each equip-
ment falls into one of three categories.

Category 1. Test results are collected at the equipment level and
are transmitted to the element (and higher levels);

Category 2. Test results are collected at the equipment level but
are not transmitted to the element;

Category 3. Test results are not adequately collected at the equipment
level.

The readiness data flow diagram, Figure 9, illustrates a method for
analyzing and correcting (when required) existing systems and providing con-
cise, accurate, and timely readiness reports to tactical and technical users.
Test results from equipments in Category I only require minor formatting
before entry into a common data base and, as shown in Figure 9, the test
results are sent directly to a DATA FORMATTER. Test results from Category 2
equipment require interface modifications between the equipment and higher
levels. This is accomplished by the CREATE INTERFACE block in Figure 9.
Equipment in Category 3 must be modified to collect the test results and the
interface must also be modified to pass these test results to the DATA FORMAT-
TER. Note that the SRRS, a product of top-down design, would result in Cate-
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gory I equipments for newly designed combat systems and would identify Catego-
ry 2 and 3 equipments for modification for in-service combat systems.

The DATA FORMATTER corrects and standardizes inputs to the COMMON DATA
BASE. The DATA FILTER then organizes the readiness related data and informat-
mion into two groups; one that satisfies tactical (operational) user require-
ments and a second that satisfies technical (maintenance) user requirements.
Finally, appropriate readiness data and information are delivered for display
to tactical and technical users in a concise, accurate and timely fashion.

11. FUTURE PLANS

The intent is to expand SRRS both horizontally and vertically and to
transition SRRS from its current 6.2 (Exploratory Development) status. The
horizontal expansion entails completing other ASW threads, completing combat
system threads in other Naval Warfare Mission Areas and, finally, integrating
combat system threads with similar threads developed for the HM&E system. The
vertical expansion of SRRS involves integrating the SRRS levels of reporting
effort with ongoing fault detection, diagnostics and isolation efforts. This
should lead to a complete top to bottom hierarchical architecture and best use
of test results at all levels for operational and maintenance readiness status
reporting.

11.1 Horizontal expansion

Most of the horizontal expansion of SRRS involves completing other ASW
threads and developing combat system threads in other Naval Warfare Mission
Areas (AAW, ASUW, STW, EW, etc.). However, the most important horizontal
expansion of SRRS involves the integration of readiness reporting and assess-
ment of the combat and hull, mechanical and electrical (HM&E) systems. NOSC
is accomplishing the SRRS task under the auspices of the Office of Naval
Technology (ONT) Code 226. The David Taylor Research Center (DTRC) is working
on a task called Condition Based Maintenance (CBM) for HM&E equipment under
the same 6.2 block funding that covers SRRS. Both NOSC and DTRC are involved
with the NAVSEA sponsored Damage Control Management System (DCMS) that might
serve as a vehicle to transition SRRS. This could result in the combat and
HM&E systems being integrated from a readiness reporting and assessment point
of view.

Vetia expansion

Some of the threads developed as part of SRRS levels of reporting are
not yet complete through all levels of the hierarchy. The Naval Research
Laboratory (NRL) is working on a 6.2 block funded task involving artificial
intelligence applications of fault isolation diagnostics for the AN/SQS-53
Hull Mounted Sonar. This could serve as an excellent vertical expansion of a
specific ASW thread if these two portions of an overall thread could be prop-
erly integrated.
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Other related programs include: the AEGIS Operational Readiness Test
System (ORTS), the Combat System Technical Operations Manual (CSTOM), the
Engineering and Combat System Operational Sequencing Systems (EOSS and CSOSS -
separately and independently developed), the Integrated Diagnostics Support
System (IDSS) and many other programs too numerous to mention here. These
would all support vertical expansion of SRRS.

11.3 Transition

It is a goal of every program and project at some point in time, to
transition toward eventual in-service use and SRRS is no exception. The
Damage Control Management System (DCMS), directed by NAVSEA, seems to be an
ideal program to transition SRRS into. DCMS is principally used in combat and
especially after a ship has sustained battle damage. Under these conditions
there is no time for repairing failures through long corrective procedures
like removal/replacement or alignment. DCMS must continuously know the pre-
cise readiness status of surface combatant systems and also must know which
rapid corrective action can be taken or what alternate resources can be em-
ployed.

SRRS covers the entire readiness reporting and assessment picture in-
cluding areas of fault tolerance and rapid recovery. DCMS only has time for
rapid recovery corrective action where fault tolerant design features are
provided. These functions must be identified within the SRRS levels of re-
porting and integrated into DCMS. Figure 10 indicates a sorting method that
could be used for this purpose, thereby taking the first steps of integrating
SRRS with DCMS.
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IDENTIFICATION AND COMPUTER CONTROL OF
A TURBOCHARGED MARINE DIESEL ENGINE

by John D. Forrest
Royal Naval Engineering College

Manadon, Plymouth, UK

1. ABSTRACT

It is well known that the dynamic characteristics of
turbocharged diesel engines can vary greatly over their
load/speed operating map. The current generation of Royal Navy
prime movers are fitted with simple hydraulic speed governors
which take little account of these varying characteristics. This
paper describes the identification of the dynamic response of a 6
cylinder turbocharged marine diesel engine using parameter
estimation techniques. Experimental response data obtained from
a number of PRBS tests on the engine is analysed using both the
generalised least square and instrumental variable algorithms.
Continuous and discrete-time mathematical models of the engine
relating fuel rack position to engine speed are identified for
three different operating points and a comparison of the models
produced using the two algorithms is given. The validity of the
models is investigated and a comparison is made between the model
predicted and test-bed responses of the engine. The
implementation of a simple 3-term microcomputer-based controller
is described and some typical test results are discussed.
Finally, suggestions are made where the work might be extended to
improve the control laws and utilise more fully the processing
power available with a digital controller.

2. INTRODUCTION

The turbocharged diesel engine has been familiar to marine
engineers for many years and it is well known that their dynamic
characteristics can vary greatly with load and speed. (1,2)
When used in generating applications, such engines are, in
general, open-loop unstable and so require governing. The
current generation of Royal Navy prime movers are fitted with
simple hydraulic speed governors which take little account of
these varying characteristics. Direct digital speed regulation

Crown Copyright D 1990

4.255



offers the opportunity of employing sophisticated controller
algorithms which would be able to compensate for these variations
and so produce improvements in both fuel economy and transient
response.

The present study describes the identification of an
instrumented engine at various points within the load/speed
operating range by applying parameter estimation techniques to
the response data obtained from PRBS tests on the engine. The
family of linear models produced by this technique can then be
used to design a suitable digital controller for the engine which
can be implemented via a microcomputer.

The paper begins with a description of the engine test bed.
This is followed by Section 4 which describes the engine
identification procedure and contains the identification test
results obtained at various engine loads and speeds. Section 5
describes the design, implementation and testing on the engine of
a simple three term digital controller. Section 6 concludes the
paper by suggesting areas where the work reported may be further
developed.

3. THE TEST BED

The engine used in this study was a six cylinder, two
stroke, medium speed, turbocharged FODEN FD7 Diesel installed in
a test cell at the Royal Naval Engineering College, Manadon,
Plymouth. The engine is equipped with a Holset Mark 4
turbocharger of the single-stage centrifugal compressor/radial
turbine type.

The engine operating speed is in the nominal range of 800
rpm to 2200 rpm and a typical loading is 700 Newton metres. The
engine is equipped with a hydraulic speed governor, a Froude
water brake and the appropriate instrumentation to monitor the
signals required for the identification study. These were:

- demanded speed
- actual engine speed
- fuel rack position
- engine load

The actual engine speed was measured using a toothed wheel
mounted on the end of the transmission shaft and an active
magnetic proximity transducer giving a once per tooth pulse
signal. The resulting pulse train frequency was converted to a
proportional analogue voltage using a tachometer integrated
circuit. The output signal from the converter was subject to
ripple at the frequency of the shaft rotation and this was
removed by inserting a 100pF capacitor across the signal line.
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The position of the fuel rack was measured by a linear
potentiometer mounted immediately above the rack and operated by
an arm directly attached to the rack. This transducer gave good
undistorted measurements of the rack displacement and was used
directly.

The engine/load torque was measured using a load cell
together with related signal conditioning equipment.

Signals were injected into the engine via a pivoted lever
arm connected at one end to the engine fuel rack. The other end
of the lever arm was connected to a 240V electrical solenoid.
This arrangement allowed both step and pseudo random binary
sequence (PRBS) perturbations to be applied directly to the fuel
rack.

The test bed computer was a Kemitron (K2000ED) general
purpose laboratory microcomputer which was equipped with in-built
analogue to digital and digital to analogue convertors. The data
acquisition software was written in PASCAL and the sampled data
was recorded on a floppy disc for later transfer to a CYBER
(180/840) mainframe computer.

4. IDENTIFICATION

4*1 Theoreti-A. baggjm

A wide range of techniques are available for determining the
dynamic characteristics of a diesel engine (3-9) but for this
study it was decided to base the identification phase upon
parameter estimation techniques.

These techniques assume that the system to be identified can
be represented by a model of the form shown in Figure 1.
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Noise T.F.

White D(

Input yk BZ1 Vt+ (t)

sigalU~) -+ measured output

Figure 1 Representation of the system

The transfer function models obtained are of a

discrete-time, z -transform 
structure:

y(t) -k B/A u(t) + C/DC(t), or:-1

_I -1

-k B(z) ~
y tM z u(t) + C(2)

A(z C(Z )

where* z is the forward shift operator

u(t) is the system input at sample 
time t

y(t) is the system output at sample 
time t

c(t) is a 'white noise' signal

The polynomials A, B, C, D~ 
are given by:

A~z~l ) +a + a11. .................
(3

B(z- ) = b 1Z1 ............... bn n(4

CZ )-I + cz I 1.......... .. + 05z-a 
(5)

D(z-1 ) =1 + d 1 - ..... dm (6)
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The model order is n, the noise-model order is m, and the

time-delay is k. The term z-k B/A is the system transfer

function G(Z-
1 ), and the term D/C is the noise transfer function

N(z- ) which is included to account for disturbances, 
measurement

noise and model inaccuracies.

Rewriting equation (2) in terms of data sequences, 
the model is:

v(t) + aIv(t-l)+...+anv(t-n) - blu(t-k-l)+...+bnu(t
-k-n ) (7)

e(t) + cIe(t-l)+...+cme(t-m) = C(t) + d1C(t-l)+...+dmmr(t-m) 
(8)

y(t) - v(t) + e(t) 
(9)

If now input/output data records (u(t),y(t);t=
- ...N) are obtained

from an experiment on the plant then a suitable model may

subsequently be estimated using an appropriate identification

software package.

4,2 -Exeriuefntal procedure

A natural starting point when considering the identification

of an unknown system is to examine its step response. The step

change is the most severe disturbance possible for any given

signal amplitude and is a type of change which frequently 
occurs

in practice. Step inputs are excellent for estimating the gain

of a system and indicating the magnitude of the system time

constants and also provide a useful guide to the selection of

suitable parameters for the PRBS test signal.

Following the completion of such step tests the test 
signal

chosen for the identification study was a PRBS signal 
of length

127 bits and bit interval 1.0 second. The test perturbation

signal was applied directly to the fuel rack with the engine

governor overridden. Tests were conducted on the engine at low,

medium and high speeds which also corresponded to low, 
medium and

high engine loads as shown in Table 1.

Table 1 Selected operating points for identification study

Speed (=I gmdma

LOw 1200 447

Medium 1600 668

High 2000 887
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During each identification test the Kemitron microcomputer
recorded 500 samples of both the PRBS input signal and the engine
speed response at a sampling interval of 0.1 seconds.

The recorded data was transferred to the College CYBER 840
mainframe computer for subsequent analysis by a system
identification software package acquired from the University of
Oxford (10). This package offers the user a variety of
identification algorithms including generalised least square,
instrumental-variables and maximum likelihood. The package also
contains diagnostic routines which indicate the validity of the
estimated models together with a comprehensive graphical
data-display program.

4.3 Test results

The various engine response data files were analysed using
both the generalised least squares algorithm and the
instrumental-variable algorithm. This analysis involved
estimating the coefficients in linear models of varying order
(n=l, 2, 3) and with various time delays (k=O, 1, 2) and various
noise model orders (m = 0, 1, 2, 3).

In order to determine the most appropriate model to be
fitted to a particular data file, the following questions were
asked of each model. In each case the answers were provided by
the diagnostic routines within the package.

1. Is the mean-square error of the current model
significantly less than that of the previous lower
order model?

The answer to this question was provided by the F-ratio
test. This statistic compares the variance of the
residuals with that of the next lower order model and
determines whether it is significant (ie whether the
new model gives a 'better' fit to the data).

2. Are the standard deviations of the parameters small in
comparison to the estimated values?

Unfortunately, the IV algorithm does not produce
standard deviations and so this test could not be used
there.

3. Are the residuals white?

If the model is correct the residuals should be
entirely white-noise. The diagnostic software computed
their autocorrelation function (ACF), which should be
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impulse like and counted 
points outside the 

95%

confidence limits.

4. Are the residuals independent 
of the input?

As the residuals should 
depend upon the disturbances

only, there should 
be no dependence here 

if the model

order and time delay are 
correct. The diagnostic

ofteare computed the cros.correlation 
fnction (C)

between the input and the 
residuals and once again

counted points outside 
the 95% confidence 

limits.

5. Does visual inspection 
of the predicted output 

reveal

significant discrepancies 
when compared with the 

actual

(experimental) output?

6. Does the system gain 
as estimated by the step 

tests on

the engine compare favourably 
with the gain of the

estimated models?

A consideration of the 
above questions indicated that for

both the low speed, low load and the medium 
speed, medium load

operating points, second 
order models were adequate 

in explaining

the data. In the case of the high speed, high load operating

point, first order models were found to be adequate.

Furthermore, in all cases a first order noise model was also

found to be adequate.

The models obtained for each operating point using the two

different parameter estimation 
algorithms are shown in Table 2

and Table 3. For each case the table shows three models

comprising-

1. The z-domain engine transfer 
function plus noise

transfer function derived 
from the parameter estimates

and in the form of Equation 
(2).

2. The z-domain transfer function 
of the engine dynamics

alone, G(z).

3. The equivalent continuous 
transfer function of the

engine dynamics, G(s).
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Table 2 Generalised. least sqares algorithm

Low speed: y(t)- 0.0334z - +0.0096z:- u(t)+ 1-0.2415Z-2

l-l.8z 1 +0.2703z-
2  1-0.8178z-

2

Gz= 0. 0334 (z+0. 288)

(Z-0.8810) (z-O.3068)

G~s) 05215(1+0.017s)

(1+0.789s) (l+0.084s)

Medium speed: y(t)= 0.0444z - +0.0188z2 u(t)+ 1-0.4529z:l

l~.0~z+0.093lz2 1-0.8475z 1

G~) 00444(z+0.4237)

(Z-0.9091) (z-0.1024)

G os) 07756(1+0.002s)

(1+1.049&) (1+0.044s)

High speed: y(t)- 0 ,0997z- u~t) + 1-0.3608z-l C(t)

1-0.8854:-l 1-0.7946z

Gz=0. 0997

z-0. 8854

Gs=0.8705

1-0.8216s
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Table 3 Instrumental - variable aluoritha

Low speed: y(t)= 0.0336z- +0.0281z2 U(t)+ __________ Z (t

l-0.770z-1 -0. 1165z-
2  l-O.S097z 1l

GZ= 0. 0336( Z+0. 836)

(z-0.8996) (z+0.l295)

G (s) = 0.5444(1+0.0153s)

(l+0.945s) (l+0.49s)

Medium speed: y(t)= 0.0456z'l+0.0492z2 u(t)+ 1-.52-1 ~

1-0.5527z 1-0.3219z-2 1087z

Gz 0.0456(z+1.079)

(z-O.9074) (z+0.3547)

Gs- 0.7561(1+0.073s)

(1+1.029s) (1+0.096s)

High speed: y(t)= 0.09552z- 1U(t) + 1-. 4-l

1-0.8875z 1  1-0.8016z 1

Gz=0.0955

z-0.875

Gs-0.8489

1+0.8389
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A comparison of the engine response output and predicted response
output to the PRBS input signal is shown in Figure 2 for the
medium speed condition using the generalised least squares
algorithm. As can be seen, correlation between the actual and
predicted responses is good and similar results were obtained for
the two other models.

PRBS Input

Modified Output

"500

Predicted OutputI AA AA ad^^ I

Figure 2 PRBS input, speed output and predicted output for

medium speed diesel engine over 500 data points

5. DIESEL ENGINE CONTROL

5.1 General

The use of the electronic speed control governor has been
growing rapidly in recent years as designers have begun to
recognise their potential advantages (11). The theoretical
advantages of digital control are detailed in most texts on the
subject (12) but a digital implementation of the governor has
some specific advantages for the improvement of diesel engine
performance. These include the reduction of exhaust emissions
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and the improvement of fuel economy brought about by running the
engine as close as possible to the optimum operating point,
together with an improved transient response to both speed and
load changes. Moreover, the controller is easily incorporated
into a wider based engine management system concerned with engine
health monitoring and surveillance.

5.2 Controller desion

A relatively simple approach to the design of a suitable
digital controller was adopted for this study, based around a
discrete version of the classical three term or PID algorithm.
These algorithms are deservedly popular in industrial control
systems, they give satisfactory performance for a wide class of
processes and they are easy to implement using analogue or
digital hardware.

The classical PID algorithm has the following form:

m (t) = Kc[e(t) + 1 Fe(t)dt + T de(t)1 (10)

Kc~~T + T dt

where m(t) - control signal

e(t) - error signal

x c  - controller gain

Ti  - integral action time

Td - derivative action time

Equation (10) can be transformed into the Laplace domain to
give the transfer function representation:

Gc = M(s) = [1 + 1 + Tds] (11)G () E(s--'-- TiI

Equation (11) implies that in the steady-state, with zero error,
the controlled variable M is zero. For many applications and in
particular for the diesel engine, this is not true. Under these
circumstances it is normally the practice to modify equation (11)
by the addition of a constant term, MR, representing the value of
the manipulated variable in the steady-state, thus giving
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G C(s) (s) = KC l + 1 + Tds] + MR (12)
E (s) L Tis j

The quantity MR can be thought of as setting the operating
point for the controller. If it is omitted, then, if integral
action is present, the integral action term will compensate for
its omission, but there will be difficulties in changing
smoothly, without disturbance to the plant, from manual to
automatic control.

For computer implementation, equation (12) must be written
in discrete form. A straightforward discretisation of Equation
(12) using the backward difference approximation leads to:

T. 1
m = Kek + sk + d (ek - ekl) + MR (13)

with s k = Sk-l + ek being the sum of errors (14)

By introducing new parameters as follows:

K Kc (15)

K KcT (16)
T.1

KcT

Kd =c d (17)
T

equation (13) can be expressed as an algorithm of the form:

m = Kpe(k) + Kis(k) + Kd[e(k) - e(k - 1)] + MR (18)

The digital controller was developed remotely from the
engine on the Kemitron microcomputer interfaced to an analogue
model of the diesel engine obtained from the earlier
identification study. The particular model chosen was that
derived for the medium speed, medium load operating point via the
generalised least squares algorithm. The controller software was
written in PASCAL and operated in real time on the Kemitron via
its A/D and D/A convertors. Positioning of the engine fuel rack
was achieved via a 12v dc precision motor/gearbox combination
powered by a positional servo-control module. The precision
motor actuated the fuel rack by means of a mechanical lever arm
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arrangement. In order that the actuator dynamics could be
included in the simulation loop the servo-actuator was correctly
mounted on the engine and linked to the fuel rack and the
analogue computer was installed in the test cell close to the
engine. Using this arrangement a voltage signal proportional to
fuel rack position could be taken from the fuel rack
potentiometer. This signal formed the input to the analogue
computer. The desired speed signal was derived from a variable
voltage source. A block diagram of the arrangement is shown in
Figure 3.

Desired Fuel rack Engine
speed position speed

r - --------------

1 IjAlgorithml lActuat rl Eng ine
I ... . I§ ' Simulation

Figure 3 Block diagram of arrangement used during
simulation testing

By means of this arrangement a suitable value for MR was
established and the controller coefficients Kp, Ki and Kd were

tuned using the Ziegler-Nichols ultimate sensitivity method (13).
This method is valid for use with discrete controllers provided
the sample interval is short and various rules of thumb have been
proposed for choosing a sample interval while maintaining the
analogue controller parameters (14, 15). Following satisfactory
testing on the analogue simulation, the controller was installed
on the Diesel engine.

5.3 Test Results

The preliminary analogue simulation tests proved their worth
when the digital controller was transferred to the diesel engine
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and quickly set to work. Experimental tests on the performance
of the digital controller were confined to its operation about
the medium speed, medium load operating point. A block diagram
showing the arrangement used to test the controller on the engine
is shown in Figure 4.

Speed Fuel Rack FulRc

Voltage Controller Actuator

igure 4 Blck daashinsytmaraeadintrfce uedtotetController o h

[Computer '

Engine

LMagnetic
Tu Speed

Amplifier -to Voltage
Converter

Figure 4 Block diagram showing system hardware and
interfaces used to test controller on the
engine.

The Ziegler-Nichols ultimate sensitivity test was repeated
at this stage, so enabling the controller parameters derived from
the analogue simulation to be further improved. The testing of
the controller produced a large number of results which are fully
discussed elsewhere (16) and only a sample are considered in the
following results.

a. An Eample of P + I Control An example of a typical
step response produced by a two term PI controller with the
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engine operating about the medium speed, medium load operating
point is shown in Figure 5. A step change in engine speed of
approximately 150 rpm was demanded by injecting a voltage step of
0.6V into the desired speed ADC channel of the Kemitron
microcomputer. The controller coefficients were chosen to be
K p4.5, Ki=0.421 and Xd=0 with a sampling interval of T = 0.07s.

Control

o ls signal

Engine

1V . Speed
0 is Signal

2V Desired
Speed

0 l8 Signal

Figure 5 Step response of Diesel engine using digital
PI controller

The controller produced an acceptable transient performance
in response to a step change in desired speed which can be seen
to be direction dependent due to the engine dynamics and in
particular the effects of turbocharger lag. The integral term in
the algorithm successfully eliminated any steady-state error
between demanded speed and actual speed. The addition of
derivative action to the control algorithm greatly increased the
control signal activity but did little to improve the transient
performance.

b. Effect of SamDling Rate on Enine Re_-ponse A proper
selection of the sampling frequency for a digital control system
is very important. The cost involved will be less if the
sampling frequency is less, because with a slow sampling
frequency the computations involved can be handled by a smaller
and less expensive computer. However, although a slower sampling

4.269



frequency is less expensive, it generally degrades the system
performance.

In practical situations, one approach to the selection of an
appropriate sampling frequency is to choose it on the basis of
the systems transient response rise time. A rule of thumb is to
sample 10-20 times during the 95% rise time in response to a step
input (14). From previous step response tests on the engine the
95% rise time had values of 1.2s and 1.7s depending upon the step
direction. Applying the rule of thumb to these results suggest
that a suitable value for the sampling interval T should lie
within the range 0.065T:0.17s.

An alternative approach (15) suggests that a suitable sample
interval for the system should be approximately T=O.1T where Tp p
is the period time measured during the Ziegler-Nichols
ultimate-sensitivity method. The value of Tp obtained during the

Ziegler-Nichols tests on the engine was 0.9s. This leads to an
approximate value for T of O.09s, which is within the range
suggested by the first approach.

A series of step tests were carried out in order to examine
the effect on the transient performance of the engine when the
sampling interval of the controller was varied. A two term (PI)
controller algorithm was implemented in each case and with the
engine running at the medium speed, medium load operating point
step changes in voltage of both +0.6V(+150 rpm) and
-0.6V(-150rpm) were injected into the desired speed channel of
the microcomputer ADC.

Tests were conducted using the four sample intervals shown
in Table 4 which also lists the corresponding controller
parameters. The test results are shown in Figure 6.
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Table 4 Selected sample intervals and corresponding
controller parameters

Controller parameters

Sample interval
(s)

Kp K1

0.07 4.5 0.421
0.15 4.5 0.904
0.3 4.5 1.807
0.5 4.5 3.012

The response obtained when T=0.07s and T=0.15s both exhibit
small overshoots and settle quickly. They are both considered
satisfactory. Furthermore, both sample intervals lie within the
range 0.06:T50.17s suggested by the two rules of thumb. The
effect of progressively increasing the sample interval first to
T=0.3s and then to T=0.5s can be seen in each case to result in
an increase in the oscillatory behaviour of the response and a
consequent lengthening of the settling time. Taken as a whole,
the results imply that a sample interval in the range
0.06:T:0.17s is to be preferred and also that the system is
reasonably insensitive to relatively small changes in T.

6. FUTURE DEVELOPMENTS

The controller trials outlined in this paper have been
addressed simply to the problem of engine speed regulation, and
in particular, regulation about one engine operating point using
a single controller with fixed settings. The identification
results confirm that such a controller cannot provide optimum
performance for the engine over its full operating range. The
changing dynamics of the engine make it particularly amenable to
be controlled using self-tuning/adaptive techniques (17-20) and
this is a specific area that RNEC intends to investigate further.

The work reported in this paper has been extended recently
to include a study of both deadbeat and rule-based controllers
together with the development of an on-line engine protection and
monitoring facility (21). It is further intended that future
work will extend the health monitoring facility to include a
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diagnosis of diesel engine faults using on-line identification
techniques.

7. CONCLUSIONS

The work discussed in this paper relates to the early stages
of an investigation involving the identification and control of
diesel engines used in ships of the Royal Navy. A number of
areas of further study have been identified and the results
reported in this paper indicate that a digital controller
provides considerable scope for improving the overall performance
of such engines.
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A Workable Dynamic Model for the Track
Control of Ships

T.Holzhiiter
Ansctijtz 4z Co,, P.O.Box 1166, Dr2300 Kiel 14, West Germany

1 Abstract
For the reliable installation of a track controller on different ships it is important that
the controller is based on a simple model with parameters that are identifiable from
the standard on board measurements. The usual linearized second order model of the
hydrodynamic core of ship motion however is often ill conditioned with respect to iden-
tification. The reduction of the second order single input two output model having six
coefficients to a first order model with only three coefficients is therefore considered.
It can be justified in a theoretically satisfying way and also shows acceptable agree-
ment with experimental results. The model is used in a commercially produced track
controller that has proved high quality performance.

2 Introduction

For the installation of a track controller on eagoing ships, it is in general not feasible
to perform extensive hydrodynamic investigations in order to establish a model for the
ships' maneuvering characteristics. Therefore it is a great advantage if the controller
relies on a model that can be estimated from the usual on board measurements of
moderate accuracy. The usual linearized second order model for the description of ship
hydrodynamics often is not well conditioned with respect to identification from such
data.

This is partly due to the only approximate validity of the linearization which results
in a dependence of the parameters oil the specific maneuver. However, there are also
general hydrodynamic reasons why the second order dynamics in the linear model
usually are only weak or even negligible. When identifying a full second order model
one is therefore close to a situation of overpararnetrization which may result in large
and spurious variations of the estimated parameters.
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In order to get a reliable performance of a track controller it is therefore advisable
to use a reduced model the parameters of which can be estimated without danger of
spurious fluctuations. The reduction of the second order single input two output model
having six coefficients to a first order model with only three coefficients is therefore
considered. It can be justified in a theoretically satisfying way and also shows accept-
able agreement with experimental results. In fact part of this model has been used in
autopilot design for course control of ships, see e.g. [1], 15].

We will discuss this reduction from a more system theoretic point of view. The
resulting model has been used by other authors before, although without reference to
the systems theory aspects. The distance of the second order model to the degenerate
situation of negligible second order dynamics can be quantitatively characterized by the
so called Hankel singular values. These quantities appear in the principal component
analysis of linear systems which was introduced in 1121. It is closely connected the model
reduction scheme via approximation of the Hankel operator of a system. Investigating
the Hankel singular values of linear ship models shows that typically the distance from
the degenerate situation is such that a reliable estimation of the second order dynamics
from the usual on board measurements is not possible.

In principle the use of a simplified model in ship control increases the error of track
prediction and thus would decrease the margins for save navigation. However, predic-
tion of a track changing maneuver is generally difficult and in particular a prediction
of turning circles is possible only with considerable errors, see e.g. [14]. Therefore we
chose a different approach for the computation of ship maneuvers for our high precision
track guidance system. We calculate the maneuvering trajectories of the ship accord-
ing to the simplified model using a certain desirable time pattern of rudder motion.
During the maneuver the control loop forces the ship to follow this trajectory using the
theoretical rudder angle over time accompanied by some additional rudder action to
compensate for the modelling errors and disturbances. This leads to good maneuvering
performance and a high degree of predictability of the maneuvers as was reported in
141.

The paper is organized as follows. In sect.3 we briefly review the general features
of a track control system for ships which establish the requirements for the ship model
and the controller performance. In sect.4 we introduce the usual linear ship model
and discuss the identification problems that have been observed with this second order
model. The problems can be systematically understood by using the Hankel singular
values of the system to characterize the distance of the model to a degenerate situation.
For this purpose in sect.5 the corresponding theory of model reduction via Ilanktl
approximation is briefly reviewed.

On this basis we apply the Hankel reduction scheme to a ship with very well know
parameters in sect.6. In particular we discuss the dependence on scaling and the
approximation error of the reduction process. This is completed in sect.7 by a discussion
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Figure 1: Track changing maneuvers

of selected ship models that we estimated from model tank experiments and from full
scale sea trials. The identification problems using on board measurements can clearly
be understood from this analysis and a simple reduced model of ship motion can be
derived.

To illustrate the usefulness of the simplified ship model we finally report in sect.8.1
on its application in our model following track controller, especially in the construction
of maneuvering trajectories, and present some practical experiences with our track
control system.

3 General features of a ship guidance system
A ship guidance system generally consists of two blocks, the route management

system and the track controller itself. The route management system includes editing
and managing a numbered list of waypoints which constitute a route. At the waypoirts
a track changing maneuver has to be performed. In the widespread application as a low
accuracy open sea track controller the track changing maneuver should be a smooth
swing to the new track as is shown in lig.1. The radius of the turn should be selectable
at the autopilot panel.

In special applications additional maneuvers are demanded. The track changes
according to no.2 and 3 in fig.! are for cases, in which the ship should follow the
whole track including the waypoint. The long maneuver 3 is a solution for the ease,
where obstacles such as shallow water make the maneuver 2 impossible. In the case
of dredging vessels and mine hunters several parallel track with a small distance arc
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typical. For this case the maneuver type 4 is useful.
For the simple open sea track controller which only allows maneuvers of type 1, a

track change can be performed by switching over the calculation of the track error to
the new track at an appropriate point. This point is depending on the desired radius
of turn and the controller gains. If the controller has only small gains, this will result
in a smooth swing to the new track.

For a high precision track control especially for the geometrically more complicated
maneuvers 2,3,4 in fig.1 it is more adequate to calculate a whole maneuvering trajectory.
The ship is then forced by the track controller to follow this reference trajectory. For
the calculation a sufficiently accurate model of the ship is necessary. The typical track
error for advanced track control is of the order of a few meters which determines the
accuracy of the calculation as well as that of the position sensor.

Apart from the track changing maneuvers the controller has to manage the transi-
tion to the reference track from an arbitrary starting position and direction of the ship.
Similarly the interruption and restarting of track control has to be possible. For this
problem, it is suitable to develop a general program for the calculation of maneuvering
trajectories which will be described in more detail in sect.8.2. For the construction
of the trajectories a model of ship motion is necessary that captures the principal
aspects of ship motion and is simple enough to be reliably estimated from standard
measurements.

The use of precomputed maneuvering trajectories in a track control system can be
seen as an alternative way of performing accurate track predictions. For save naviga-
tion it is desirable to predict the path of the ship during course changing maneuvers.
However the maneuvering behavior of a ship is difficult to compute due to nonlinearities
and is subject to considerable disturbances due to weather and loading conditions. A
compromise between model complexity and the necessities of parameter identifiability
has been attempted in t161. However at least for a commercial implementation of a
track controller the model presented there still seems too complex.

Instead of implementing a large model which necessarily includes a large number
of unknown coefficients one practical approach is to adapt a simple ship model to
the changing dynamic behavior of the ship by a parameter estimation scheme. This
approach was presented in [141. The adaptation mechanism has the disadvantage
of being a dangerous part in an on line control device, since it introduces a severe
nonlinearity in the whole algorithm.

Our approach instead uses a very simple model of the ship dynamics as well to
compute the maneuver and afterwards forces the ship to the reference path. It uses
real feedback applied to the ship by the controller instead of feedback to the prediction
model for the ship path from an identification scheme as in the approach [141. This
leads to less steady rudder action, but the result is a very accurately known ship path.
From our experience the use of the simple ship model in the trajectory computation
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results in rudder action that is to a certain extent induced by modelling errors but still
is acceptable from the navigational aspects.

4 Problems in the modelling of ship motion

4.1 Dynamic ship model
For the design of a track controller a model is necessary that describes all relevant
aspects of ship motion. On the other hand it has to be simple enough, such that its
parameters may be identified from the standard on board measurements in a reliable
way. In addition possible nonlinearities have to be manageable for the controller design.

Linearity of the controller will be achieved by linearization of ship motion along
a reference trajectory. Fig.2 shows the different coordinate systems involved in the
description the ship motion. For simplicity of the equations it is appropriate to use
a coordinate system that is tangent to the reference trajectory at the point that is
closest to the actual position. If the track errors are small, this point is unique. In the
following it is usually assumed that the position and the heading are transformed to
this coordinate system.

For computational convenience the local coordinate system is shifted and rotated
from time step to time step in such a way that it is always tangent to the reference tra-
jectory and that the x-coordinate always represents the arc length along the trajectory.
Thus on a straight course, the local coordinate system remains fixed. However during
maneuvers, its origin is moving on the involute curve of the reference trajectory.

The linearization of the hydrodynamic equations of motion of a ship leads to a core
model of dimension two in the state variables rate of turn r and sway velocity v, see
[8]. With definitions from fig.2 we have the following state space model

(1 r = (a,, a 2 (r ) + (b,:
V a2 a22 V b21

This model however often is ill conditioned with respect to identification when using
on board measurements. We will discuss this point in sect.4.2. The remaining states
can be derived from kinematic relations according to fig.2. Assuming the presence of
an additional stationary current (d,,d), we get the equations

(2) =
(3) z = UcosV,+vsinV,+d,

(4) y = Usino+vcoso,+d,

Here 0 is the heading angle and (x, y) are the two components of the position of the
ship in the local coordinate system. The longitudinal velocity U of the ship is measured
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Figure 2: Coordinate systems for ship model
by the speed log and thus can be viewed as a known parameter. During track control,

the relative heading angle V/, is small and thus the equ.(3),(4) can be linearized

(5) i = U+4

(6) i = Uo+v+d
However for the computation of the maneuvering trajectories (see sect.8.2) or in the

extrapolation step of the Kalman filter (see sect.8.1) the errors in this linearization
turn out to be too large. Therefore this totally linearized model is only used for the
calculation of the Kalman filter and controller gains.

The drift in the longitudinal direction d. does not influence control directly. How-
ever its estimation is necessary to improve the overah controller performance. After
course changes of about 90' it will appear as a cross drift and thus becomes important
for control. Therefore its permanent estimation leads to less track deviations during
track changes.

4.2 Identification problems with the ship model
Although a second order model like (1) seems to be rather simple it still cali pose

problems in parameter identification. This is particularly true using on board mea-
surements, where the accuracy of the position measurements i often rather limited.
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Figure 3: Normalized Variables 6 [1], r [2], and -v [3] in a standard maneuver.

When both variables v and r are measured, the identification of the six parameters in
the discretized version of model (1) is possible by interpreting the model equations as
two simultaneous least square problems. For simplicity we use the same symbols for
the parameters as in (1).

(7) r,+1 = (a,, a12 b,I)(r, V, 6 ,)T + ".

(8) v1+1 = (a21  a22 b21 )(r, Vt 6 ,)T + .'t

Typically the two regression variables r and v are highly correlated and the estimation

in both problems may become ill conditioned. This has been reported from an inves-
tigation on the identifiability of the hydrodynamic coefficients in typical maneuvers
where a simultaneous drift of two of the hydrodynamic coefficients was observed. In

[6] this is termed a cancellation effect, since the cause for the parameter fluctuations is
the cancellation of the regression influences of r and v due to their correlation.

This can be understood when looking at the time series of the state variables r
and v in a typical test maneuver like a z-maneuver as shown in fig.3. The yaw rate

r and the negative sway velocity v nearly move in parallel, as is emphasized in fig.3
by an appropriate choice of scales. It is obvious that identification of the second order

dynamics for such a system is at least difficult.
In [6] it is argued from the hydrodynamic theory of slender bodies that a tendency

towards the occurrence of this cancellation effect is inherent in ship steering dynamics.

Therefore identification of a model structure like (1) can pose problems and the pa-
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rameters may be partly random. However the deeper system theoretic aspects of this
phenomenon have not been considered in [6].

To iiiustrate the system theoretic causes of this cancellation effect, we will consider
the extreme case of perfect correlation, when the variables r and v are equal up to a
scaling factor. We consider the special case v = r only, since we can always transform
to this situation by choosing appropriate units of measurement. Thus we assume the
data generating model:

(9) ~V + = 0 a V , 6

The estimation asymptotically is governed by the information matrix of the regressors,
see e.g. [11]. If we restrict our attention to the estimation of the system matrix ( a, )
and thus to the regression vector ( r v )T the information matrix for a time serie of
length N will he singular.

(10) COV(a11 ,& 2 j-' , (r ~ 2 ) E(rv) I iEr2) 1 1N E(vr) E(v) N 1)

(11) 7 72- ) E(r') 0 7 7

As can be seen from the cigenvector decomposition (11). only the sum of the parameters
(il + a, 2) can be determined. As the asymptotic estimate for the discrete time system
matrix we may thus get any matrix of the form

(12) A =((a - ) caM6 (a -6
where the values of c and 6 are completely arbitrary. It can easily be seen that this
model has one eigenvalue at a and an uncontrollable eigenvalue that depends on ( and
6. We will see in sect.6 that the identification problems in fact originate from the point
that typically the linear model for ships is close to the non-minimal, uncontrollable
system (9). The model structure (1) is thus close to a situation of over-parametrization
leading to the joint randomness of some of the parameters. In [15) parameter tracking
results in the context of an autopilot design using the full second order model have been
presented. Although it is not mentioned there, the simultaneous parameter fluctuations
due to a temporary loss of identifiability seem to be present there also.

In [6] it is proposed to overcome this problem by introducing a nonlinear structure
into the model. In the context of linear modelling for control purposes however it sems
more advisable to reduce the system to a first order model, thus getting a simpler
model, based on parameters that (an be reliably estimated from typical maneuvers.
The model reduction can be perfo, mcd by using truncated balanced realizations. We
will discuss the reduction of ship models via this route in sect.6 and 7.
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5 Model reduction via Hankel approximation
The model reduction via approximation of the Hankel operator of a system is closely
connected with the so called balanced realization of a linear system. The balanced
realization of a stable state space model is a special canonical form

(13) i(t) = Ax(t) + Bu(t)
(14) y(t) = Cx(i)

for which the controllability and obscrvability gramians G, and G., defined by

(15) G, = j cBBTe A'dr

(16) G = c7AIC"Ce'Adr

have diagonal form and are equal, see [21 for details. The gramians are solutions of the
algebraic Lyapunov equations

(17) AG,+GA T  
= -BBT

(IS) ATGO + GoA = -CTC

The eigenvalues of the product GG. are invariants of the system. The square roots of
these cigenvalues are called Hankel singular values ai since they are identical with the
singular values of the Hankel operator of the linear system (13).

(19) ai = ,i(GGo)' l

If the diagonalization of the gramians is carried out in such a way that the singular
valies in the diagonals {ak; k = I ... n} appear in decreasing order, the ok can be
thought of as describing the relative importance of system dynamics of order j < k for
the output of the system. The largest singular value ai establishes the Hankel norm
of the system which characterizes the maximum system gain. A numerically reliable
algorithm for balancing of linear systems was presented in [9].

Balanced realizations have the interesting property that every subsystem generated
by omitting the last m states from the system leads to a meaningful approximation of
the original system. By partitioning the state vector of the balanced realization after
the first in states according to

(20) (x~ ( A,, A1 ,) )+ (,U)x2 = A, A22 X 12

(21) = (Cl C1 2 ) '
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one may obtain the stable truncated system

(22) ij = Alix 1 +Blu
(23) y = CIx1

The reduction process can be interpreted as omitting the least important states
from the system. In general, it is possible to derive approximations that are better
in the sense of the Hankel norm than the truncated realizations but the latter are
more simple to compute. The distance in Hankel norm of any approximation from the
original system is bounded from below by the largest neglected Hankel singular value
a'M+ 1 .

In the context of control design the accuracy of an approximating system ft(s)
is suitably described by the H-norm of the error transfer function. If H(s) is the
transfer function corresponding to the original system (20), (21) it can be shown that
the norm of the approximation error of the truncated system (22),(23) is bounded by
twice the sum of the neglected singular values.

(24) jf L(s) - isj 2 2

Balanced realizations only exist for stable systems. A reduction of unstable systems
via balanced realizations is possible by decomposing the transfer function into a sum
of a stable and an unstable part. Only the stable system has to be reduced while the
unstable part should remain unchanged, see [2].

Using this technique it would be possible to reduce the order of the full unstable ship
model constituted by (1),(2),(6). However, the states r and v have a very significant
physical meaning in the ship control problem and have to be preserved in the reduction
process. This would not be the case when reducing the full model which will result
in mixed states. Therefore we will perform the reduction process for the stable core
model (1) viewed as a separate system, although no guaranteed error bounds will be
available for the reduced unstable system in that case.

In our example the model reduction via balanced realization can provide a first
order model as the main principal component of the system dynamics. A quantitative
measure for the deviation of the second order model from the first order approximation
is provided by the ratio of the hankel singular values.

The core model of ship motion (1) was discussed to be close to an uncontrollable
model as described by (9). For this degenerate model, one of the Hankel singular values
is exactly zero, as can directly verified by solving the Lyapunov equations (17),(18).

(25) G = b2 2
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(27) GG0 = b2 (124a2k

The singular values of the matrix G.G. according to (19) are the Hankel singular values
of the degenerate system (9).

(28)
0

This corresponds to the uncontrollability of the degenerate system. The second state
in the balanced realization can be omitted without loosing anything of the system
dynamics. The degenerate system (9) actually is only a first order SIMO model and
in continuous time can be written as:

I K(29) r = -Tr+-T

T Tk(2) =
Since it can be reliably estimated from the usual on board measurements, we used
this reduced model of ship steering dynamics in our track control system for controller
design and for the computation of reference trajectories. We will discuss the approxi-
mation error introduced by this simplification in the following sections.

6 Hankel reduction for a typical ship model

We will now discuss the reduction of the usual second order model of coupled yaw and
sway motion of the ship as described by (1) to a first order model via truncated balanced
realizations. The reduced model structure has been used on pragmatic grounds before,
especially for the SISO-System with output r only. In that case it is known as the
Nomoto model, referring to [13).

We will consider the reduction process for the SIMO-model with both outputs
(r v )T for a special ship for which reliable parameter values are available. We select
the well known Mariner class ship which has been investigated by numerous institutions
and authors both in model tests and in full scale trials. The parameters for the linear
model (1) are given in [71 using the Prime notation in which the variables are scaled
with the ship speed U and length L.

(30) t = t (U/L) v = v(11U) r = r (LIU)
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Table 1: Normalized parameters for the Mariner class ship

T, = 5.660 72 =  0.372

K, = 3.855 K, = -1.898

T3, = 0.889 T3, =" 0.189

Introducing these variables and omitting the star superscripts in the following we obtain

the model:

(31) d 0.335 -0.770 ) -. 17

The parameters of the corresponding transfer functions from rudder h to r and v arc

given in table I using the normalized time scale according to (30).

(32) 
H6,(s) 

= r1 + sT3)(1 + sT2)

K,.(l + sT3.)
(33) =l6 ,(s) (1 + sTI)(1 + sT)

It was mentioned in sect.5 that the scaling of the different input or output variables

is important for the Ilankel reduction process. In our case of a system with one input

and two outputs, only the relative scaling of the output channels is important for the

reduction process. We introduce an additional scaling factor c into the omitted unity

output matrix of system (31) which modifies the units of measurement for v.

This model can be reduced to a first order model by truncating its balanced realization.

(35) X = -X KT T

(36) (r) = IX

We kept the scaling factor c to obtain parameters that are independent of scaling. The

parameters T and K are those of the transfer functions:

(37) 
k,(s) - + .

(38) 
fIrs) (1 + aT)
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The reduced transfer function (37) is well known in ship control as the Nomoto model.
The approximation of sway velocity as a fixed multiple of yaw rate according to (38)
has also been used as an approximation in the ship modelling context, see e.g. [0I,114).

Table 2 shows the variation of the parameters {T, K, a) of the reduced model
as a function of the scaling factor c. It can be seen that the parameter a is nearly
independent of scaling. However the two other parameters vary in a certain range. For
extreme scalings there is an asymptotic value for both. The two asymptotic scaling
situations correspond to the reduction of the two channels of model (31) viewed as
independent SISO systems. For small values of c (which correspond to a large unit
of measurement for v) the approximation error in the second channel is numerically
irrelevant when compared to the first channel. Therefore the reduction process virtually
is the reduction of the SISO system with input 6 and output r. For large values of c
we have the corresponding result for the second channel.

The dependence of the model reduction for the SIMO model on the relative scaling
makes the reduction process appear somewhat arbitrary. It should however be noted
that the two channels of system (1) are not just two independent outputs but are
related in the full ship model. If we use the natural scaling according to (30), the full
model equations (2),(6) form the sum z = (fr dt + v). Thus there is a connection
between the scaling of the two error signals of r and v. The corresponding reduction of
the model (31) with the sum i = (r+ i?) as output variable leads to parameters {T, K)
and Ilankel singular values close to the situation with c = 1, as can be. seen from table
2. Thus the natural scaling using the units from (30) seems to be adequate also for the
model reduction problem.

The ratio of the Hankel singular values shown in table 2 provides a quality measure
of the approximation, since according to (21) the error norm is bounded by the second
singular value and the system gain is characterized by the largest singular value. In-
spection of column 5 of table 2 shows that the reduction of the yaw channel (c - 0)
to a first order model obviously is less accurate than for the sway channel (c - 0c).
This will also turn out in the experiment data presented in sect.7.

It was mentioned in sect.4.1 that the second order ship model (1) often is close to
the degenerate system (9). It was shown in sect.5 that this situation is be characterized
by one of the Hankel singular values being exactly zero. It reflects that the second order
dynamics of the degenerate model is totally negligible. As can be seen from table 2 the
Mariner ship for the natural scaling situation (c = 1) has a ratio of the singular values
of 0.075. This can be interpreted to indicate that the second order dynamics only
account for less than 10% of the system gain, see [2]. Thus especially for low accuracy
data from on board measurements it cannot, be expected that the second order model
(1) can be discriminated against the degenerate model (9). Therefore the use of the
reduced model for identification is advisable.
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Using the second singular value from table 2 it can be seen that both static gains
will only have an approximation error of well below 10%. This can be verified by
comparing with the values for K, and K. given in table 1.

(39) 1K, - K' = H(0) - J(0) 5 JH(s)- 5_ 2,2, = 0.282

(40) IK, - Kal = IHv(O) - iJ(O)j :5 IH.(s-) - H,(s11 _ 2cr2 , = 0.051

The typical variations of the static gains when using data from different maneuvers of a
ship usually are much higher. Thus the reduction process will not introduce significant
additional errors into the model. On the contrary, it turned out that the parameters
of the reduced model (29) constitute the reproducible part of the ship model while the
second order dynamics inherent in the full model (1) to a large extent depend on the
specific experimental conditions.

As an alternative to the reduction of the SIMO system (1) we could view the
system as a vector of two independent second order transfer functions. Since in the
structure (1) these transfer functions have a common denominator by definition, only
two lHankel singular values in the artificial non-minimal forth order model would be
distinct from zero. Generally this would not be the case for transfer functions derived
from experimental data.

The two second order SISO models may be reduced independently via balanced
realizations. Scaling does not influence the reduction process in that case since we only
deal with SISO systems. Each of the resulting approximations are equal to one of the
first order models obtained from the asymptotic scalings already discussed. The two
first order models afterwards can be recombined into a diagonal second order model.

(41) (r.) = (-0.2491 0 r) ( + ( 0. 8901V 0 0-10 r 0694

This model (41) contains less coefficients than (31) although it is still of order two. Since
each channel is separate it will show no ill conditioning in identification as discussed in
scct.4.2. The subsequent reduction of this model to a first order model again depends
on scaling. The results are very close to those for the direct reduction shown in table
2 and are omitted. In principle the reduction process depends on the sequence of
model structures followed in the reduction process. In conclusion it can be seen from
this example that the ship model typically is not identical to the degenerate model
(29). However, the distance from that situation is such that with measurements of
low accuracy it cannot be expected to discriminate against the simplified model. We
will pursue this point in the next section by actually using on board measurements of
moderate accuracy for the identification of the ship model.
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Table 2: Scaling dependence of parameters of the reduced model

c T K a a,/0, 0,

0.01 4.014 3.573 -0.4307 0.0788 0.1409

0.1 4.019 3.575 -0.4307 0.0788 0.1411

1 4.415 3.733 -0.4333 0.0751 0.1528

10 6.225 4.373 -0.4419 0.0314 0.3112

100 6.327 4.406 -0.4423 0.0262 2.557

1000 6.328 4.407 -0.4423 0.0262 2.551

6 + r 4.780 3.703 0.03914 0.0758

Table 3: Conditions for the experiments

L U bmax

Experiment No. (in] Im/secl (degr]

1 47 3.1 5 model

2 47 6.2 5 model

3 5,4 3.2 20 full scale

4 54 6.2 20 full scale
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7 Ship models from experimental data
The problems of modelling ship motion according to the standard structure (1) will
now be illustrated using parameter estimation results from experimental data. We will
analyze data from model tank experiments and from full scale sea trials. Unfortunately
tip to now we did not have data referring to the same ship as a model and as full
scale ship. Some characteristics of the experiments are shown in table 3. The data
concerning the model experiment were transformed to the full scale ship using Froudes
law of similarity in order to get comparable conditions. The angle b,., is the rudder
input used in the z-maneuver, see fig.3.

Data from the model tank experiments are much more accurate and the estimation
of the hydrodynamic core model (1) according to the least square approach of (7),(8) in
general does not pose problems. Using the data from on board measurements however,
the estimation results in some cases are unusable which is mainly due to the moderate
accuracy of the position measurement.

Parameter estimation results are compiled in table 4. The parameters for the full
model are given as coefficients of the transfer functions (32), (33). The parameters of
the reduced model are also given according to (35), (36) using the natural scaling c = I
in the reduction process.

For the model experiments the ratio of Hankel singular values is C 2 /aru : 0.04
which is close to the value that appeared in 6. This ratio corresponds to a clear
separation of the two time constants of the second order model. The experiments with
the full scale ship in case 3 produced a pair of poles close together and accordingly a
ratio Or2/C I = 0.15. For experiment 4 the estimation even produces a pair of complex
conjugate poles and singular values of even more similar size: C2/ 1 = 0.30.

The diverging quality of the two regression equations (7) and (8) using on board
measurements can already be deduced from the variance of the residues in the regres-
sion. In table 4 the signal to noise ratios -y calculated from the residual variance are
given.

(42) ,=
Var(r)

(13) ,, =
Var(v)

The low signal to noise ratio in the regression for the sway velocity v can be at-
tributed to the low accuracy of the position information from which the time serie of t,
is calculated. Therefore a separated ARX(l) estimation for the yaw rate r correspond-
ing to the model (35) resulting in estimates for T and K and an additional regression
of v on r to estimate the parameter a according to (36) will give more reliable and
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Tablc 4: Identification results for the standard model (1) and for the reduced model

(29)

Experiment No. 1 2 3 4

T, 5.44 4.34 3.70 1.13

T2 0.619 0.470 1.23

K, 21.8 17.1 1.11 0.683

T, 0.881 0.686 6.51 3.44

K. -12.2 -8.76 -8.07 -3.22

T. 0.415 0.377 0.847 0.919

K 21.8 16.9 2.40 1.62

T 4.98 3.87 4.38 3.26

a -0.518 -0.478 -3.39 -2.53

a2/O, 0.039 0.038 0.15 0.30

200 325 62.4 66.8

131 231 16.9 24.6
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reproducible results under these circumstances. As was already stated we followed this
route in the design of our track control system, see [4],

8 Experiences with a track controller for ships

8.1 General controller structure
The controller has to meet two different performance requirements. It has to pro-

vide track keeping and track changing capability. Track changing is reduced to a track
keeping problem due to the precomputation of the reference trajectory as will be de-
scribed in sect.8.2. A theoretical rudder pattern is chosen for the construction of the
trajectory. Thus it is rather straight forward to use this known control input for feed
forward control. Because of parameter uncertainties and unmeasured disturbances the
ship will move in a different way as is predicted from the trajectory computation. For
compensation, the track keeping loop has to provide the correcting rudder input. This
feedback part of the controller can be the same as the track keeping controller, since
lincarization of the ship model at low yaw rates is approximately the same as at yaw
rate zero. The whole system is thus a combination of feed forward and feedback control.

Since not all states are measurable and the measurements are corrupted by noise,
a state estimate ; has to be reconstruicted with a Kalman filter. The implementation
of the Kalman filter is in discrete time. From the system of equations (29),(2),(3), and
(4) we have the state vector

z=(r V, x y d d )T

the measurement vector z = (0_, .,, y,,, )T and the control variable u = 6. This
model corresponds to a nonlinear discrete time state space model:

(44) xr+i = f(zt)+Gu,+w1

(45) ' = Hixr + v1

Here v, and wt are the measurement and the process noise respectively, both assumed
to be white. For a more detailed discussion of the ship controller design along the
principles of LQG control we refer to [3]. The whole controller is described by the
equations:

(46) t+, = f(.i,) Gut

(47) = , + K(z, - l-/ )
(48) = L(.i,- ,)

The geometric nonlinearity of the system according to (3),(4) is preserved in the ex-
trapolation step (46) of the Kalman filter, .i denoting the extrapolated state estimate.
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For the calculation of the Kalman gains K and the controller gains L the linear ap-
proximation according to (29),(2),(6) is used, see (41 for more details.

The feedback control fi in (48) is based on the differences of the estimated states
i from the reference state vector x as obtained from the trajectory construction. The
total control signal u is the sum of the feedforward control ui and the correction U
resulting from the feedback loop.

(49) Ut = fit + fit

The information flow for this control structure is summarized in figA. It can be viewed
as a generalization of the well know method of prefiltering tile reference signal in linear
control theory and can be coined model following control.

8.2 Maneuvering trajectories

'he planning of the track changing maneuvers for model following control has to
take into account the equations of motion of the ship. It was discussed in sect.3
that different sorts of maneuvers have to be available for track chnnges. The simple
construction consisting only of circular arcs and straight lines is geometrically easy to
solve, however, it results in a very unsteady maneuvering. The rate of turn at the
junction of a circle with radius R and a straight line has to jump from zero to a value
r = U/R resulting in large rudder angles at that point.

On the other hand, the construction of arbitrary trajectories which obey the equa-
tions (29),(2),(4) and fulfill certain given boundary conditions is very hard to solve.
Therefore as a compromise we added to our trajectory construction tool box two furl her
basic elements complementing circles and straight lines. These two elcaents model the
start of turn and the stop of turn phase. They each correspond to a certain rudder
step response. The two elements are used as intermediate elements at the junction of
circles and straight lines.

The resulting trajectories have a time pattern of the rudder angle as is shown in
fig.5. A certain initial rudder is used on the intermediate element until the desired
value of the rate of turn is reached. Then the rudder is reduced to the stea(ly state
value on the circular arc. At the end of the turn a certain counter rudder is used to
stop the turn. These trajectories can be constructed in an iterative procedure. As a
first approximation, a trajectory consisting of circular arcs and straight lines alone is
constructed. This basic geometric construction is iteratively modified according to time
needs introduced by the intermediate elements. The computational burden for this
procedure is reasonable.

The approach of a track at the beginning or after interruption of track control is
also solved in this manner. A general and flexible on line program was developed. It
allows to compute suitable trajectories starting from arbitrary prescribed points and
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Figure 5: Typical trajectory construction

directions and ending at prescribed points and directions. A set of priorities can be

chosen to influence the qualitative track pattern.

8.3 Practical experiences

The track controller is implemented on a Motorola 68000 microprocessor as part of

a general autopilot and steering control system. The control software was written is

Pascal. Apart from track c(w rl the usual autopilot functions course control and rate

of turn control are available.

Several full scale trials have been performed, during which the track controller

showed good steering performance. In fig.6 an example of a trial is shown including

three different types of n-neuvers. The ship speed was 3 in/sec. As a position refer-

ence system the radio navigation system Syledis was used. It has statistical position

variations of about 3 m, however there may be systematic shifts in the position up to

about 30 in.

Because of lack of an absolute position reference the track error had to be calculated

as the distance of the measured position from the reference trajectory. During track

keeping phases the error is well below 5 in. )uring track changes the error was larger.

This was due to the use of a preliminary ship model, for which the coefficient n in
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(29) was taken too small. This resulted in some transient behavior mainly at the start
and stop phases of the turning maneuvers. The trial was performed when a current of
about Im/sec was present. It can be seen that this does not seriously affect the track
keeping performance.

9 Conclusions

The modelling of ship motion using a simple, mainly linear model is sufficient to get
satisfying track control of a ship. 11 has the great advantage that its parameters can
be identified from on board measurements which is quite important for an industrial
application.

With an appropriate position reference system a track error of a few meters turns
out to be obtainable. In addition the computation of a reference trajectory for the ship
maneuvers can provide a efficient way to get very accurate track predictions. Even
when using only a strongly simplified model, the modelling errors can be eliminated by
the control loop which forces the ship to follow the reference trajectory. The improved
predictability of the ship track is an important aid for performing save course changing
maneuvers.
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1. ABSTRACT

A propulsion dynamics investigation of a notional 8500 ton
destroyer driven by two controllable pitch propellers (CPP) is
presented. operation with one and two engines per shaft modes is
analyzed. The study focuses on the coordinated control of engine
power and propeller pitch commands to produce the fastest
realizable ship stopping performance without violating predefined
constraints on: (a) power turbine speed, (b) power turbine inlet
temperature, (c) power turbine torque, (d) propeller torque, and
(e) propeller thrust. A digital simulation was employed to
quantify the performance improvements available through
coordinated control of engine power and propeller pitch during
propulsion maneuvers. Finally, practical control implementation
alternatives are considered.

The simulation based investigation has shown that
significant maneuvering performance improvements are realizable
using coordinated control of power and pitch. Reductions in
stopping distance of about 20% relative to typical control
techniques appear to be achievable.

2. INTRODUCTION

It has long been realized that the stopping potential of gas
turbine powered ships with controllable pitch propellers is not
being fully exploited by current programmed control systems. One
previous investigation (1) considered optimal control of a
steam/CPP propulsion system and demonstrated promising results
may be achievable. It also indicated an optimal control
algorithm was better suited to ships using high performance
propulsion systems such as the one considered in this analysis.
During conventional control algorithm design, the steady-state
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characteristics for pitch and power are carefully considered
while the transient characteristics typically allow the pitch to
stroke at the maximum attainable rate limited by the pitch
hydraulics while the power is applied at a rate designed to
prevent damage to the machinery components. This design process
is reflected in DD 963, CG 47, and DDG 993 class ships. While
this concept can provide safe, predictable control
characteristics, it does not produce the best attainable
maneuvering characteristics.

The primary purpose of this paper is to quantify potential
improvements in stopping performance using existing machinery
systems. This potential is limited by the machinery
characteristics which must apply the reversing propeller thrust
(supplemented by the ship's resistance) to overcome the momentum
of the ship's motion. To accomplish this, the concept of an
idealized control system is introduced. The idealized control
system coordinates engine power and propeller pitch to produce
the fastest possible maneuvering without exceeding established
machinery constraints. Performance is limited in this analysis
by constraints imposed on: (a) power turbine speed, (b) power
turbine inlet temperature, (c) power turbine torque, (d)
propeller torque, and (e) propeller thrust. While this study was
limited to these five specific constraints, the technique can be
applied to more or different constraints. The study considers
two maneuver types: crash back and crash forward each in both
the one engine per shaft and two engines per shaft operating
modes. The crash back is a maneuver initiated from the maximum
ahead condition where maximum astern thrust is ordered to quickly
stop the ship. The crash forward is the opposite maneuver from
full astern. Using digital simulation it is shown that stopping
distances in crash backs can be reduced by as much as 20% using
idealized control compared to stopping distance using
conventional control techniques. Improvements in crash forward
performance by as much as 34% are also achievable. Nearly all of
these performance improvements can be realized through the
implementation of a feed forward controller which mimics the
idealized engine power and propeller pitch control functions.

Section 3 describes the study ship analyzed herein and
section 4 presents an overview of the mathematical models used in
the simulation. Section 5 defines the constraints relative to
the steady-state operating conditions. Sections 6 and 7 describe
and compare the stopping scenario under idealized control, the
practical alternative, and the typical scenario. Section 8
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identifies the improvements attainable by reducing the specified

propeller pitch stroke time. Section 9 summarizes the findings

and presents conclusions.

3. DZSCRXZTZON 0 T= STUDY 8KP

The study ship is a notional 8500 l.t. destroyer powered by

two 18 foot diameter controllable pitch propellers. Each

propeller is powered by one or two LM2500 marine gas turbines

rated at about 25,000 hp. A Power Lever Angle (PLA) controller

and a Main Fuel Controller typical of current LM2500

installations is included in this study ship. Figure 1 diagrams

the basic control and machinery configuration for one of the 
two

identical shafts.

The focus of this analysis concerns the variations in the

outer loop control algorithms which drive the PLA controller 
and

the propeller pitch ratio. Three types of outer loop control

algorithms are considered. The first is referenced as "typical

control" because it incorporates the basic characteristics of

several (but not all) existing ship classes powered by LM2500 gas

turbine engines. The second is referenced as "idealized

control." This control algorithm coordinates control of

propeller pitch and engine power to maximize the attainable

reversing thrust. The last is referenced as "practical control,"

this control algorithm uses simple piece-wise linear engine and

propeller commands to approximate the commands determined by the

idealized control algorithm. Transients for each of these

algorithms are shown in later sections.

The reversing performance of the ship is limited by various

constraints (limits of safe operation) and the basic operating

characteristics of the system. The constraints considered in

this analysis are certain maximum limits set on:

(a) power turbine speed (equivalent to a propeller speed),

(b) propeller thrust (ahead and astern),
(c) propeller torque,
(d) power turbine torque, and
(e) power turbine inlet temperature.

Section 5 defines the specifics of these constraints. In

addition, performance is limited by the basic operational

limitations of the system including: maximum propeller pitch

stroke rate, limits imposed by the main fuel controller, limits
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imposed by the PLA controller, maximum PLA, basic operating
characteristics of the gas turbine, and hydrodynamic
characteristics.

4. TmBWICAL NOD ZL

The analysis presented herein is based on detailed non-
linear mathematical models of the ship system performance
including the hull and propeller hydrodynamics, machinery, and
control system. Although a detailed presentation of the models
used for this analysis is beyond the scope of this paper, an
overview is presented to aid the understanding of the analysis
and techniques involved. Most of these models are presented in
previous Ship Control Systems Symposia as well as other
publications, the details are not repeated here (1, 2, 3, 4).
Substantial details are presented describing the idealized
control system algorithm which is new and provides the basis of
this paper.

4.1 Rvdrodynanic Modela

Mathematical models related to the hydrodynamics include
thrust deduction factor, wake factor, ship's mass including
entrained water, ship resistance, propeller torque, and propeller
thrust. The ship mass including entrained water is taken as 8500
l.t. plus 8% for entrained water. The other hydrodynamic models
are based on a review of existing hydrodynamic test data for
various destroyers and cruisers; models were then developed
which are typical of an 8500 l.t. destroyer. Thus, to avoid
security classification the study was not done for any specific
ship but rather for a notional 8500 l.t. destroyer. Repeating
this analysis for a specific ship class would involve replacing
existing notional data with ship specific data.

4.2 Mao .aeMvM Moels

The primary machinery system models include the propeller
pitch stroke rate, rotational inertia of the drive train (power
turbine, reduction gear, shafting, propeller and entrained
water), LM2500 gas turbine, PLA controller and main fuel
controller. The propeller pitch stroke rate is based on a 24
second pitch stroke time from full ahead to full astern. Field
testing indicates this is readily achievable although longer
times are also seen. For analysis involving the typical control
algorithm, both a 30 second and 24 second pitch stroke time is
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considered since typical specifications allow pitch stroke rates
of 30 seconds. The rotational inertia of the drive train is
typical of existing ships and ships currently under construction.

The mathematical models of the PLA controller, main fuel
controller and LM2500 gas turbine are based on the designs aboard
current US Navy ships. The PLA controller model reflects
existing electronics including the PLA rate limiter, torque
limiter, topping governor, and acceleration limiter. The main
fuel controller reflects typical engine mounted systems including
the main speed schedule, acceleration and deceleration limiters,
and the jump and rate limiters. The LM2500 model is a
thermodynamic model including representations of flows,
temperatures and pressures throughout the engine. The primary
LM2500 components modeled include the combustor, the compressor,
the high pressure turbine and the power turbine. The models of
the PLA controller, main fuel controller and the LM2500 have been
successfully validated against at sea test data based on several
ship trials.

4.3 Control System Models

The control system models discussed here refer to the outer
loop controls identified in Figure 1. The models are the
representation of the control algorithms which issue commands to
the propeller pitch system and the PLA controller, this is
typically part of a programed control system on modern gas
turbine ships. These algorithms can be implemented in a variety
of ways, most likely using a digital computer. Typical control,
idealized control and practical control algorithms are discussed
below.

a. Typical control. Since this paper presents attainable
improvements in stopping performance, it was necessary to define
a baseline system. The baseline system selected is similar to
the CG 47IDDG 993/DD 963 classes which have many characteristics
common with the gas turbine high speed mode of the PGG 511 and
PCG 612 class ships. This algorithm was selected as the typical
control algorithm because of its common usage and because it is
considered to achieve rapid stopping performance. The essential
characteristics of this control algorithm during a rapid reversal
are:
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(a) Stroke pitch from existing condition to full astern (or
to full ahead for a crash forward). Stroke is limited
by the pitch hydraulics.

(b) Cut power to idle until the propeller pitch nearly
reverses.

(c) Reapply power but do not let PLA exceed preset limits
based on measured propeller pitch.

(d) Apply power as necessary to achieve the final ordered
propeller speed unless the torque limit is exceeded.
The typical control algorithm limits power based on
measured propeller shaft torque while the PLA
controller also limits power application based on
calculated power turbine torque. In the reversals
considered in this analysis, the torque limiters
governed the final portions of these maneuvers.

The typical control algorithm has no direct means to limit power
turbine inlet temperature or propeller thrust; thus, when
comparisons are made between typical control and idealized
control responses, the typical control often allows these
parameters to exceed the maximum values allowed by the idealized
control.

b. Idealised control. The idealized control algorithm was
developed to continuously coordinate gas turbine power command
(PLA) and propeller pitch ratio (PR), such that the magnitude of
developed thrust is maximized subject to the system constraints
and subject to the dynamics of the system. The algorithm
considers the current state of the system (e.g., ship speed,
propeller speed, propeller pitch, and gas generator speed), and
varies the control signals, PLA and ordered pitch ratio (PRO), to
produce the maximum (in magnitude) thrust one second into the
future. This is done subject to the predefined system
constraints. Constraints are imposed on power turbine speed
(UPT), power turbine inlet temperature (T54), power turbine
torque (QPT), propeller torque (Q), and propeller thrust (T).

The means of determining the control signals is briefly
described here and in Figure 2. More details are provided later
in this section. The algorithm first determines a "region of
realizable control." This is an approximation to the set of
future system states realizable in one second from the current
time. This region is represented in the propeller speed-
propeller pitch ratio plane since lines of constant propeller
torque and thrust are easily represented in this plane. This
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region is further restricted by the constraints on propeller
speed, propeller thrust, propeller torque, and engine torque,
thereby yielding an allowable region of realizable control.
Thrust is evaluated within the allowable region to select the
point with the maximum (in magnitude) thrust. This point
represents the desired state to be realized one second into the
future.

The selected point has coordinates which are translated into
an ordered pitch ratio and ordered gas generator speed (NGGDMO).
The constraint on power turbine inlet temperature (T54) is
implemented using an integral type feedback controller, which
modifies NGGDMO accordingly. Finally, a first order lag filter
with a 1.0 second time constant is employed to smooth the signal.
Ultimately, the adjusted NGG demand signal is translated into an
ordered PLA. This algorithm is executed periodically at a rate
of 10 Hz.

The method of determining the control signals is described
in greater detail immediately below and is functionally presented
in Figures 2 and 3.

The first step of the algorithm is to mathematically define
the "region of realizable control." This region corresponds to
an approximation of the set of all possible future system states
realizable after one second from the current time. This region
is graphically constructed in the propeller speed, propeller
pitch ratio plane (N-PR plane) as shown in Figure 3. The
procedure for this construction involves the placement of four
straight lines around the current system state which approximate:

(a) maximum pitch achievable in one second,
(b) minimum pitch achievable in one second,
(c) system states with maximum gas generator acceleration

in one second,
(d) system states with maximum gas generator deceleration

in one second.

The values of maximum and minimum pitch achievable in one second
are readily determined from the pitch stroke rate with the added
provision that pitch may not exceed its upper and lower
mechanical bounds. The placement of the gas generator
acceleration/deceleration limit lines is accomplished with the
aid of a simplified gas generator model. Briefly, forward

4.307



PR

maximum pitch achievable in one second

parameter at 9maximuma gas generator
constraint level acceleration 0CG- NGGI)

selected point
vith coordinates (NI. PUX)

maximum gas generator F.
deceleration (NGG tGGD)

,o -N D N I

current state

C IB
minimum pitch achievable in one second

0 Region of Realizable Control is the mot of future States
realizable in one second. Outlined by the solid line
(region A B C 0) .

" Allowable Region of Realizable Control is the set of future
states realizable in one second without exceeding
constraints. outlined by the dotted line (region S C 5 F).

" Conversion of Selected Point to ordered Gas Generator Speed;
NGGDMO - NGGD + (NI - ND)/(?4 - RD) * (NGGI - NGGO)

Piguire 3. Region of Realizable Control

4. 308



integrations for one second are carried out to determine the
propeller speed (and other parameters) which result with:

(A) maximum gas generator acceleration and maximum rate of
pitch increase,

(B) maximum gas generator acceleration and maximum rate of
pitch decrease,

(C) maximum gas generator deceleration and maximum rate of
pitch decrease, and

(D) maximum gas generator deceleration and maximum rate of
pitch increase.

Knowledge of these four propeller speeds enables the placement of
four points (A, B, C, D) in the N-PR plane which are linearly
connected as shown in Figure 3 to enclose a region. This region
shall hereafter be referred to as the region of realizable
control (RRC).

Having established the RRC in the N-PR plane, consideration
is now given to excluding that portion of the region which would
produce violations of the predefined system constraints. The
portion of the RRC which is not excluded aI.er the thrust,
propeller torque, and engine torque ccastraints have been
considered is called the "allowable region of realizable
control."

The forward integration produces a value of propeller thrust
for each of the four control cases, thus the thrust associated
with each corner of Figure 3 is known. A test is made to
determine whether any of these values violates the constraint
value. If no violation is found, the algorithm proceeds to the
torque constraint. If a violation is found, a line representing
thrust equal to the thrust constraint is added to the N-PR plane
as shown in Figure 3 as the "parameter at constraint level" line.
While lines of constant thrust are not straight lines in the N-
PR plane, they may be reasonably approximated as such for small
variations in N and PR. The position of this line is established
by determining the coordinates of two points on it, one on each
of the gas generator response limit lines. In a crash forward,
the thrust constraint is positive, and all points above this line
are excluded from the allowable RRC. In a crash back, the thrust
constraint is negative, and all points below this line are
excluded.
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The exclusion of the portion of the RRC which would produce
violations of the propeller torque constraint is very similar to
the procedure described above for the thrust constraint. The
differences are all an outgrowth of the fact that propeller
torque does not increase monotonically with increasing pitch as
is the case with thrust. A check is also made to determine
whether the current value of propeller torque violates the
propeller torque constraint.

The exclusion of the portion of the RRC which would produce
violations of the engine torque constraint is fully analogous to
the procedure used for the propeller torque constraint, with the
addition that the effects of shaft acceleration are added when
the constraint is translated from the propeller to the engine.

The portion of the RRC which lies to the right of a vertical
line corresponding to the power turbine speed constraint is
excluded to prevent overspeed of the power turbine. This is
equivalent to limiting the maximum propeller speed which differs
from the power turbine speed by the gear ratio of 22.5.

At this point, the RRC has been reduced to an allowable NRC,
and a desired future state is to be selected from the points
therein. The criteria for selection is the greatest thrust for
crash forwards and the most negative thrust for crash backs. It
is assumed that the extreme of thrust will be found on the
boundary of the allowable RRC. Therefore, the algorithm
evaluates the thrust at the vertices which form the allowable
region of the realizable control, as indicated in figure 3, and
selects the point of greatest thrust magnitude. It is possible
that adjacent vertices may have the same thrust, in which case
the point which has the greater propeller speed is chosen. This
is done because torque loads are usually reduced as propeller
speed is increased at constant thrust, thereby increasing the
margin between actual propeller torque and the propeller torque
constraint. The selected point has coordinates of propeller
speed and pitch ratio called NX and PAX, respectively (shown on
Figure 3).

Ordered pitch ratio (PRO) is found in a straightforward
manner by ordering pitch to change at a rate which would cause a
change from the current value (PR) to the selected value (PRX) in
one second.
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An integral type feedback controller is used to modify the
NGGDMO signal to limit T54 to the constraint value. When this
constraint causes limiting of gas generator speed demand, the
ordered pitch ratio is compensated to maintain the selected
propeller speed, NX. In such cases the developed thrust may be
slightly less than the optimum achievable.

Finally, a first order lag filter with the time constant of
1.0 seconds is used to smooth the demand for gas generator speed.
Ultimately, the filtered NGG demand is converted to a PLK command
based on the known operational characteristics of the MFC.

C. Practical control. The practical alternative control
algorithm is included in this paper to help estimate the
sensitivity of ship performance to variations in control commands
relative to the idealized control algorithm. Thus, it is
included to approximate variations which may be expected when the
principles of the idealized control system are implemented
shipboard.

The practical control algorithm was implemented as a series
of piece-wise linear pitch and PLA commands to mimic the results
of an idealized control system maneuver. In general, these
transients approximate the pitch commands found with the
idealized control system while the PLA commands were kept
slightly below the idealized control system value. Thus, the
practical control is somewhat conservative.

5. STEADY-STATZ OPZRILTXNG CONDITIONS AND SILCTXOW 01
COX! 'IR! VALUZS

Eac. A& Qvers considered in this paper begins from a
steady-state aitin at either maximum ahead or maximum astern
in either the one engine per shaft or two engines per shaft mode.
These steady-state conditions are defined in Table 1.

The selection of specific constraint values is critical to
the design of a control algorithm and is dependent on the
specific ship application. The constraints selected for this
notional ship are as follows:
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Power Turbine
Speed Constraint 3672 rpm
Inlet Temperature Constraint 1530OF
Torque Constraint 48,300 ft-lbf

Propeller
Torque 1,738,000 ft-lbf
Thrust (ahead and astern) 448,900 lbf

The torque constraints are 8% above the maximum steady-state
condition and the thrust constraint is 25% above the maximum
steady-state condition. The power turbine speed and inlet
temperature constraints were selected based on typical LM2500
applications. These constraints are the same for ahead and
astern conditions.

All maneuvers considered herein were analyzed at a
compressor inlet temperature of 100 0F.

Table 1. Summary of Steady-State Conditions

Maximum Ahead Maximum Astern

Parameter One Two One Two
Engine Engines Engine Engines

Propeller
Speed (rpm] 132.0 160.0 115.0 115.0
Pitch [%] 100.0 100.0 -48.7 -48.7
Torque [ft-lbf] 983.103 1609"103 809.103 809.103
Thrust [lbf] 210,800 359,100 -114,200 -114,200

Power Turbine
Torque (ft-lbf] 44,740 36,420 36,870 18,420
Speed [rpm] 2972 3600 2588 2588
Inlet Temp (OF] 1454 1461 1313 1076

General
PLA [deg] 107.1 102.7 92.9 72.7
Ship Speed (knots] 28.60 32.96 -17.35 -17.35

6. STOPPING SCIMAAO UNDZR IDEALIZED CONTROL

A detailed review of the one engine per shaft crash back
using idealized control is contained in the text and Figure 4.
Many of the same characteristics are seen for the other maneuvers
which are not discussed in detail.
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The parameters shown in figure 4 are:

VKTS Ship speed (knots]
NGG Gas generator speed [rpm]
NRPM Propeller speed [rpm]
PITCH Propeller pitch (%
PLA Gas turbine power lever angle [dog]
NPT Power turbine speed [% of constraint value]
QPT Power turbine torque (% of constraint value]
T54F Power turbine inlet temperature [*F]
T Propeller thrust (% of constraint value]
Q Propeller torque E% of constraint value]

Four of the constrained parameters are presented as a percentage
of the appropriate constraint value. For example, QPT-100%
indicates the power turbine torque is at its constraint value of
48,300 ft-lbf. This highlights which constrained parameter is
the limiting factor at any given time. Note that in order to
achieve the maximum attainable reversing thrust throughout the
maneuver, each of the various constraints may become the limiting
factor at various times during the maneuver. For ease in
presentation, the astern thrust (-T) is shown for crash back
maneuvers while ahead thrust (T) is shown for crash forward
maneuvers.

All idealized control reversals can best be understood by
dividing the maneuver into several different regions. For the
one engine per shaft crash back, the maneuver can be divided into
six independent regions.

(1) At the initial condition the ship is operating at 28.6
knots ahead, 100% propeller pitch, and 132 rpm
propeller speed. The first region (0 to 6 seconds) is
characterized by rapid power and pitch reductions. PLA
is controlled to yield the fastest possible reduction
in fuel flow rate as limited by the MFC. Propeller
pitch is reduced at the maximum rate allowed by the
pitch hydraulics.

(2) The second region (6 to 16 seconds) begins after a
reverse thrust is achieved and is characterized by
rapid pitch reduction and reapplication of power. The
reapplication of power is limited by the power turbine
speed constraint.
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(3) The third region (16 to 24 seconds) is marked by
changes in the behavior of both PLA and pitch control.
In this region the reduction in pitch is slower and the
reapplication of PLA is limited by the propeller thrust
constraint.

(4) The fourth region (24 to 25 seconds) represents a
period where PLA is briefly limited to prevent the
power turbine inlet temperature from exceeding its
constraint of 1530r.

(5) The final transient region (25 seconds and beyond) is
characterized by PLA at it's limit of 113.5 degrees and
propeller pitch being controlled to maximize reversing
thrust while not exceeding the power turbine torque
constraint. Additional reductions in pitch (toward
full astern) would yield additional reversing thrust

but would cause the power turbine torque to exceed its
constraint.

(6) When the final astern operating condition is reached,
the propeller pitch and PLA will be reduced -48.7% and
92.9 degrees, respectively.

In summary, this and other idealized control reversals share
the following basic characteristics: (a) initial rapid reversal
of pitch and reduction of power, (b) gradual reapplication of
power soon after thrust direction reverses, (c) very slow
continuation of pitch reversal for the last phases of pitch
stroke, and (d) continuation of power increase limited by the
constrained parameters.

7. COARIM 0O 80 WPiNG SC LSRZO UDZR XDEALIZZD, PRACTICAL,
AND TZPIcaL CTROL hLO03XTIB

For the reversals considered, each was simulated with
idealized control, practical control, and typical control. Each
of those maneuvers is presented in this section. Typical control
presented in this section assumes a 30 second pitch stroke time,
section 8 addresses the effect of a 24 second pitch stroke time.

7.2 Oe eaice t9 sbaft oa& back

Idealized, practical, and typical control are compared for a
one engine per shaft crash back in Figure 5. Practical control
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is intended to approximate idealized control but demonstrate

sensitivity in stopping performance to small deviations from

idealized control. Although the differences in commands are

significant for much of the maneuver, there is little effect on

overall system performance. Thus, it is seen that the concepts

found with the idealized control system need not be implemented

exactly to realize the available stopping improvements.

Direct comparison of idealized control with 
typical control

reveals no significant difference exists for the first 10

seconds. However, typical control delays reapplication 
of power

until pitch has reversed while idealized control 
reapplies power

much sooner. The additional delay in power reapplication 
is not

needed because the ahead ship speed shifts the 
point of minimum

torque load to be well above zero pitch. The difference between

idealized and typical becomes greater when the typical control

pitch reaches full astern; this is because the full astern pitch

yields higher torque values which force a lower 
PLA and therefore

reduces reversing thrust. Recall that the idealized control

system controlled pitch to limit torque (rather than controlling

PLA to limit torque) thereby allowing higher speeds and higher

power application resulting in greater reversing thrust.

maneuvering performance is summarized in Table 2. 
Briefly,

the idealized control offers a reduction in stopping 
distance of

20.4% compared to typical control. Practical control offers an

18.5% reduction.

7.2 to nai e Pat shaft crash bagk

Idealized, practical, and typical control are compared 
for a

two engine crash back in Figure 6. As with the one engine per

shaft crash back, the practical control algorithm yielded

essentially the same performance as the idealized control

algorithm. Thus, it is again seen that the concepts found with

the idealized control system need not be implemented exactly to

realise the available stopping improvements.

Direct comparison of idealized control with typical control

indicates the same general characteristics observed with 
the one

engine per shaft crash back hold for the two engine per shaft

crash back. However, for the one engine typical control case the

limiting factor was power turbine torque, while propeller 
torque

is the limiting factor for the two engine per shaft case. In

addition, the typical control did not successfully limit thrust

4.317



d.MW M o u144 6

a; 14W ; :4

M~m~i z.* i1

te-i 000. MOb ' 00 40 W . A

In w 0.

a aj
a 00

~~~ N..4 .4 .. 4.4 44412N
44 4 44 4 44 0 44 no4

0 *
-. 0 . Uc

um u 44

U e N 4~

aa a

00

03 4

OH ~ .4 0-4 4. am

.- 040044 0400 04400 .00 C.~

b4 100

MOO4. Coco44 oce aco

sags ~ ~ ~ ~ m 044 4% 210 01a

4.3184



9WI1006M 900110 9WI0012

IVIA

J iLL

. .....-...--------

.. //
10 30_ _ _ _

-So . __ __

90 2 \. .

0 5

2 10 '-hi 30 30 40 50 6

TThaat
Fiur 6. IdaiedC rciclTd Tpcl)oto

Two Enie0e hatCahBc

4..... . 39



to be within the allowable thrust constraint; thus, typical
control actually violated the limits imposed on the idealized
control case. If the idealized control system were allowed
higher thrust loads, some small additional performance
improvements could be expected.

Table 2 indicates the idealized control offers a reduction
in stopping distance of 16.2% compared to typical control.
Practical control offers a 14.9% reduction.

7.3 One enaine per shaft orash forward

Idealized, practical, and typical control are compared for a
one engine per shaft crash forward in Figure 7. As with the
crash back maneuvers, the idealized and practical control
algorithms yield essentially the same system performance.

Direct comparison of idealized control with typical control
reveals similar performance only for the first 11 seconds,
thereafter, the idealized control system demonstrates much faster
reversing characteristics without exceeding the predefined
constraints. There are two primary reasons for this difference.
First, the typical control system does not reapply power as soon
as possible, and when it is reapplied, it is applied at a slow
rate corresponding to the gradual increase in propeller pitch.
Second, typical control increases pitch to full ahead relatively
quickly thereby causing torque loads to be at their limit without
attaining the high levels of thrust achievable with less
propeller pitch. These characteristics are also seen in the
other maneuvers.

Table 2 indicates the idealized control offers a reduction
in stopping distance of 34.2% compared to typical control.
Practical control offers a 29.9% reduction.

7.4 Two enaine per shaft crash forward

Idealized, practical, and typical control is compared for a
two engine per shaft crash forward in Figure 8. AS with the one
engine per shaft crash forward, the practical control algorithm
yielded essentially the same performance as the idealized control
algorithm.

Direct comparison of idealized control with typical control
indicates the same general characteristics observed with the one
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engine per shaft crash forward hold for the two engine cr;h
forward.

Table 2 indicates the idealized control offers a reduction
in stopping distance of 27.0% compared to typical control.
Practical control offers a 20.5% reduction.

S. ATTAINBLE IMROVMUT IN TYPICAL CONTROL ALGORXT! BY
D3CRZASNG PROPMLLR XPTCH STROXU TIN

One reason the typical control algorithm yields slower
stopping performancq is the slower pitch stroke rate. Although
the idealized algorithm indicates a slow pitch stroke rate is
desirable for the final portions of a :eversal, a faster rate can
be used to quickly reverse the direction of thrust during the
first few seconds of a reversal. The initial portion of a
reversal is critical because the relatively high ship speed
translates into substantial distance traveled.

To quantify this difference, additional maneuvers were
simulated using the typical control algorithm with a 24 second
pitch stroke time. Figure 9 compares typical control with both
24 and 30 second pitch stroke times to idealized control for the
two engine per shaft crash back. Although a 9.7% improvement in
stopping distance can be realized using the faster pitch stroke
rate with typical control, the peak thrust increases to be 13.3%
above the constraint value. This is compared to a 16.2%
improvement in stopping distance realized through idealized
control which does not suffer this increase in peak thrust.
Table 2 summarizes the peak thrust values and stopping distances
for idealized control and typical control with 24 and 30 second
pitch stroke times.

While faster pitch stroke rates yield substantial reductions
in stopping distance, the increase in peak thrust load is
significant. Therefore, it may not be possible to implement
faster pitch stroke rates without corresponding improvements in
the control algorithm to limit peak thrust. Alternatively, if
the thrust bearings can withstand the increased thrust loads, the
faster pitch stroke rate may be beneficial.
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9. S3UNMRY Na D CONCLUSIONS

(a) The concept of the idealized control system provides a
useful tool for control system designers to improve
stopping performance without increasing peak machinery
loads. By simulating the idealized control system
actions the designer can determine the desired
transient characteristics of power and propeller pitch
commands. Then, the control algorithm can be designed
with the knowledge of the idealized control system
response. Although this paper addresses a gas turbine
controllable pitch propeller machinery system, the
technique can be applied to other types of machinery
systems.

(b) Potential reductions in stopping distance relative to
typical control systems in use today are significant.

--- 20.4% reduction for one engine per shaft
crash back.

--- 16.2% reduction for two engines per shaft
crash back.

--- 34.2% reduction for one engine per shaft
crash forward.

--- 27.0% reduction for two engines per shaft
crash forward.

These reductions can be realized through modifications
to the control algorithm without increasing peak
machinery loads. However, these algorithms must be
developed to control the system loads to correspond to
different system constraints during each portion of the
maneuver as indicated in figure 10.

(c) Although the idealized control algorithm provides a
specific transient for ordered PLA and ordered
propeller pitch, the sensitivity of ship performance to
variations in these commands is relatively small.
Thus, it is not necessary to exactly reproduce the
idealized control commands to realize nearly all of the
available improvement in stopping distance. For
example, for each degree PLA is below its idealized
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level, a degradation of only four feet in stopping
distance is seen for the one engine per shaft crash
back.

(d) The idealized control system algorithm indicates the
propeller pitch should be reduced as quickly as
possible for the initial phases of a reversal.
However, after about two-thirds of the pitch stroke,
additional pitch stroke should take place very slowly
and should be controlled in a manner to yield a high
rotational speed while operating at or near the torque
constraint. The exact characteristics are dependent on
the specific ship application.

(e) Although not presented herein, the idealized control
system concept has been applied to acceleration
maneuvers; similar improvement potential was found.

(f) The stopping distance observed with typical control can
be reduced significantly by simply reducing the pitch
stroke time. However, peak propeller thrust loads show
a significant increase which may exceed thrust bearing
limits.
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1. ABSTRACT

This paper presents analysis problems experienced with controllable pitch propellers
during Performance and Special Trials conducted for Naval Sea Systems Command (NAVSEA)
by the David Taylor Research Center (DTRC). The effects of propeller pitch on ship's powering
is documented with full scale trials data. Also included is data showing that ships being deliv-
ered to the U.S. Navy with controllable pitch propellers are not developing full power at, what
the feedback control system indicates, is design propeller pitch. The controllable pitch propeller
system is briefly described. The method currently used by DTRC to measure and calibrate pro-
pellet pitch prior to a sea trial is presented. Next, a discussion of how the propeller pitch
changes without the feedback control system changing is presented. Finally, the paper closes
with a recommendation for incorporating accurate in-hub pitch sensors in future U.S. Navy
ships.

2. INTRODUCTION

This paper presents an examination of the controllable pitch propeller system currently
installed on many U.S. Navy ships and its effect on ship's powering. Propeller pitch is not accu-
rately portrayed due to inherent problems in currently used controllable pitch propeller systems.
Propeller pitch can vary, without the feedback control system sensing any change due to tem-
perature variations in the propeller system and shaft compression due to propeller shaft thrust.
Therefore, propeller pitch is inaccurately indicated.

David Taylor Research Center (DTRC) conducts Performance and Special Trials for
Naval Sea Systems Command (NAVSEA) on the lead ship of each class of ship built for the
U.S. Navy. Propeller pitch has a very significant effect on ship's propeller rpm and propeller
shaft torque and a smaller effect on ship's power and thrust. These factors are interrelated.
At maximum design horsepower, the shaft rpm, shaft torque and propeller pitch should attain or
be very close to design. This has not proved to be the case. In order to attain design horsepower
the propeller(s) have to be operated at a greater than design pitch. This would seem to indicate a
hydrodynamic problem such as a mismatch of the propellers and hulls.

DTRC also participates in Builders and Acceptance Trials (BT and AT) on most new
ships built for the Navy, supplying personnel, torsionmeters, and rpm counters as Government
Furnished Eqluipment (GFE) to determine shaft torque, shaft rpm, and shaft horsepower during
the required full power demonstration. It has been our experience over recent years that the
majority of the ships being delivered to the U.S. Navy with controllable pitch propellers are not
developing full power at design propeller pitch as indicated by the feedback control system.
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On some of the systems, the propeller rpm is programmed to be reduced during maneu-
vers to prevent overtorquing of the propeller shaft. This results in nonstandard turning maneu-
vers and impacts the analysis and comparison of turning circle parameters.

The paper begins with a discussion of the effects of propeller pitch on ship's powering.
This provides data showing that propeller shaft torque and shaft speed will move in opposite
directions from each other (as one increases the other will decrease) as propeller pitch changes.
This section of the paper will also present a discussion of ships which were not able to achieve
design full power at design pitch, as well as the effect of propeller pitch on tactical circles. The
paper then provides a description of the controllable pitch propeller system, currently installed
on U.S. Navy ships, on which DTRC has conducted trials. The method currently used by DTRC
to measure and calibrate propeller pitch prior to a trial is then discussed. This method has been
developed in recent years to help account for the inherent temperature and thrust problems in
determining the propeller pitch. Next, a discussion is presented on the insen-sitivity of the feed-
back control system to changes in propeller pitch due to temperature variations in the propeller
shaft system and propeller shaft compression due to thrust Finally, the paper will close with a
recommendation for incorporating accurate in-hub pitch sensors in future U.S. Navy ships.

3. EFFECT OF PROPELLER PITCH ON SHIP POWERING CHARACTERISTICS

The effects of propeller pitch on a ship's powering characteristics, the inability to make
design full power at design pitch, and the effect of propeller pitch on tactical circle trials are dis-
cussed in the following section of the paper. The first part of the section discusses the effect that
propeller pitch has on ship powering characteristics as portrayed by data from seven ship trials.
A discussion of the ships' inability to develop design full power at design propeller pitch will
follow. Finally, the effect of the controllable pitch propeller system on conducting tactical circle
trials is presented.

3.1. Propeller Pitch Effects on ShiV Poweridg Characteristics

Propeller pitch has a significant effect on the powering characteristics of ships. This is
videi, d in the family of curves presented in Figures 1 through 7, and the data tabulated in

fobl#. 1 and 2. Each of the figures presents propeller shaft rpm, propeller shaft torque, and shaft
horsepower as a function of ship speed for three separate nominal propeller pitch conditions:
Under Design, Design, and Over Design. Two of these figures, Figures I and 4 also include pro-
peller thrust curves. All of the data presented in these figures were collected during Naval Sea
Systems Command Performance and Special Trials conducted by the Center. These trials are
documented in references 1 through 6. The trials were conducted on a number of different ships,
FFG 7, FFG 36, LSD 41, CG 49, ARS 50, MCM 1, and T-AO 193. They include single screw
gas turbine propulsion, twin screw gas turbine propulsion, and twin screw diesel propulsion.
The ships range in size from the MCM 1 displacing 1,290 tons to the T-AO 193 displacing
39,700 tons.

As can be seen in these figures, increasing propeller pitch beyond Design (100%) pitch
results in an increase in propeller shaft torque, a decrease in propeller shaft rpm, an increase in
propeller thrust (on one trial), and essentially no change in shaft horsepower for a constant ship
speed. Decreasing propeller pitch below Design (100%) pitch results in a decrease in propeller
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shaft torque, an increase in propeller shaft rpm, a slight decrease in propeller thrust (on one
trial) and, in most trials, no change in shaft horsepower. However, on two of the trials, the FFG
7 and FFG 36, where there was a large change in propeller pitch (20%), an increase in shaft
horsepower for a constant speed was observed. Table I presents representative data taken from
these figures at the top speed which was common to all three pitch conditions. Table 2 lists ship
trial measurement accuracies for trial data included in the paper.

Table 1. Effect of propeller pitch on ship powering characteristics.

Ship
Speed Pitch Torque SHP Thrust

Ship (It) (%) rpm (lbf-ft) (hp) (lbf)

FFG 7 26.25 80 178.2 674,900 22,900 190,500

100 150.0 726,000 20,730 193,000

120 131.0 843,000 21,030 212,000

FFG 36 26.50 80 179.8 701,200 24,010 -

100 152.5 785,000 22,790 -

120 135.5 870,000 22,450 -

LSD 41 22.15 93 164.8 773,900 24,280 -

98 158.5 802,000 24,200 -

103 154.5 821,000 24,150 -

CG 49 29.95 91 169.7 1,997,600 64,550 509,700

98 162.0 2,040,000 62,920 509,700

102 156.0 2,110,000 62,670 509,700

ARS 50 12.95 91 147.8 94,000 2,650 -

100 134.1 97,000 2,480 -

107 126.0 103,000 2,480 -

MCM 1 12.95 90 178.0 46,000 1,560 -

100 167.5 49,900 1,590 -

119 151.2 55,900 1,610 -

T-AO 193 21.65 97 96.0 1,568,600 28,670 -

100 93.1 1,640,000 29,070

108 89.0 1,715,000 29,060 -
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Table 2. Measurement accuracies.

MeigeetSource ACQUOU

Steady Ship Speed Pulse-Radar System ±0.05 kn

Shaft Torque Deflection Sensor ±1.5% Full Scale

Shaft Torque* Deflection Sensor ±2.2% Full Scale

Shaft Speed Infrared Light Sensor ±0.5 rpm

Shaft Thrust Load Cells ±3% Full Scale

Propeller Pitch Ship's Indicator ±2% of Design
* MCM 1 data only.

It should be emphasized that the percent pitch values presented in the figures are nomi-
nal values, since they do not reflect adjustments due to thrust compression and temperature
changes. The importance of these factors will be explored later in this paper. However, since all
of the measurements on a particular trial are made with the same equipment, and under the
same trial conditions, the relative change in pitch and its effect on the powering parameters is
considered meaningful. Table 3 summarizes the percent change in rpm, torque, shaft horsepow-
er, and thrust for a change in propeller pitch at a constant ship speed. Typically a 1% change in
propeller pitch can result in approximately a 1% change in rpm and a 0.5% change in torque.
On one trial, a 0.5% change in thrust for a 1% pitch change was observed. On two of the trials,
a 0.5% change in shaft horsepower for a decmae of 1% in pitch was observed. Very small
changes in propeller pitch have a direct impact on powering characteristics as shown. There-
fore, the importance of being able to accurately determine propeller pitch cannot be overempha-
sized. This is especially true when taking into consideration model predictions of full scale
performance, and full scale/model correlations, where small percentage differences in torque,
rpm. and power are very important.

Table 3. Percentage change in ship powering characteristics at a constant ship speed.

Percent
Change Percent Percent Percent Percent
in Pitch Change in Change in Change in Change in

Ship from Design rpm Torque Power Thrust

FFG 7 -20 +19 -7 +10 -1

+20 -13 +16 +1 +10

FFG 36 -20 +18 -11 +5 -

+20 -11 +11 -1
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Table 3. (Continued)

Percent
Change Percent Percent Percent Percent
in Pitch Change in Change in Change in Change in

Ship from Design rpm Torque Power Thrust

LSD 41 -5 +4 -4 0

+5 -2 +2 0

CG 49 -7 +5 -2 +2 0

+4 -4 +3 0 0

ARS 50 -9 +10 -3 +7

+7 -6 +6 0 -

MCM 1 -10 +6 -8 -2 -

+19 -10 +12 +1 -

T-AO 193 -3 +3 -4 -1 -

+8 -4 +4 0 -

3.2. Design Full Power and Design Propeller Pitch

A recurring problem observed on ships with controllable pitch propellers is the inability
to develop design full power at design (100%) propeller pitch. Table 4 is a summary of the full
power data recorded during the Performance and Special Trials on the previously discussed
ships. The table includes the design ipm, torque, and shaft horsepower for each ship. The shaft
horsepower developed at the nominal design pitch (100%) is presented as a percentage of de-
sign shaft horsepower. For comparison purposes, the pitch closest to the design propeller pitch
of 100% is designated as the nominal design pitch. The nominal design pitch and the pitch at
maximum power observed are corrected for temperature variations in the propeller system and
for propeller shaft thrust compression, with the exception of FFG 7 and FFG 36 data. As can be
observed in the table, none of the ships tested reached design full power at design pitch, al-
though the FFG 36 was within 1.3%. Also included in the table is the maximum power ob-
served during the trial and the corresponding pitch. The maximum power observed on two of
the ships, ARS 50 and CG 49, occurred at off design pitches of 107% and 108%, respectively,
with the ARS 50 actually reaching full power at this condition. It should be pointed out, howev-
er, that if this had been a fixed pitch propeller, the ARS 50 would only have delivered 84% of
design full power.
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3.3. Controllable Pitch Proptllers and Tactical Circles

A situation which occurred during the trials on the CG 49 is indirectly related to propel-
ler pitch and powering characteristics. The CG 49 automatic control mode is programmed so
that propeller rpm is reduced during high speed and high rudder angle turns, to prevent overtor-
quing of the propeller shaft. This results in a greater reduction of speed in a turn when com-
pared to other slower speed, lesser rudder angle turns. This can be observed in Figure 8 where it
can be seen that the flank speed run with full rudder does not fall on the curve. Standard fixed
pitch tactical trials are conducted with hands off the engine controls, and typically result in
reduced rpm, increased torque, and constant power during the maneuvers. In the case of most
controllable pitch systems, when in the automatic mode, the propeller pitch and rpm are held
constant in the turn, resulting in an increase of power during the maneuvers as the propeller
shafts torque up. This makes the comparison of turning maneuvers from ship to ship and from
full scale to model, more difficult.

4. CONTROLLABLE PITCH PROPELLER SYSTEM

The controllable pitch propeller system that is on the ships discussed in this paper is
manufactured by the Bird-Johnson Co. The system is made up of three integrated systems:
mechanical, hydraulic, and electrical. This section of the paper is broken into a description of
each of these systems. The mechanical system of the propeller will be discussed first. This will
be followed by a discussion of the hydraulic oil system. Finally, the electrical control system
will be discussed.
4.1. Mechanical System

The mechanical system of the propeller can be broken down into three general compo-
nents: the oil distribution (OD) box, the valve rod, and the hub. A schematic showing the con-
trollable pitch propeller mechanical system with these three components can be seen in
Figure 9.

The OD box is forward of the main reduction gear and it houses the auxiliary servomo-
tor. It also has a local pitch indicator where the propeller pitch is mechanically displayed. This
mechanical display is directly proportional to the position of the auxiliary servomotor in the OD
box. The purpose of the OD box is two-fold: (1) it controls the valve rod by the positioning of
the auxiliary servomotor, and (2) it allows the working fluid to pass into the system.

The heart of the system is a long hollow steel tube called the valve rod. This rigid and
continuous rod is inside the propeller shaft and it extends from the OD box all the way into the
hub. The valve rod has the auxiliary servomotor attached to its forward end and the valve pin
attached to its aft end. The valve pin on the aft end of the valve rod rides inside a valve liner
which is housed in the hub servomotor. The purpose of the valve rod is to mechanically trans-
late the propeller pitch signal at the OD box into a blade setting at the hub.

The hub consists of the mechanical linkages which cause the propeller blades to rotate to
various pitch positions. A more detailed schematic of these components, as well as arrows that
designate directions of motion, is shown in Figure 9. These components include the hub servo-
motor, sliding block, crank ring, and propeller blade. The workhorse in this part of the system is
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the hub servomotor. The hub servomotor consists of a piston and crosshead which are rigidly
attached to each other. The cross head is slotted with each slot corresponding to a particular pr-
peller blade. A sliding block rides in each slot. The sliding blocks have circular holes in their
centers where the pin of the crank ring sits. The propeller blades are firmly bolted to their
respective crank rings. The purpose of the hub servomotor, along with its associated hub hard-
ware, is to physically move the propeller blades to a particular position.

The mechanical system moves the propeller blades in the following mamer. The auL-
iary servomotor is moved along the axis of the propeller shaft (axially) to a specific position and
is held fast. This axial movement displaces the entire valve rod and valve pin an equal amount
of distance. In the hub, when the position of the valve pin changes relative to the valve liner, the
working fluid is ported to either side of the piston of the hub servomotoL This causes the piston
to move axially. Since the hub servomotor is a rigid body, as the piston moves axially, the cross-
head is equally displaced. Displacement of the crosshead causes axial and perpendicular move-
ment of the sliding blocks. Movement of the sliding blocks causes the crank rings to rotate
which in tun rotates the propeller blades to various positions. Therefore, axial displacement of
the auxiliary servometer is translated into rotational movement of the propeller blade via the
valve rod and hub components.

It is important to note that the movement of the auxiliary servomotor will cause the hub
servomotor to move. However, the hub servomotor is free to move independently of the auxil-
iary servomotor. This phenomena will be discussed later in the paper.

The working fluid of the controllable pitch propeller system is hydraulic oil. There are
four main parts to this hydraulic oil system: the hydraulic oil sump, the Hydraulic Ol Power
Module (HOPM), the OD box, and the shaft and hub. The oil in the sump is heated to a nominal
operating temperature in the range of 100*F to 130*F. From the sump, the oil is pumped to the
HOPM where it is separated into two individual flows: the main servo oil and the auxiliary ser-
vo oil. The main servo oil flow is a larger volume and a higher pressure than the auxiliary servo
oil flow.

The main servo oil flows constantly through the system. It flows from the HOPM to the
aft end of the OD box and then inside the valve rod and down the shaft. At the hub servomotor,
the oil is ported to either side of the piston depending on the position of the valve pin and liner.
This oil controls the position of the hub servomotor piston which subsequently controls the
position of the crosshead. The return oil flows back to the sump between the propeller shaft and
the valve rod. However, the main servo oil does not affect the position of the auxiliary servomo-
tor in the OD box.

The auxiliary servo oil flows from the HOPM to the forward end of the OD box via an
electro-hydraulic servo valve and then back to the sump. This oil controls the position of the
auxiliary servomotor in the OD box.
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4.3. Elecrical System

The electrical system of the controllable pitch propeller is a feedback control system.
The command signal is initiated in dhe control system and is the signal which represents the
ship's ordered pitch. The feedback signal comes from the linear potentiometer which is con-
nected to the auxiliary servomotor at the local pitch indicator. The feedback signal represents
the position of the auxiliary servomotor in the OD box. The command signal is continuously
compared to the feedback signal. When the signals are different, oil is ported to the necessary
side of the auxiliary servomotor to move it to the position where the feedback signal and the
command signal are equal. When the two signals are equal, the auxiliary servomotor is hydrau-
lically locked into place.
S. DETERMINING PROPELLER PITCH

This section of the paper will discuss the methods and science involved in determining
the propeller pitch. It is divided into two sections. The first section, Physical Pitch Measure-
ments, describes the measurements of the blades relative to the propeller shaft. The Calibration
section describes the various pitch settings and temperatures which are necessary to determine a
detailed propeller pitch calibration.
5.1. Physical Pitch Measurements

For Performance and Special Trials the pitch/voltage relationship of a controllable pitch
propeller is determined prior to the trial. This entails the physical measurement of the position
of the propeller blades with respect to a plane normal to the axis of the propeller shaft and the
recording of the voltage indicated by the control system. The axial distances from the plane to
the leading and trailing edges of each blade at 70% of the radius are measured. The difference
between the two measurements is called the axial distance (d) between the leading and trailing
edges. The ratio of the axial distance (d) to the blade chord length at the 70% radius (c) is the
sine of the pitch angle as shown in Equation 1.

1'= sin- (1)
C

Where 1 Pitch angle in degrees
d = Axial distance between the leading edge and the trailing edge of the

propeller blade at the 70% radius in inches
c - Blade chord length at the 70% radius in inches.
The pitch angle (0 ) calculated in Equation 1 iz entered into Equation 2 to calculate

the propeller pitch at the 70% radius.

P = 2x (0.70R) tan (2)

Where P - Propeller pitch at the 70% radius in feet
R - Propeller radius in feet
0 = Pitch angle in degrees.

The ratio of this propeller pitch to the design pitch yields the percent propeller pitch.
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The device used to make the axial distance measurements was designed and fabricated
by DTRC. It is shown attached to the hub in the schematic depicted in Figure 10. It can be fas-
tened to the propeller hub in drydock, or by divers when the ship is waterbome. The device con-
sists of a hub adaptor plate which is firmly fastened to the aft end of the hub. A flange is bolted
to the hub adaptor plate. The rotating piece is bolted to the flange. From this rotating piece, an
arm extends perpendicular to the propeller shaft. The long rigid measuring rod slides in a small
bracket which is attached to the arm at the 70% radius of the propeller. The measuring rod is
parallel to the shaft.

The propeller is calibrated at several different pitch settings. At each pitch setting,
measurements are taken on all the blades. These measurements are then averaged to yield an
average axial distance for that particular pitch setting. This axial distance is used in the above
equations to calculate propeller pitch and the percent propeller pitch at each setting. Several
marks are normally scribed on the propeller hub and blades. These scribe marks correspond to
pitch settings of Full Ahead, Design (100%), Centerline, and Full Astern. Pitch measurements
are taken at these pitch settings and any others which might enhance the calibration. Only the
pitch/voltage relationship for the ahead pitch settings are used in the calibrations. Figure 1l
shows a pitch/voltage curve developed during the USS WHIDBEY ISLAND (LSD 41) star-
board pitch calibration. It should be noted that this calibration is conducted in a zem thrust con-
dition. The consequences of this condition will be discussed in a later section of this paper.

The hydraulic oil in the system operates at a nominal design temperature which is sub-
ject to variations. These variations will be discussed later in the paper. It is desirable to calibrate
for at least three different hydraulic oil temperatures so that pitch readings taken during sea
trials can be corrected for oil temperature variations encountered during the trial. The primary
or baseline calibration temperature used is one which is representative of the design operational
temperature. The other two calibration temperatures are preferably at least 100F greater and
10OF less than the design operational temperature.

An example of the USS VINCENNES (CG 49) propeller pitch calibration with temper-
ature variations is shown in Figure 12. The plot shows that for a constant signal in the control
system, a colder temperature shows an increase in propeller pitch and a warmer temperature
shows a decrease in propeller pitch.

6. PHENOMENA WHICH AFFECT PROPELLER PITCH

As implied earlier, propeller pitch should be directly related to the voltage as seen in the
control system by the pitch feedback signal. This is not true. When the command signal and
feedback signal are equal, the auxiliary servo is hydraulically locked in place. Thus, the pitch is
electrically fixed. However, the actual pitch of a controllable pitch propeller is affected by two
factors: the temperatures of the individual sections composing the propeller system and the
compression of the shaft due to propeller thrust. Each factor may change the position of the
valve liner with respect to the valve pin in the hub and hence the propeller pitch.
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6.1. Temperaure Considerations

The propeller pitch system operates with the hydraulic oil at a nominal operating tem-

perature. The system is also calibrated at this temperature. However, the system temperature

can change over time depending on such variables as the hydraulic oil sump heater location,
seawater flowing around the shaft and hub outside of the ship hull, ambient temperatures in the

compartments where the shafting is located, different cross-sectional areas of shafting, heat
from line shaft bearings, and other phenomena. If the system temperature is significantly differ-
ent from the nominal design operating temperature, the pitch indicated by the feedback signal at

the OD box is not the true pitch of the propeller. The actual pitch is affected by the sum of the

thermal expansions or contractions seen by the propeller shaft and valve rod.

Thermal expansions or contractions of the valve rod occur in the hub because the auxil-

iary servomotor on its forward end is hydraulically locked into place in the OD box. Therefore,
linear displacements of the valve rod due to thermal expansion or contraction will cause the hub

servomotor to move which will change the propeller pitch. Since the ship's ordered pitch has
not changed and the auxiliary servomotor is fixed in place, the command signal and the feed-

back signal will be constant and equivalent. Hence, the pitch indicator will read the ship's
ordered pitch which will be a constant value, when in actuality the pitch of the propeller has

physically changed at the hub. An increase in system temperature relative to the calibration
temperature, will cause a decrease in propeller pitch. Similarly, a decrease in system temper-
ature relative to the calibration temperature will cause an increase in propeller pitch.

It is rather improbable that temperature is or will be monitored in all sections of the
shafting (inside or outside of the ship's hull) to develop a picture of how oil temperature affects
the relationship between propeller shaft and valve rod in individual locations. In lieu of individ-
ual section analysis of this relationship, an overall nominal propeller pitch system temperature
is developed based on the average of the hub servo oil temperatures. The temperatures of the oil
before it enters the OD box and before it enters the sump are used.

From Figure 12, it can be seen that a one degree change in the overall average tempera-
ture of the hydraulic oil system will cause a 0.3% change in propeller pitch on the CG 49. This
figure shows that, when the command signal and feedback signal are equal, a hydraulic oil
temperature cooler than the nominal operating temperature will yield a greater ahead pitch on
the propeller. Therefore, propeller pitch data often have to be adjusted for these temperature
variations.

6.2. Propeler Thrust/Shaft Compression Considerations

A direct consequence of the propeller developing thrust is a decrease in propeller pitch.
The thrust force is not transmitted to the valve rod housed within the propeller shaft and hub.
The thrust generated by the propeller will cause the propeller shaft and hub to compress while
the valve rod remains fixed in place. This will cause propeller pitch changes. Since the valve
rod is fixed, the electrical system will be constant. However, the mechanical system at the hub
will move. This results in the pitch being decreased. The following discussion gives the equa-
tions and an example of how thrust changes propeller pitch.
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The thrust developed by the propeller of a ship underway results in a compression force
on the shaft. This force causes the shaft to compress an amount that can be calculated by using
Equation 3.

N

6 = T/E x L/A (3)

where 6 = Propeller shaft compression in inches
T = Propeller shaft thrust in pounds
L = Propeller shaft length in inches
A = Propeller shaft cross-sectional area in square inches
E = Modulus of elasticity in pounds per square inch

This equation shows that the compression is directly proportional to the thrust. It is also depen-
dent on shaft length, cross-sectional area, and shaft material.

WHIDBEY ISLAND (LSD 41) is an example of a multiple shaft ship having varying
shaft lengths. Table S lists the various shaft sections, their lengths, outside diameters, inside
diameters, cross-sectional areas, modulus of elasticity, and length to area ratios. The individual
length to area ratios were summed to yield a total length to area ratio of 21.8 in' and 34.8 in-
for the port and starboard shaft, respectively. The modulus of elasticity of the shaft material is
30,000,000 lb/in2.

Table 5. USS WHIDBEY ISLAND (LSD 41) propeller shaft characteristics.

Port Starboard

Shaft Sections, Type I

Length, in. 1,006 2,061

Outer Diameter, in. 13.75 13.75

Inner Diameter, in. 9.25 9.25

Cross Sectional Area, in 2  81.3 81.3

Summation of length/area, in"1  12.4 25.4

Shaft Sections, Type II

Length, in. 1,444 1,444

Outer Diameter, in. 18.75 18.75

Inner Diameter, in. 12.50 12.50

Cross Sectional Area, in 2  153.4 153.4

Summation of length/area, in- 9.4 9.4

Total of length/area, in" 21.8 34.8

E, modulus of elasticity, lbf/m2  30.0 x 106 30.0 x 106
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No thrustmeter was installed for the WHIDBEY ISLAND (LSD 41) Performance and
Special Trials. Based on the full scale shaft horsepower, model powering test data show that for
a total shp of 28,300, a thrust of 138,700 lb is generated per shaft.

The maximum shaft thrust will cause the largest compression. The maximum shaft
thrust Cmx) for WHIDBEY ISLAND is 138,700 lb. This thrust value was used to determine
the maximum shaft compressions of 0.101 in. and 0.159 in. for the port and starboard shafts,
respectively.

The shaft compression in inches can be related to a change in percent pitch. This is
accomplished by taking measurements on the local pitch indicator on the OD box. These
measurements show that the control rod moves 0.7188 in. for pitch changes between 90% and
110%. This information is used in Equation 4 to determine the maximum amount of pitch
change due to the shaft compression.

PCmax -6 max X PCR( 4)
m

where PCn. = Maximum propeller pitch change in percent

6 max = Maximum propeller shaft compression in inches
(from Equation 3)

PCR = Propeller pitch range in percent
m = Movement of valve rod in inches.

The maximum amount of pitch change was determined using Equation 4. The pitch real-
ized was a 4.4% decrease for the starboard propeller and a 2.8% decrease for the port propeller.
The preceding examination of the change in propeller pitch due to thrust is shown mathemati-
cally in Table 6.

Table 6. USS WHIDBEY ISLAND (LSD 41) pitch change due to shaft compression.

Maximum Shaft Compression

N
Equation 3. 6 = Tm.,/E X Li/A

i-1

Port Starboard

N

L,/Aj = 21.8 in-4  34.8 in"1
/=1

E = 30,000,000 lbfm2  30,000,000 lb/n 2

N
1/E x Li/A= 7.272 X 10 - in/lb 1.146 X 10- 6 in/lb

TMOX = 138,700 lb 138,700 lb

dmax = 0.101 in. 0.159 in.
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Table 6. (Continued)

Maximum Pitch Change Due to Maximum Thrust
PCR

Equation 
4 . PC.. = d m 

Port Starboard

Ma. 0.101 in. 0.159 in.

PCR= 110% -90% = 20% 110% - 90% = 20%

m= 0.7188 in. 0.7188 in

PCmax = 2.8% 4.4%

The determination of pitch change due to thrust is a very dynamic process. The amount

of pitch reduction changes as the ship speed increases or decreases. As mentioned earlier in the

paper, the initial pitch calibration is done pierside and does not reflect the contribution thrust

has on propeller pitch. Without thrustmeter measurements, it is almost impossible to provide a

reliable indication of the actual pitch seen at the propeller. Most ships are not instrumented for

thrust and as in the case of the WHIDBEY ISLAND, model powering data had to be utilized to

characterize the thrust. Full scale trial results are used to refine the model prediction process and

consequently, full scale and model data predictions/results are not necessarily always in agree-

ment. Propeller pitch data should reflect the changes due to thrust.

7. CONCLUDING REMARKS

This paper addresses the effects of propeller pitch on a ship's powering characteristics,

the inability to attain design full power at design pitch, and the effect of propeller pitch on taci-

cal circle trials. It explains how the controllable pitch propeller system operates and includes a

description of the method DTRC currently uses in determining propeller pitch. A discussion of

how propeller pitch changes due to temperature variations in the propeller pitch system and

shaft compression due to thrust is presented. Coupled with the insensitivity of the feedback con-

trol system to these changes in pitch, it is evident that a reliable, accurate in-hub pitch sensing

device should be required for all ships equipped with controllable pitch propellers built for the

U.S. Navy.

The Center recommended the incporation of such a device in the early stages of the

design process on the ARLEIGH BURKE (DDG 51) Class destoryers, and this ship will deliver

shortly with an in-hub pitch sensor. The authors look forward with anticipation to the Perform-

ance and Special Trials of the ARLEIGH BURKE. Hopefully, we will be able to more accurate-

ly determine the actual pitch of the propeller, and its resulting effect on the propulsion charac-

teristics of this new class of destroyer.
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1. ABSTRACT

This paper deals with a model of a large scale man-machine
system. In general this implies a multifunction, multicrew process,
implying interrelated subsystems. In the paper it is assumed that
only the subsystems are interrelated. For this reason human opera-
tors have to estimate the state of their own subsystem and of all
pertinent other subsystems, and the relationships between them. This
nonlinear filter problem is solved by means of linearized and ex-
tended Kalman filters. Based on these estimates, human operators
control their own subsystem and decide and react to avoid unaccepta-
ble subsystem interference.

The model is applied to the concrete problem of vessel traffic
control. This implies a number of ships in a confined area. The
navigation of each ship is based on a planned route. In addition,
collision avoidance is modelled. This involves perception, (non-
linear) estimation, decision making and standardized control. Also
the supervising role of a vessel traffic service is considered.

2. INTRODUCTION

Many maritime design and operational problems involve the human
navigator and helmsman. Therefore, it is necessary to include the
relevant human factors in the study of these problems. Typically, it
concerns a complex large scale process consisting of many variables
such as ship dynamics, environmental variables (visibility, distur-
bances), navigational aids, task definitions, human operator func-
tioning, etc.

In order to obtain meaningful solutions to these problems, it
is necessary to investigate these problems systematically including
all relevant factors and their mutual relationships. Also the com-
plexity of manned large scale systems requires a systematic approach
to describe the components of the total system and their mutual
interaction.
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An approach to study these problems is the use of fast-time
simulation models in which all relevant components are modelledtogether with their interactions. Fspecially early in the design

stage, such models can be used to analyze systematically all rele-
vant factors of the complex problem and to select design alterna-
tives.

In this paper a mathematical model is discussed describing the
complex large scale dynamic man-machine system applied to the vessel
traffic. The model describes the total vessel traffic control proc-
ess including the role of the human operator, (HO), as the human
factor plays a dominant role in the complex vessel traffic process.

The model contains a number of ships, navigating in a given
confined area, with a given planned route. Apart form this normal
operation, collision avoidance is modelled, i.e. the detection of a
possible conflict and the subsequent actions taken by the ship(s)
involved. Also the vessel traffic services (VTS) is modelled in it's
possible role of monitor, conflict detector and advisor of the total
vessel traffic system.

The model of the vessel traffic process must contribute to
answering questions related to: safety, in terms of statistical mea-
sures of relative ship positions, the effect of HO functioning on
safety, necessary information to perform the tasks (by the crews of
the ships and the VTS), communication between ships and VTS, optimi-
zation of procedures, automation issues of the vessel traffic pro-
cess etc. A detailed description of the model is given in Chapter 3.

3. MODEL STRUCTURE

3.1 General

In this chapter the model structure of the vessel traffic con-
trol process is presented.

Generally, manned large scale systems typically imply a multi-
function, multicrew process, consisting of interrelated subsystems.
A block diagram of the components and their interrelationships is
presented in Fig. 1. As can be seen different tasks can be performed
by different HO, being related to different subsystems. Furthermore
the subsystems can be more or less coupled, as described by the
interrelation function. The HO again are controlled by a supervisor.Both HO and supervisor derive information from the subsystems by
using instruments, outside view and personal communication. Besides
the information derived from the system, HO and supervisor can use
information from the rule base, consisting of procedures, rules and
regulations.
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Procedures
Rules m

Regulationsa

Human operator i

perception 
P u YpPij

> - estimation Xi, X, Xij i

- decision making

- control U!i

-U i"f i "  UX

Subsystem i

k X. - f.i (.) ) 1 _ Sub-

interrelation

-ij " fij (x , xj)
x i  x Xij xj [ Xji

Subsystem t S u b s y s t e m

outputs outputs

Yi f Y ij Yi p Y ji

Figure 1. Block diagram large scale man-machine system
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The foregoing general model structure is applied to the con-
crete problem of vessel traffic control. The ships in the traffic
area are identified with the subsystems, the navigators with the
human operators and the VTS with the supervisor. A block diagram of
this situation is presented in Fig. 2.

Procedures

RulesRegulations

Navigator 1 < Navigator 2 4 > Navigator N

U1  YI#Ylj U2  Y2fY2j Y UNY YNY)

Shp1LShip 2 Shp N

Vessel traffic area

Figure 2. Block diagram of the vessel traffic model
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This implies a number of ships, with a given destination in a
confined area. The navigation of each ship is based on a planned
route, consisting of straight tracks, which is updated via informa-
tion of the visual scene, containing aids to navigation, instruments
and the vessel traffic services (VTS), important disturbances are
current and wind.

Normal operation amounts to tracking the planned route. Ab-
normal operations involves the detection of a possible conflict,
i.e. a collision or grounding, and the subsequent actions taken by
the ship(s) involved, i.e. collision avoidance manoeuvres. Both the
collision situations and the subsequent avoidance manoeuvres are
strongly determined by rules and procedures.

The collision or grounding risk is recognized on board by the
HO, but also the VTS is considered in its role of monitor, conflict
detector and advisor of the total vessel traffic system.

The ultimate criteria of the traffic process are safety and
economy. Derived measures or these are collision and grounding risk
(probabilities) and traffic flows (densities and travel times).
These are related to the following aspects: ship dynamics, and their
planned routes, number of ships, on board navigation instruments,
geometry of the traffic area, visibility conditions, navigational
aids, environmental conditions, HO functioning, information avail-
able to the VTS, the role of the VTS, communication between HO and
VTS and rules and regulations. These aspects are included in the
model presented.

3.2 Ship dynamics

In general, the N ships are assumed to be nonlinear and can be
described by a nonlinear system model. In our case, assuming no
hydrodynamic coupling, the ship dynamics are independent, and the
ship models are given by:

i it) - f i (X i(t ) , Ui~ t ) Ni (t), t) (3.1)

Yi Mt = gi (Xi(t ) ' Ui~ t ) t) (3.2)

Yiilt) - giilxilt), XJlt) Ui(t), t) (3.3)

i-l, ...,N

ni ki
with state Xi E IR , control Ui E M , system outputs ii tm - sstm utpts~I I

Yij E a 13 and i E M represent a Gaussian white noise process

with power spectral density matrix Ri(t).
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The nonlinear ship dynamics can be represented in a simplified
form assuming no drift (lateral ship velocity) yet describing the
main response characteristics (Ref. 2). Referring to eq. (3.1), the
resulting vectors are (dropping for the moment the subscript i,
indicating ship i, and the index t, indicating time dependency)

X - col(U, R, Y, X, Y)

U - col(u c , 6)

W - col(Wl, W2 ) (3.4)

*aU I + bAU I

f- 1 c- R + E

f - R

Ucos* + +

Usin* + W +Y
1 2g

where U is the longitudinal speed relative to the water, R is the
rate of turn, * is the heading, X and Y are the earth-fixed
coordinates, AU is the commanded speed change, & is the rudder
angle, W 1,2 represent the random system disturbances with constant
components Xs and Ys"

The standard procedure is followed to describe the nonlinear
dynamic system behaviour (X) in terms of a state reference (X ) and
deviations x form this reference; thus X - X + x, etc. This Inear-
ization scheme yields a time-varying -refience model and a time-
varying linear system description.

It is assumed that the navigator may observe variables provided
by instruments (radar, compass, log, etc.) and by the visual scene
(buoys, leading lights, conspicuous points, distance aij and angle
of view *ii to an other ship, etc.).

3.3 The navigator

In the model the navigators are assumed to be involved in
perception, attention allocation and information processing, to
control the process as specified by his task and determined by the
rules and regulations. In this context control has a broad meaning,
involving planning, sequential decision making and compensation for
unpredictable effects.
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a. Task. The task considered for each navigator is to achieve a
desired trajectory (tracking task) in some optimal sense, i.e.
controlling the state X over some fixed interval of time [0,T] by
realizing a control history lU(t), t E [0,T]} which minimizes the
cost functional

Ji(U) - E((X(T) - Xd(T))T Qx(T) (X(T) - !d(T)) +

T T
+ I [(W(t) - Xd(t)) Qx(t) (X(t) - d(t)) +

0

+ uT(t) Qut) U(t]dt) (3.5)

where Ld indicates the desired trajectory and Qx and Qu are weight-

ing matrices. This optimal control problem is solved in Ref. 1.

b. Perception. It is assumed that a navigator derives informa-
tion about his ship from instruments, the outside world and personal
communication. This is described by the vector functions g4- In
addition, the navigator generally does not know the control Inputs
of the other ships. However, the assumption is that the navigator i
can perceive quantities that are related to both his own ship i and
to one other ship j. This is described by the vector functions gij'
i-1, ..., N; j-1, ... , i-1, i+l, ..., N.

The system outputs are perceived with a given inaccuracy. To
allow for intermittent observations, perception is described in
discrete time (again dropping the index i)

Yp(tk) - Y(tk) + V(tk) (3.6)

with V(t ) an independent, Gaussian, white noise process with spec-
tral denkity matrix P that is dependent on the output magnitude,
perceptual threshold and navigator attention (Refs. 1 and 3).

In eq. (3.6) it is assumed that the navigators internal time
delays associated with perceptual, central processing, neuromotor
pathways and communication and transport delays are negligibly small
compared with the process time constants. Otherwise, a pure time
delay can be assumed in eq. (3.6), for which delay the navigator has
to compensate to obtain an estimate of the present state.
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c. Estimation. Based on the perceived information the navigator
has to make an estimate of (part of) the system state. In general,
however, each navigator will have to estimate not only his own ship
state X, but also other relevant ships x . In addition, it is as-
sumed E~at a navigator makes decisions,-dsing decision variables
based on given relationships between ships. The relationship between
ship i and j will be indicated with X and will have to be esti-
mated because K.. is a stochastic proceM, related to X1 and X.

-ij -)*

The reason for distinguishing between the estimation of X4 , xj
and X is that each category is typified by different conditions,
whicH equire different procedures to describe the nonlinear estima-
mation process.

More specifically, it is assumed that the navigator knows the
reference state of his own ship. Thus, the estimation of his own
ship state X can be described in terms of a Kalman filter of the
linearized 4stem model. The linearization scheme yields a time-
varying reference model (assumed to be known by the navigator) and a
time-varying linear system model given by:

i (t) - A i !!i M + B i %i(t) + E i !i(t) (3.7)

Yi(tk) - Ci !i(tk) + Di 1i(tk) (3.8)

where A is the Jacobian matrix of f. with respect to x. (the state
transition matrix), etc. For the (itandard) filter i~uations the
reader is referred to Ref. 4. The result, which is based on the
assumption that the navigator knows the ship dynamics, the control
U and the noise covariances Ri and Pi. is an estimate of Xi given

" i +

The estimation of the other ship states K , by navigator i, can
not be treated in a similar way if it is assUed that the navigator
of ship i does not know the nominal behaviour of ship J. In other
words, it is not possible to specify a reference state and follow
the foregoing linearization scheme.

There are many approaches to solve this nonlinear filtering
problem, all involving approximations of the optimal nonlinear
filter. Moreover, there does not seem to be a straightforward way to
make a theoretical comparison of the estimation qualities of the
various nonlinear filter techniques. For this reason, in this paper
a minimum variance estimation procedure is followed, corresponding
with the conditional mean (Ref. 4). A maximum-likelihood estimator
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could be considered, because the nonlinear system is generally not
Gaussian, but the resulting optimal nonlinear filter will have to be
approximated, leading to similar results as obtained with the mini-
mum variance procedure (Ref. 5). The resulting filter equations are
known as the Extended Kalman filter.

In filtering the other ship states there are several ways to
adapt for the unknown control inputs U One can increase the system
disturbance covariance so as to incriese the filter gain and empha-
size the observations, one can estimate Uj, or one can do both
(Refs. 6 and 7).

The third category of estimates concerns the decision variables
X that describe the relationships between ships. These variables
W given by:

ij( t ) " fij (Xi~ t ) ' XJMt) (3.9)

These nonlinear relationships imply a non-Gaussian probability
distribution of X... Instead of trying to find (approximated) filter
equations based oAWthe conditional probability distribution, in this
paper the approach is used to derive stochastic differential equa-
tions for X.. and to obtain a minimum variance estimate of X in
terms of Wa Extended Kalman filter. This is the same approa as
taken for the estimation of the other ship states X.

d. Control and decision making. It is assumed in this paper
that, in normal operation, the navigator controls his own ship given
by eq. (3.1)-(3.3) and (3.4) by minimizing J, given by eq. (3.5).
This represents a standard stochastic LQG-control problem. The solu-
tion is contained in many references (e.g. Ref. 8).

In case the track Xd is relatively constant, one can consider
to describe the control process on the basis of the steady-state
solution. This results in a feedback control given by

i - -F Ai (3.10)

with F the feedback gain matrix.

Finally, it is assumed that decisions are made based on the
decision variables described by X 4 . Many decisions can be formu-
lated in terms of a (multiple) cUiparison of Xij with a reference
("if Xij exceeds a given value, then owh r e

As the probability distribution of X is generally unknown and
not Gaussian, it is not possible to cofltruct a likelihood ratio
test. However, a reasonable approach to describe navigator behaviour
is to test estimated values of Xij against corresponding thresholds.
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These threshold values are now model parameters, which may be se-
lected based on task considerations or prescribed rules. Both the
navigators and the VTS may be involved in this type of decisions.
Examples of the decision rules and procedures for the possible sub-
sequent actions are given in the next chapter.

3.4 Collision avoidance

During navigation in congested waters, a principal task of the
navigator is to avoid collisions with other ships or fixed objects.
For this purpose, the navigator has to observe his environment in
order to recognize in time the occurrence of an encounter with
(e.g.) an other ship. Based on the "Rules of the Road" of the
International Maritime Organization (Ref. 9) and referring to (Ref.
10), the encounter situation and the required collision avoidance
can be structured in the following way, as reflected by in the
procedures, rules and regulations.

An encounter is defined as the situation in which all following
variables are smaller than a reference value:

1. The distance a,, between ship i and j.
2. The closest p nt of approach (CPA) c . This is defined as the

distance between the vector of the relilive velocity (between the
ships) and ship i.

3. The time Tij to reach the closest point of approach.

The mathematical relationships between these variables and the
state of the ships involved are derived in (Ref. 6) and clarified in
Fig. 3.

The result is presented in the form of eq. (3.9)

=ij col(aij, cij Tij) (3.11)

f.. i

((x ) - xi)+ (Y - i)2)k

(U icosy i-Ui cosy il(Y1-Y il-(U isinT -U isinT i)(X -X i)

(U jcosy 1-U icosy i)(X i-X il-(I jsinT i-U isinT i)(YJ-Y i)
(U2  U - 2U jUcos(Y - i

j (3.12)
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ship j

V Vi

distance j.-/ 1

4v/ /(relative velocity)

ship i

c,, (closest point
of approach)

Figure 3. Geometry of an encounter

So we have an encounter, if all elements of X.. are smaller
than the corresponding elements of the criterion X -

13
Three types of encounters can be distinguished, each requiring

a specific avoidance action:
1. meeting; both ships are burdened (to make an evasive manoeuvre to

starboard, corresponding with a given lateral displacement);

2. overtaking; the overtaking ship is burdened (to realize a given
lateral displacement), the other ship is privileged (having right
of way, maintaining the course and speed);

3. crossing; the starboard ship is privileged, the port ship is
burdened. If possible, the evasive manoeuvre is towards starboard
otherwise a port manoeuvre must be made. The manoeuvre corre-
sponds to a given heading change and a given lateral displace-
ment.
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The precise classification is depending on the relative posi-
tions and orientations of both ships. For details the reader is
referred to Refs. 1 and 10. Although both the encounter situation
and the appropriate response may involve more than two ships, it is
assumed in this paper that a collision avoidance situation can be
described as an encounter of two ships (i and j) at the time. The
situation that more than two ships are involved is considered as a
sequence of encounters between two ships. Discussions with nautical
experts support such an approach.

The navigator is assumed to decide about the occurrence of an
encounter by comparing ij with Xcij.

However, because Xm is a stochastic process, he is using an
estimate of Xig. This estmate is compared with the criterion value

3cij. If all ilements of Xij are smaller than the corresponding

criterion value the decision D1  is made, followed by an action if
ship i is burdened. Thus

DO0
^ > (3.13)

j < X-ci
D 1

The evasive manoeuvre is characterized by a given lateral dis-
placement and a given (specified or reasonable) heading change. This
standard manoeuvre is uniquely realized by a bang-bang control se-
quence with a given maximum rudder angle. The switching times are
determined by the (linearized) ship dynamics. For details the reader
is referred to Ref. 6. It is assumed that the evasive manoeuvre is
followed by a symmetric manoeuvre to resume the originally planned
route.

3.5 Vessel traffic services

In congested areas (rivers, ports, etc.) a VTS can be helpful
to minimize the risk of collisions. Although presently a VTS normal-
ly plays only an advisory role (only after the occurrence of an
accident a VTS can give commands) its role may change in the future,
comparable to the air traffic control development. At any rate, it
will be useful to guide and support such a development with a model
of vessel traffic control, in which the role of the VTS may include
monitoring and conflict detecting to advise or command the total
vessel traffic system.
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The simplest way to model a VTS is to assume that the navigator
receives given (extra) observations (from the VTS). These observa-
tions will affect the estimating process and, therefore, the traffic
process. Any communication uncertainty can be accounted for in terms
of the observation noise level.

A more advanced role of the VTS can be modelled by assuming
that the VTS will have the information to make an estimate of the
total vessel traffic process and use this to detect any conflict.
Based on this the VTS can feedback any advice or command to the
navigator(s). It can be assumed that this feedback is taken into
account with a given time delay. This approach will increase the
model complexity considerably (not conceptually, as the same model
elements as before will be involved).

4. MODEL CAPABILITY AND APPLICATIONS

The vessel traffic model is nonlinear because of the nonlinear
differential equations and the nonlinear estimation process. There-
fore, no closed form expressions can be derived for statistical mea-
sures, such as collision probabilities. Thus the model must be used
for time (Monte Carlo) simulations. For example, for typical (cru-
cial or interesting) configurations time simulations can be made.
The resulting trajectories can be considered and combined to obtain
measures for collision probabilities and traffic flows. In addition,
measures will be available for the effect of visual informatial
variables, or the effect of rules and procedures, on system per-
formance and measures of navigator behaviour related to visual
scanning, situation uncertainty and workload.

The model can be applied to a variety of vessel traffic prob-
lems. It provides the structure to analyze the effect on safety and
traffic handling of (among others) the following variables: ship
dynamics, on board navigation instruments, visibility and environ-
mental conditions, aids to navigation, navigator functioning, number
of ships and routes in the traffic area, procedures and rules, role
of the VTS, etc.

5. CONCLUDING REMARKS

In this paper a mathematical model is discussed that deals with
the complex, large scale vessel traffic control system including
human operator functions. This implies a number of ships in a given
confined area. The navigation of each ships is based on a planned
route, which is updated via information of the visual scene, instru-
ments and vessel traffic services.
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Both normal operation and conflicts behaviour is modelled. The
latter involves the assessment of collision risk and the execution
of collision avoidance manoeuvres. The VTS is considered in its role
of monitor, conflict detector and advisor of the total vessel traf-
fic system.
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FUNCTIONAL AND PERFORMANCE ANALYSIS OF GENERIC SCC

by A N Pechey Ph D. C Psychol. AFBPsS
Caversham Consultants, Reading, UK*
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1. ABSTRACT

This paper describes one of a series of studies carried out by MOD(PE)
Sea Systems Controllerate and Electronic Facilities Design (EFD) Ltd in
support of the specification of the next generation of Ship Control Centre
(SCC) in the Royal Navy. The major purpose of the study is to investigate if
and how improvement can be achieved in operational effectiveness by increased
automation of SCC functionality. Data collection involved surveying relevant
publications, a structured interview programme and observation of training
exercises. Data was collected on the tasks currently carried out to support
SCC functions (in a number of different classes of RN ship) and the
performance requirements associated with these functions.

The major output of the study is a set of recommendations concerning the
future automation of SCC functions. Particular emphasis is placed on the
integration of individual control actions into automated procedures and the
integration of discrete items of monitored data into informative displays.
The perspective of the analysis is both technological and psychological.
That is. any manned-system design must be both technologically feasible and
based on sound psychological principles.

2. INTRODUCTION

Modern technology, if applied in a manner sensitive to the human
operator or decision maker, offers enormous opportunities for the provision
of timely, accurate and integrated information, or speeding up task
performance and for increasing operational effectiveness. The same
technology, applied in an insensitive manner, provides equal opportunities
for increased human error (and increased dangers consequent on such errors).
Tasks can be designed that simply cannot be performed, or require performance
that cannot be achieved with consequential waste of resources on a large
scale.

0 Dr Pechey was a Senior Consultant with Electronic Facilities Design Limited
when the study was conducted.
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NOD(PE) Sea Systems Controllerate is therefore engaged in a programme of
forward looking studies, taking a user orientated functional perspective, in
preparation for the procurement of the next generation of Ship Control Centre
(SCC). A key component of this programme is the study described in this
paper, which was jointly conducted by NOD(PE) Sea Systems Controllerate and
Electronic Facilities Design Limited (EFD).

The main purpose of the study was to undertake a functional and
performance analysis of SCC operation and on the basis of this analysis to
provide recommendations covering possible approaches to the future automation
of SCC functions. The study was not concerned with the SCC of a specific
class of ship. Rather the focus of the study was a 'generic' SCC defined in
terms of the major functions common to the SCCs of most classes of naval
vessel.

This paper sets out to highlight certain of the more interesting general
points arising from the study. The paper describes the study methodology,
the functional and performance analyses. and outlines the general
recommendations for future automation.

3. STUDY METHODOLOGY

3.1 Overview of Study Methodology

The data collection methodology was driven by the need to collect as
much information as possible in a short space of time. It was also essential
that the information be collected in a highly structured manner to aid
integration and organised presentation, prior to further analysis. Given
these constraints it was decided to carry out a comprehensive investigation
of all SCC functions at a high level only and to support this high level
analysis with a detailed investigation of selected areas of SCC
functionality. An overview of the study methodology is shown in Figure 1.

Following an initial period of document review, informal discussion and
preliminary analysis, data was collected by three complementary types of
investigation, as follows:

a. Comrehensive high level data collecton. Extensive discussions
were carried out with a few highly experienced SCC personnel focusing on
completion of comprehensive function/information matrices. This process is
described in section 3.2 below.

b. Exercise obsrvatin. Observation of machinery control and
Nuclear, Biological and Chemical Defence (NBCD) exercises was carried out by
experienced human factors analysts.

c. Selective detailed data colletin. A programme of structured
interviews was conducted with key naval personnel focusing in detail on the
tasks and functions performed by the SCC in selected scenarios. This
programme is described in section 3.3 below.
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These investigations allowed the collection of two different.
complementary sets of data. Firstly, a set of comprehensive, but high level
functional/information matrices. Secondly, a detailed description of SCC
functionality in selected scenarios. Together these provided the necessary
baseline data for further analysis and ultimately for making recommendations
concerning the future SCC.

1.2 Comprehensive High Level Data Collectinn

The method for the high level data collection was particularly designed
to elicit information concerning the flow of information associated with each
task and any associated performance requirements. The method was based on
elements of EFD's in-house requirements definition methodology. CONREPORM
(COmbined Methods REquirements FORMulation). These elements are task and
data flow analysis, and particular techniques for representing the
functionality of a system.

On the basis of the initial document review and preliminary analysis.
two skeleton function/information matrices were produced.

The Function/Data matrix is a matrix of SCC functions/tasks against data
flow (and processing) requirements. The matrix (when completed) is designed
to show, for each SCC task, the sources or destinations of information
associated with that task, the typical current modes of information transfer
and the role of the SCC with respect to the information.

The Function/Performance matrix is a matrix of SCC functions/tasks
against performance and manning requirements. The matrix (when completed) is
designed to show, for each SCC task, the associated accuracy, frequency,
priority and response time requirements for different NBCD states and to
identify the associated operator and supervisor in each state.

The task of completing the matrices was used as the basis for extensive
informal discussions with selected experienced users. The matrices were
completed in consultation with users who had experience of current in-service
ships and who had been involved in various projects concerning the Type 23
Frigate. The experiences were drawn together during the interviews in which
the matrices were completed, in order that a broadly common view of
activities in a generic SC could be achieved.

33 Slective DetAlled Data Collection

The aim of the interview programme was to elicit detailed information
concerning the functions and tasks performed in the SCC in selected
scenarios. The interviews concentrated on a representative sample of the
tasks which had been discussed at a high level in the context of the
function/information matrices. The interview program thus enabled two
objectives to be met, as follows:
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a. The interviews served to validate the information gained during
discussion of the matrices.

b. The interviews enabled an expanded discussion of the selected tasks.
Thus the tasks could be placed in an appropriate context, and the
inter-relationship between tasks could be explored in greater depth.

The method used for the interview programme was EFD's Whole Process
Structured Interview Methodology. This particular method was used because it
enabled the collection of the maximum amount of information from interviewees
in the minimum time. It ensured that information was collected from
interviewees in a structured manner, whilst also allowing issues to be raised
independently by the interviewee.

Each interview was based around discussion of incidents occurring in the
context of two scenarios, as follows:

a. The first scenario exercised various aspects of machinery control.
The interviewee was first asked to identify typical middle watch tasks that
would be performed by SCC staff in a ship which was steaming in NBCD State 3.
A series of incidents were then introduced into the discussion; for example.
single generator failure, and loss of pitch control.

b. The second scenario exercised various aspects of damage control and
was based on a ship receiving bomb damage from an aerial attack whilst in
NBCD State 1. Damage incidents were then introduced into the discussion.
These represented gradually increasing levels of severity, from the effect of
the initial blast effect on alarms in the SCC through to major free flooding
in two machinery spaces. This scenario being adapted from Flag Officer Sea
Training (FOST) training exercises.

For each of the incidents included in the above scenarios the following
issues were discussed:

a. How would information concerning the incident be received in the
SCC, and who would receive the information?

b. How, and by whom, would that information be processed in the SCC?
In particular, discussion was focused upon the degree to which specialist
knowledge and experience was brought to bear on decision making.

c. What resulting information would be transmitted from the SCC? In
what form and by whom?

Views were also sought as to whether tasks could. in future generations
of SCC. be more efficiently executed, for instance by re-organisation of the
SCC or increased automation of task components.

The output from the interview programme thus provided a detailed
characterisation of SCC functionality in selected areas. This information.
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together with that from the comprehensive high level analysis, provided the
basis of the functional and performance analyses which are discussed further
in the following section.

4. FUNCTIONAL AND PEFRNANCE ANALYSIS

4.1 Functional Analysis

4.1.1 SCC Functions. At the highest level the SCC has two primary
functions, as follows:

a. Monitoring and control of machinery which enables the ship to
fight, move or float.

b. Detection, assessment. containment and repair of damage which is
sustained during fighting, moving or floating.

SCC tasks in support of these functions can be categorised in terms of
the information flow involved, into six major categories. Monitoring tasks,
control tasks. assessment tasks, reporting tasks, recording tasks and display
tasks. The detailed results of the functional analyst were presented in the
form of six data tables - one for each task category. Each table presents
for each task falling into the category, various data including the source of
input information to the SCC, the degree of task complexity and the typical
degree of current task automation (the exact data presented varies according
to the task category).

4.1-2 Nnitoring Tasks. In order to perform the roles of machinery and
damage control the SCC needs to obtain extensive information from all areas
the ship. For machinery control purposes this information concerns primarily
the state of machinery or systems such as temperature, pressure, tank levels
or speed. For damage control purposes this information is more concerned
with the detection of fire, flood or damage and with the activities of repair
parties.

There are distinct differences between machinery and damae control
monitoring tasks. For machinery control the majority of monitoring is
carried out for detection purposes. There are also some feedback tasks
concerned mainly with manoeuvring control and support functions. For damage
control purposes, however, a much higher percentage of tasks are carried out
to provide feedback or general information. This is because once damage,
fire or flood has been detected the primary role of the SCC is to co-ordinate
local control actions. In order to act as the co-ordinating agency the SCC
must obtain information to guide damage control activities and situation
assessment.

Information is obtained by the SCC either automatically via sensors and
data links to the panel. alarm or warning systems in the SCC, or by verbal
communication by SCC roundsmen or other personnel. Tasks related to the
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machinery control role tend to be more automated than those related to
damage control - in the sense that there are more sensors and data links
to the SCC.

4.1.1 Control Tasks. These tasks involve both direct control of
machinery from the SCC and the co-ordination of local machinery control or
damage control activities. Control can be considered to be the primary SCC
tasks. This is because many other categories of task are required simply for
the purpose of providing information as to whether control tasks are required
and subsequently to guide these control tasks. Control tasks relating
specifically to machinery are more likely to be automated (that is. rely on
data links) than control tasks relating to damage containment or repair.
This is probably a consequence of the relative predictability of machinery
control tasks. Considerable flexibility is required in the execution of
damage control and this is currently achieved by using highly flexible human
resources. Damage control tasks therefore typically involve local manual
activities co-ordinated by the SCC by means of verbal communications.

4.1.4 Assessmnt_ Tasks. Assessment tasks for both machinery and damage
control purposes typically involve assessing information collected from
various sources and the application of detailed knowledge of the system.
ship. NBCD procedures for decision making purposes. Assessment tasks include
such activities as diagnosis. determining the need for action and carrying
out calculations. The output of assessment tasks is typically either
information relevant to the successful performance of control tasks or a
decision that a control task should be initiated. There are currently
virtually no automated decision aids to help SCC personnel with their
assessment tasks.

4-.1.9 Ranrtin, Tasks. Peporting tasks involve providing the Command
with necessary information relating to machinery or damage control. In the
context of machinery control this information relates to the state and
availability of systems pertinent to manoeuvring or to failures or incipient
failures of machinery. In the context of damage control this information
relates, for example, to repair activities or the NBCD environment.

Although SCC information sources are varied (including the SCC panel.
rounds and verbal communications), reports are almost invariably conveyed to
the Command by verbal communications. Reporting may be routine, and may also
depend on detailed knowledge and experience, and on the awareness of when a
situation should be reported and what information is of significance.

4.1.6 Recordin, TAaks. Recording tasks are required as the SCC needs
to maintain medium and long-term records. Certain information relating to
machinery control is automatically recorded. This typically includes
machinery alarms and warnings and certain performance parameters. The
remaining information is typically recorded manually on paper (usually in a
log).
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4.1.7 Dianlay Tasks. Display tasks are almost exclusive to the damage
control role. These tasks are necessary as the SC must maintain a visible
record of current information to co-ordinate damage control activities. All
such damage control display tasks currently involve manual recording on the
SCC incident board of information by verbal communications. This information
includes the nature, extent and location of damage; the extent and location
of flood or fire; the state of doors, hatches etc; and the state of local
repair or control activity.

4.1.8 Overview. The vast majority of SCC tasks were classified as
either monitoring or control tasks. Three monitoring-control task
combinations are clearly evident in the current performance of the majority
of SCC functions. These task combinations (listed in order of increasing
level of automation) are as follows:

a. Receiving verbal reports from roundsmen or other personnel and
co-ordinating men to perform local control actions.

b. Obtaining information from SCC monitors and co-ordinating men to
perform actions locally.

c. Obtaining information from SCC monitors and carrying out direct
control actions from the SCC.

There are currently few examples of the loop between automated
monitoring and control being closed except by the man. Hence, a man is
almost always required to respond to incoming information by selecting an
appropriate action. That is, to make a decision as tc when action is
required and what action is required. Thus although only a small proportion
of SCC tasks were classified as assessment tasks, there are many implicit
assessment tasks related to the decision (on the basis of system monitoring)
that control is required and relating to the exact nature of the control
action required.

4.2 Performance Anlvsis

The main data set on which the characterisation of SCC performance
requirements was based was the Punction/Performance matrix. Aspects of the
data were further discussed in the interview programme in order that issues
such as performance priority hierarchies between tasks could be explored in
greater depth. A high degree of performance is required of the SCC. The
majority of tasks. when considered in isolation, were identified to be of
high priority and requiring a high degree of accuracy. This is particularly
the case for those tasks directly related to command priorities.

The SCC is involved in achieving all three Command priorities. That is.
from providing an infrastructure to enable the ship to fight, move and float.
When there is competition for limited resources, SCC performance priorities
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are determined by command priorities. The current command priority will
dictate the priority and hence the relative performance requirements for
different SCC tasks.

In the case of reversionary action, although the performance requirement
for fast and accurate response is maintained, it is accepted that absolute
speed and accuracy of response will be reduced in comparison with normal
function.

5. AUTOMATION IN THE NEXT GENERATION OF SCC

5.1 Overview

The study investigates from both psychological and technological
perspectives, different options for the automation of SCC functions in the
next generation of SCC. The discussion focuses on the need to attain a safe,
workable and efficient man-machine system utilising to best effect the
strengths and weaknesses of each contributor to the SCC functionality.

Control could theoretically be entirely automated (taking the man
completely out of the monitor-control loop) by using, for instance. IKBS
techniques. Given the current state of technology, however, it was
considered that such techniques would be better utilised to assist the man in
his decision making process than to replace the man entirely. The discussion
was therefore primarily concerned with further provision for remote control
and monitoring from the SCC and with automation of the SCC NMI itself. An
overview of the main points of discussion in these areas is provided in the
sub-sections below.

5-2 Provision of Remote Control and Monitorin, from the SCC

There is considerable scope for further provision of links to enable
system monitoring and control to be performed at remote SCC locations. (This
is particularly true for machinery control tasks.) Digital techniques are
recommended for component automation because of the increased flexibility
this would allow for both monitoring and control.

The nature and extent of remote monitoring facilities should be closely
guided by the informational requirements for feedback or decision making.
For instance, sensors should directly measure relevant parameters. (If
information concerning water flow is required, flow should be directly
measured if possible and not inferred from pressure measurements). Unless
operators receive both accurate and relevant information and have confidence
in this information, the possibilities for increased efficiency and reduced
manning will not be realised.

The provision of certain types of information to the SCC will be
particularly difficult to automate. This applies to certain information
collected by roundsmen but more particularly to the monitoring of damage
control activities in State 1. Similarly the unpredictability of the control
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activities required for damage control end the consequent flexibility
required in task execution means that these control tasks involved in damage
repair end containment will also be difficult to automate effectively.
Damage control tasks in State 1 are therefore likely to remain relatively
men-intensive. The flexibility of the human mind in making decisions in new
circumstances and the flexibility of the human body for the execution of non
standard actions provide particularly powerful tools in the damage control
situation.

The provision for local entry of information into a data network,
combined with automated displays and decision aids would nevertheless have
significant impact on the current possibilities for the loss, distortion or
misuse of verbally relayed information.

'.A SSC Control MI

RN ships existing method of control largely comprises the control of
individual components, that is, one initiator (switch or button) in the SCC
corresponds to one component (for example a fuel valve). This represents the
simplest level of remote control of ship systems. The control of components
can, however, be configured in a variety of ways to build automated
procedures at increasing levels of complexity. There is a limited degree of
such automated procedural control available on in-service RN ships.

Although step by step control of individual equipments from within the
SCC gives a high flexibility of control, the approach is slow and vulnerable
to operator error under stress. Where standard sequences of control steps
(procedures) can be defined, it is recommended that these be configured into
automated procedures.

Automated procedures can either be operator initiated or automatically
Initiated given the relevant conditions. Operator initiation of automated
procedures is recommended in cases where the pre-conditions necessary for
task initiation cannot be easily specified in advance .(for example, where the
nature of the response required is highly context dependent). This approach
is very flexible although it does have time penalties.

Totally automatic initiation of automated procedures (that is, without
any operator involvement) is recommended only in cases where the required
response to an event is always the same and can be achieved safely. Response
time is reduced but at the cost of reduced flexibility and 3 possible
reduction in the operator's feeling of control over the functions for which
the SCC is responsible.

The problem of the operator's perception of control can be overcome by
provision of facilities for the operator to override an automatically
initiated procedure. However, the requirement to make an override decision
in a given (probably short) time may actually increase an operator's stress
in situations where there are many issues demanding his attention. It is
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recommended therefore that such procedures be confined to situations when
time lag between initiation and action is long enough to allow unstressed
decision making.

Given a vell designed SCC NNI there is potential for the SCC workload to
be significantly reduced by the adoption of extensive procedural control
without compromising safety or efficiency.

9i 4 SCC DinSlav MI

In the Type 23 there has been a considerable extension of automatic
health and status monitoring and recording. There remains scope for further
such automation in the future. In State 3 this will have a major impact on
the workload of the roundsman. It is not recommended, however, that the
physical observation of machinery is completely replaced by automated
sensing. The breadth of the roundsman's senses combined with his knowledge
of the machinery provides a powerful resource for detecting problems and
incipient problems.

The impact of increased monitoring facilities on SCC workloads is
dependent upon the level of SSC MI automation. A major increase in the
prbvision of raw. unfiltered and unintegrated data to SSC personnel is likely
to increase the workload, possibly overloading them in State 1. One of the
reasons why the typical 3-level hierarchy of SCC personnel is required in
State 1. is to provide intelligent integration and filtering of raw
information on its way to the decision maker. Digital collection of sensory
data will create greater flexibility to integrate and display information in
a number of forms. The requirement must be that the data are displayed in
ways which reduce the mental processing that must be performed by the
decision maker. The load on the SCC decision maker will depend significantly
on the extent to which any information is intelligently filtered and
presented.

.1i Automated Decision Aids

With increasing use of automated control procedures which are man
initiated or have provision for the man to override, the human activities
associated with control tasks will become primarily decision making or
assessment activities.

The provision of intelligently filtered and integrated information will
clearly be a major aid to effective decision making in the SCC. There is
also considerable scope for enhancement of permanent aides memoire (such as
mimic diagrams) with dynamic displays and for the automated display of aides
memoire which are needed only occasionally (such as underground maps) and of
action check lists (for instance, representing default automatic control
sequences).

In addition to the likely contribution of IKBS techniques to the
intelligent filtering and integration of information, this technique could be
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used in many ways to aid the decision maker. Potential contributions could
include the following:

a. The provision of "what if" facilities. That is, facilities which
allow SCC personnel to evaluate the probable effects of actions against a
simulation of relevant system operation.

b. The provision of "expert" diagnostic aids for maintenance and
damage/incident control (condition based monitoring).

c. The display of proposed corrective action in the case of incidents.

d. The provision of warnings of potentially hazardous consequencies of
proposed operator actions.

e. The development of an "intelligent MI" which would be capable of
distinguishing between the "novice" and the "expert" and so provide the
appropriate level of information.

6. SumwY

There is potential for significant increases in the extent of remote
monitoring and control carried out from the SCC in the next generation of
SCC. If human aspects are not fully taken into account, however, there is a
danger that SCC operators may become overwhelmed with conflicting demands.
Three factors will be of critical importance:

Firstly, the well designed integration of simple control actions into
automated procedures can significantly reduce the workload but care will have
to be taken to ensure that the man still ultimately retains control of SCC
functionality and perceives that he has such control.

Secondly, the intelligent filtering and presentation of information and
the provision of automated decision aids will also be essential if the full
potential benefits of increased automation are to be realised.

Finally, safety procedures. which have been built up over many years of
practical experience. will need to be critically re-examined in the context
of the automated SCC.

Whilst the implications of not taking these issues into account may be
serious, it is anticipated that if given due attention during all phases of
the procurement cycle. adequate solutions can be found. Thus an automated
SCC can be designed which need not degrade the high standards of safety and
performance required in SCC functionality.
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7. DISCLAIMER

The views expressed in this paper are those of the authors and do not
necessarily represent the official views of the Ministry of Defence.

Copyright (c) Controller IMSO London 1990
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1. ABSTRACT

In this paper is presented an application of a knowledge based
system for safe piloting of ships in navigation. The onboard
system is useful when approaching narrow waterway, close collision
situations, ports etc. improving the safety of ships and
navigation. The objective of the system is to catch the experience
and the heuristic of experienced seagoing personnel, engineering
knowledge of ships and scenario and international laws. Using
the system, an unskilled operator is able to perform the same kind
and amount of work of a very experienced one. The system is also a
tutoring and training tool. It is considered a DECISION SUPPORT
SYSTEM (DSS) because it helps the operator and in the same time it
improves the operator skills. Validation with real piloting trials
shows how the system works in congested waterways and restricted
water. The research guideline and some results are presented in
this paper.

2. INTRODUCTION

Since the end of last decade, maritime industry is in a rapid
structural reorganization. It is introducing management and
operational techniques based upon the widespread use of computers
and the "new information technology", in many cases demanding
fundamental and sometimes painful adjustments to traditionalpractices and attitudes.

So far, modern merchant ships are highly automated and have been
made so reliable that very little skill is required by those in
control of them, whereas on the other hand, it is true that modern
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merchant ships are highly complicated and therefore only those who
fully comprehend their complexities should be trusted with their
operation, (1,2].

A mariner's understanding of a particular vessel's operating
characteristics develops gradually as experience with the ship
accustoms the mariner to its handling qualities. Simulators and
Advisory Systems are aids that can shorten the time needed to
develop that understanding, [l].

Moreover, another point should be considered. For many years the
number of people employed at any time on board a typical ship has
been declining. In some types of vessels there has been a two,
three, even fourfold reduction, brought about initially by the
introduction of fairly crude mechanical automation and
subsequently extended by the adoption of new technology.
Regardless of how this process may be justified, it seems that is
unlikely to be reversed easily. Thus we may expect to find a large
proportion of the world's merchant ships operating with very few
people on board before long. How then, can we ensure that all the
skills which may be needed will be present in such a small groups.

Since the ship management is become a complex system monitoring
and controlling is become higher complex, the ship-officers need a
long training time and sea-experience to develop the expertise to
master the problem facing their daily task.

There is now evidence to suggest that certain marine management
tasks can be performed more efficiently by machine than by a
ship's officer. The emerging science of Artificial Intelligence
(AI) has made possible the development of computer programs used
in monitoring, controlling and simulating the behavior of fully
automated vessels, [1-8). The advent of such programs means that,
in the future, ships will be operated by a ;ombination of human
and machine intelligence.

In September 1987 a project was initiated at Department of
Navigation of The Istituto Universitario Navale at Naples, Italy,
to design and develop a research prototype decision support system
for the maritime pilotage, (6,9]. The system is intended as a
rehearsal tool for masters, mates on watch and pilots on board
merchant vessels transiting congested waterways but can also be
used as a training tool for junior pilots and deck officers. It
employs the captured decision-making expertise of experienced
masters and scientists as well as environmental information to
provide the ship operator with piloting recommendations. The focus
of the project was to provide a useful tool for ship-officers and
pilots that would automate data management tasks while providing
computational capabilities to enhance the "pilot"'s decision-
making process. This paper provides detailed account of the design
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and development of this piloting tool. It first defines the
piloting complexity and then presents a summary of the Knowledge
base, the system configuration and validation. The system is then
discussed regarding its architecture and modules.

3. PILOTING COMPLEXITY

The term "piloting" has been concerned only for navigating in
harbors, canals and congested waterways. In this study the word
"piloting" means the "drive" of the ship, [6,9]. So, whenever a
ship is in navigation, she is in a "piloting situation". Such a
definition causes a wider generalization of the piloting problems.

Ship-officers and pilots have to face a daily duty with several
constraints and information such as national and international
rules, meteorological impact on the ship, ship maneuvering
behavior and other data.

A symbolic description makes use of something that stands for
something else by reason of relationship, association, convention
or accidental resemblance. For example, the lion is often used as
a symbol of courage. In order to develop a symbolic software it is
necessary to resort to an heuristic approach. Heuristic approach
is not an exact mathematical procedure but it is useful to obtain
results, that after validation, can describe with accuracy the
real world. The heuristic operation and its omonymous approach
consist in collecting and elaborating documents, data,
information, expertise etc that can bring the discover or
clarification of a fact, a behavior sequence, etc. Usually the
heuristic approach is typic of history science but lately it is
been successfully used in very different fields such as
engineering [1]. The applicability is best illustrated by example.
If the ship is in navigation the number of the parameters which
can be monitored is fairly large. The number of parameters which
are immediate control of ship-officer is somewhat 100 or more.
However, in one way or another, each of the monitored parameters
effects the operating efficiency and safety. This implies an
infinite number of choices. From a practical point of view,
however, there are fewer parameters which must be controlled and
therefore fewer combinations of legal values of the state
variables. It is nevertheless still a very large problem to solve
by a strict mathematical approach.

The Maritime Maneuvering Piloting Aid (MMPA) is intended to
decrease the information overload under which the pilot presently
labors, thus providing better piloting and increasing the safety
of navigation for vessels in a close waters situations; to provide
for more effective distribution of local piloting knowledge within
individual pilot organizations, thus providing more efficient and
consistent knowledge transfer; to serve as a training device
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onboard merchant vessels, pilot boats, and ashore ship simulators
for the training of junior pilots and deck officers, [6,9].

The task of this system is to bring the ship on the "best" path
with the lowest degree of risk among the infinite available paths.

4. SYSTEM CONFIGURATION

The Maritime Maneuvering Piloting Aid is a computer program
designed to simulate the expertise of a human pilot specialist.
Its primary components are a knowledge base and an inference
mechanism. The system knowledge is composed of facts and
heuristics. Factual knowledge is information known to all experts
in the piloting prescribed field and is considered exact. It is
sometimes refered to as "book" knowledge. Heuristic knowledge is
considered inexact. It is made up of private, even unconscious
rules of thumb that characterize the expert decision making. The
MMPA can be also referred to as knowledge system or intelligent
assistant. Programs of this type are equipped with a limited
number of rules (a few hundred) and are intended to play a
supporting role in a highly constrained setting. Developing a
small PC-based expert system shell, the research prototype program
has been realized on a personal computer. It has been realized
using symbolic and algorithmic programming techniques. The
prototype has been developed to provide decision support to
masters, mates on watch and pilots aboard merchant vessels in
congested waterways.

The inherent complexity of the system-building process and the
fact that the process was not completely known at the beginning
precluded laying out many of the steps in advance. As a result,
we have found than an evolutionary prototyping strategy,
proceeding from simple prototypes to more complex models, proved
most effective. So, an iterative approach has been used to develop
such system.

In an overall look of this study, the following three main steps
were followed in the development of this program:

a. acquisition of knowledge base
b. system architecture
c. validation of the research prototype

4.1 acquisition of Knowledge base

The knowledge base is briefly outlined in fig. 1. It consists of
different modules that can be itself considered as independent
knowledge base. In this way, a knowledge book has been built, it
consists of rules of road, ship stability calculation, ship
maneuvering simulation, ship weather behavior, navigation rules,
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rudder and engine maneuvering rules, cartography, bathymetric
navigation, emergency rules. Moreover, an experiment was
conducted for collecting the protocols of pilots, master mariners
and mates, by mean of special interviews. The aim of the protocol
analysis was twofold:

a. to insure a systematic means of identifying, codifying,
tracking, and incorporating heuristics into the prototype advisory
system that initially contained only "book knowledge,"

b. to use the experience derived from the experiment to develop
guidelines for knowledge acquisition for other researcher and
practioners.

Dhaicir TYpical Uncs
Descrodons Silutions ft"O

Vocabolufy

Heuristics

Decision ~HypothesesDijntv

Figure 1. Diversity of knowledge which has been incorporated
into the MMPA.

4.2 System architecture

The system architecture is a semantic net. Fig. 2 shows the
semantic net for the onboard advisory system. The principal
features of this conceptual design are:

a) the integration of multiple, semi-indipendent modules, each
containing knowledge about a separate sub-problem.
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Figure 2. Semantic Net

b) the existence of a knowledgeable controlling module which
integrates various other modules of the system. The other modules
are either knowledge-based systems themselves or algorithmic
programs for processing data.

In fig. 2, the module identifiers which are include in boxes are
algorithmic routines that are written in a conventional
programming language. The other identifiers are modules which are
appropriate to construct as a rule-based system.
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F'igure 3. MMPA System Components

a. MHPA system components. Three main parts constitute the
system- s-T-can be seen in fig. 3:

a.a. Knowledge Base. This parts contains the heuristics of
the pro-lm tinference rules and facts), expertise and the
experimental and numerical data-bank (facts). Moreover, it has
the possibility "to learn" from the expertise developed from the
daily working use.

a.b. Reasoner Filter. It is a classic "reasoning filter"

such a:IF ..... THEN; that make a confrontation between inference
rules and facts and choose the most appropriate numerical method
and solution.

a.c. Natural Language Interface. The Language Interface
gives to the operator an opportunity to actively be involved and
to understand and prepare the problem.

4.3 Validation

The validation of the research prototype can be summarized in two
parts: one is the validation of the numerical results with full
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scale tests and the acceptance that rules, facts and human
expertise is considered as true. The second part is the
operational evaluation of the advisory system in working
conditions. This latter evaluation associated with the system
prototype development is whether masters or mates on duty in a
piloting context will make better decisions as a results of the
use of the system. Some pictures of an operative full scale tests
of M/V Rondine (RONDI) are presented in fig. 4, fig. 5 e fig. 6.
The preliminary test has been performed in the bay of Naples with
the ship communicating with a VTS center as described in section
5.2.a.. The navigation consisted in leaving the port of Naples
heading to the island of Capri. The bay of Naples is an high
density traffic area. Some considerations can be outlined from the
preliminary results:

Ship's path rappresentation on monitor or NIV "Rondine"

SNIP ROgoI

S5hipl V it~o

lat 1 409 50-041

long £ 0140 15.70'

Naviqazione stimata

weather

wind

Sea

Pression

leap.

Humidity

Sky

Visibility

0. dal can O:J
Can 0: OISCOVg(CI(D VIS

distance VIS 0.40 miles

Figure 4.

a) use of the MMPA in a pilotage planning and training context
seems to be a necessary consequence.

b) use of the system in on-line operation and its contribution to
the decision-making equation is not yet completely understood.
Supplementary research should be done within this area.
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Ship's path rappresentation on monitor of N/V "Rondine"
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Figure 5.
Ship's path rappresentation on monitor of N/V "Rondine"
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Figure 6.
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5. MODULES

In the following chapter is briefly examined the modules' contents
of the semantic net.

5.1 Maneuverability

The main features of this module can be summarized in three
parts:

- on-boaro maneuvering simulator (fig. 7)-mathematical rudder angle advisor-propeller-rudder interaction effect (fig. 8 e fig. 9)

m..iii.

Figure 7. Onboard Maneuvering Simulator-advisor

The hybrid algorithmic-symbolic module employs a simplified
mathematical model, [20], and a set of realistic expectations of
ship behavior drawn from master's expertise and full-scale tests,
to predict the results of imminent maneuvers. It includes
hydrodynamic and powering characteristics of the ship, channel
geometry, (14,17]. The module employs sensors for continuous
updating of ship trim and environmental data.
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Figure 8
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a.t ' .sb Io tO part. smeim~es
the bow tacks to starboard.

Figure 9. To choose a maneuver means to make the bow turning as a
function of rudder angle and ship speed. The output is not just
always one as it may occur in some events.

4.392



The greatest technical difficult arose from the formulation of the
abstract knowledge such as geometric shape of the waterway into
concrete rules. It could be solved involving pattern recognition
and image processing. However an easier solution has been found
combining ship positioning with a suitable automatic bathymetric
mapping of the navigation area, [18]. In this way a quick
geometric shape recognition of the area is found, (fig. 10).

3

Figure 10. Bathymetric Navigation System for basin shape
recognition.

The on-board simulator works either as a normal shiphandling
simulator either as a supporting tool for the rudder angle
display. The rudder angle advisor suggests the rudder angle as a
function of the desired heading and a presumed time.

The propeller-rudder interaction effect examines the various
combinations of the propeller/s and rudder/s. Moreover, it gives
the expected ship behavior, [20], based on expertise drawn from
experienced pilots, masters and mates, fig. 8 e fig. 9.

The decision making element is based mainly on observation of the
predictive display, which only indicates the predicted heading
after a fixed prediction time. The operator, using the course
predictive display as a maneuvering aid, will only use the display
information that accords with his criteria of satisfaction. In
all other circumstances he will use his internal model to decide
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rudder corrections.

5.2 Routing

a. Fixing. Using a priority filter, the module chooses the
"best" radio-navigation system among the different available ones
(LORAN, GPS, OMEGA, NNSS, etc.) then it makes a confrontation with
the dead reckoning navigation. It uses a mathematical model to
have an optimization of the ship fixing. The fixing is available
on-line on the map, warning on the presence of navigation risks
such as shoals and wrecks.

Moreover, it includes an automatic mapping system. In addition,
by mean of an updated bathymetric navigation system, [18], this
module gives information on the geometric shape recognition to the
module described in section 5.1, (fig. 10).

Furthermore, the module can interact with VTS (Vessel Traffic
System) centers by means of telematic messages, [16,24]. At the
Istituto Universitario Navale has been developed a new concept of
VTS that is not longer constrained by the use of radar but it
employs a communication system. Onboard, the ship position and
other data are coded in telematic messages and send to the ashore
VTS center. The MMPA is VTS-ready. It automatically informs the
VTS center of ship position and other information such as vessel
traffic conditions, meteo-marine conditions, time of arrival and
forward request for pilot and/or tugs (24].

b. Weather Effects. This module contains: updated
meteorological information, extreme weather effects, wind-wave
interaction effects, expertise in particular situations, I.M.O.
(International Maritime Organization) meteorological criteria,
optimization of ship path, (10-13]. Using this module, the
operator can have on request: ship weather behavior, advices to
solve realistic bad weather situations, advices and strategies to
avoid bad weather.

A part of this module has the objective to select a route which
minimizes the time and the cost and to optimize the ship safety
taking into account actual weather effects. Input may be directed
from external databases, however, this is probably not very
practical for shipboard use. We assume that the required weather
information is input by the user in some manageable form or there
is some readily available database which is accessible by the
advisory system. Output will be to a terminal video in the form
of a recommended route.

In input the module requires meteo-marine elements such as wave
direction and heights, wind force, etc.. The video output consists
on information as rolling angle, motion resistance, others. In

4.394



addition, it shows the advices and the actions such as change of
heading, speed variation, reduction of metacentric height and
others. The bad-weather piloting flowchart is outlined in fig. 11.
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sitiatosof ub f etc , ea e

g0s yesl f yel ac tions

Fiur 11 oing ineadWahr

no no



5.3 Safety rules

Taking into account the International rules of I.M.O.
(International Maritime Organization) COLREG 72/81/89 as knowledge
base, [21,22], the module, firstly identifies the situation and

the target ship type and after gives the behavior rules for
collision avoidance. moreover, as a training tool it permits to

know the definitions, visibility, positioning and technical
details, shapes and sound signals required to be carried out by
vessel types upon high seas.

POcwer-dr iven Vessvls UndWS- caol>t50m ....... (a)
L.< [(50 ....... (b)

~Ljr(, L~......
Siing Vessel way................................. (dl

Fishing V Usl.........................................Ce
engaged i l t.aIing............C(f)

Vessels not under command ................. gC9

Vessels restricted inl their ability to mornouvre ... h)

Vessels conrstrained by their Draught ........... (i)

To. ing and P.Shing ...... I.................J)

C;inohdn ship is unable) ........ (I.)

Vessels engage d n drdg or underwater Opel-ations ... (1)

Vessels or object being towed ................ (ml

Vessels engaged in minesweeping operations ....... 1)

Pio Vs l.. .........................................
(0

Anchored Vessels ......................... (p)

Vessels Aground.......................... (q)

Air cushion vehicle (in nonl-displacement mode) .... l

What's situationI

T IA peo'ts to identify
ashi;,(forp: ery situation

Figure 12.
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NWIDENTIFICATION N MAIN NElN N SE ps

Figure 13.
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Figure 14.

Fig. 12 presents the video display menu to set up or to choice a
situation. Fig. 13 e fig. 14 present a result of an identification
process of two particular ships.

5.4 Stability

The module examines that the vessel meets the minimum
static and dynamic stability requirements. This part furnishes
advices and works as a support knowledge for
the other part. This module uses for calculation the common
formulae available in literature, [23]. Moreover, the module can
work with external stability software package. In case of
carriage of grain, it is considered the ship satisfying SOLAS
requirements.

6. CONCLUSION

To catch the human expertise developed in several years of duty
and the development of the expertise of knowledge engineers and to
make it available to people with not enough expertise is the goal
of the MMPA.

On board the system can be used as dual rehearsal t-ol:

4.397



- giving details in out-coming maneuver and the "best" path to
reach with that speed and rudder angle and/or controlling other
devices;

- training personnel during real-trim condition.

The development of a piloting expert system for training is a main
contributions to the improvement of the seagoing personnel for the
following motivations:

- using on regular basis the MMPA on board the deck-officer can
acquire sensibility and tranquility both very precious when
approaching dangerous maneuver;

- because the advisory system can evaluate the maneuvers, the
operator can improve his skills by confrontation;

- the on-line use during a maneuver will be of a great assessment
during any type of maneuver.

Ashore, as an intelligent tutor, it can contribute to the
education of midshipmen in Nautical Colleges, to the licensing of
ship's officers and the continuing education programs of both
industry and academia, [1,9].
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AN OBJECT-ORIENTED DESIGN METHOD FOR
SHIP AND MACHINERY SIMULATION.

by Keith Reading
Mary Ward

and David Bagge
Hawker Siddeley Dynamics Engineering

1 ABSTRACT

The requirements for simulation of ship systems are numerous
and varied. This paper reports on the experience of producing a
framework and toolset for implementing such simulations. It
considers the characteristics required of a simulation algorithm
language for many ship related applications, explains the
solution chosen, and the conclusions derived from applying it. It
also describes the authors experience in the use of multiple INMOS
Transputers and the use of Object Oriented design and C++ coding
in this context.

2 INTRODUCTION

In the course of our business as control system producers we
frequently need to produce simulators. However these simulators
are needed for a wide variety of purposes, and each purpose places
differing emphasis on different aspects of the simulator. The
purposes range from a purely internal investigation into the
control algorithm to be used to regulate some piece of plant,
through providing a test bed to exercise the final hardware
implementation of a governor, to providing an operator training
facility for a comprehensive machinery control and surveillance
system. In the past these separate needs have been separately
addressed, perhaps using a one-off computer program for the
control algorithm investigation to simulate both the controller
and the plant to be controlled, a digital/analogue hybrid computer
and program to provide the real-time simulation for the physical
governor test bed, and an individually developed set of hardware
and software to produce the operator training simulator. With
todays advances in digital computing hardware it was recognised
that the same computational elements could be used to satisfy all
of the above requirements. The challenge was seen as that of
providing a framework of simulation system software to do the
same.
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3 OBJECTIVES

The principle objective was to produce a system of hardware
and software modules which would allow us to satisfy the diverse
requirements for simulators, serving a variety of end uses, in a
quick and economical fashion.

To this end it was seen as necessary to identify, by
analysis, the range of features required by such simulators and so
arrive at a minimal subset of features which could be used to
satisfy the range of known requirements. Experience told us
however that requirements are not static and that the set of
features satisfying todays known requirements would very quickly
be found wanting in tomorrows application. It was therefore
deemed essential that, whilst every effort be made to correctly
identify the features necessary for the anticipated requirements,
the set of features should be easily and cheaply extended or
modified. It was further recognised that a key element in
achieving this ease of extension or modification was to make the
implementation of the separate features as independent and
divorced from each other as possible. It was in this last area
that the use of an object-oriented design and language seemed to
offer more than previous techniques. It was also seen as highly
desirable that the application algorithm writer should not need to
strive for run-time efficiency. This was the reason for deciding
that the simulation algorithm(s) should be executed by an easily
extendible array of transputer processors.

In summary then the objectives were set out as follows:-

a) meet customers requirements for specific simulators

b) produce reusable simulation shell

c) evaluate use of object oriented language

d) extend experience of use of transputers

4 DESIGN

One of the earliest design decisions taken was that the
simulation algorithm(s) should be written in a tailored but
constrained "simulation language". This followed from the
recognition that the algorithms would be the part which would be
rewritten for each application and would be the area which would
undergo continuous development during each project and
consequently would be the area which would need to be debugged
for each application. The design activity was thus split into the
design and support of the "algorithm language" and the "system
software".
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4.1 Algorithm Language

Experience has shown us that 90% of the effort in
implementing a simulation goes into obtaining the necessary data
about that which is to be simulated. This inevitably leads to the
coding and debugging of the algorithm needing to be done in a very
short timescale. For this reason we had decided to employ an
"algorithm language" which avoided the possibility of the writer
making most of the usual programming errors and in particular
avoided the chance of the type of error which is very difficult to
locate and isolate.

To this end we defined a very simple language which had no
flow control constructs and gave the writer no choice of data
types and no pointer or indirect variables. Furthermore
arithmetic operations were defined in this language in such a way
that there was no such thing as arithmetic overflow.

It would have been nice if we could have also permitted the
algorithm writer to be unaware of full scale and resolution
limitations. In the case of input and output variables where such
practicalities are an unavoidable feature of the hardware
interface we felt that the algorithm writer had to be aware of
these limitations. For intermediate variables used in the
algorithm however we can remove such concerns by enforcing the use
of floating point representation of adequate resolution.

The resulting language consists of

a) three groups of variables, External inputs (EIV),
Internal (IV), and Output (OV)

b) an Expression table having one entry for each Internal
and Output variable

c) a number of tables representing one and/or two input
custom defined non-linear functions

The Input and Output variables are each subdivided into
boolean and analogue types. The boolean type can only have the
value true or false, whilst the analogue type is represented by a
12 bit signed integer. Internal variables are all held as floating
point numbers (64 bit IEEE format).

The Expression table is an ordered list having one expression
for each Internal and Output variable. An expression consists of
zero to three terms. A term consists of a variable reference, a
coefficient and an operator. The variable reference returns the
floating point form of the present value of the variable which may
be any one of the External input, Internal, or Output variables.
In the case of boolean variables floating point zero is returned
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for false and one for true.

The interpreter processes each expression in the table, in
table order, and stores the result in the corresponding variable.
Where the variable is of analogue type (Inputs and Outputs) the
floating point result is rounded and limited to 12 bit integer.
Where the variable is of boolean type then the value false is
stored if the floating point result is zero, for any other result
the value true is stored. For Internal variables the floating
point result is stored.

The arithmetic operators supported are add, subtract,
multiply, and divide. The operators returning boolean results are
less than, greater or equal, logical inversion, and logical or
(with the convention adopted, multiply is equivalent to logical
and). The two nonlinear operators give access to linear
interpolation in one and two input tables defined by the
application programmer. For these operators the coefficient
present in all other terms is replaced by the identifier of the
table to be used.

It was also recognised that simulations in particular fields
would give rise to the need for other operators or functions
which it would be too inefficient to code directly in the
simulation language. For example we might require trigonometric
functions. The constraint was therefore placed on the design of
the expression interpreter that it should easily permit the
addition of further operators and functions.

At the initial design phase it was recognised that we would
need some form of "algorithm language preprocessor". Although the
expression table is printable ASCII in its loadable file form it
is not programmer friendly. We planned therefore to generate a
simple "algorithm assembler" to permit the programmer to create
his code in a more comfortable format and permit a free choice of
variable names.

4.2 System Hardware

As the system was designed to form the framework of a
general, reusable simulator, it was decided that dedicated
hardware should not be designed. The system should be built up
from a number of available, separate components to meet the
required simulator specification.

A PC was used as the basis of the system, functioning mainly
as the operator interface since it provides keyboard, screen and
disk facilities. It also provides a cheap hardware interface by
use of the expansion bus into which a number of i/o boards can be
slotted.
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As the size of simulation algorithms and the frequency at
which they are to be executed would vary, it was decided that
these should not be PC resident. A network of modular processors
would be desirable that could be built up according to the
simulation size and performance required. To achieve this, it was
decided to use transputer modules (TRAMs) equipped with 2Mb of
RAM and a transputer. These suited our purpose well as they
comprise only processor, memory, and the 4 INMOS links and come in
various memory sizes. They are supported by a range of
motherboards for various system buses including VME and IBM PC.
This hardware configuration gives us the benefit of expandable
execution power and memory since each transputer module is easily
networked to others in flexible configurations by use of its 4
INMOS links. The overall hardware configuration is shown in figure
1.

4.3 Operator interface

The operators control of the simulation system is totally
menu driven. The top line of his display always shows the current
options whilst the second line gives an expanded explanation of
the highlighted option or indicates the further choices that this
option will lead to. Options are selected by moving the
highlighted selection along with 'left' and 'right' arrow keys and
then pressing return, or by typing the initial letter of an
option. (option keywords are selected so that any individual menu
does not contain two keywords starting with the same letter.) The
menu system not only controls the operation of the simulator (e.g.
Simulate, Freeze, Replay, Initialise etc) but is also used to
choose which of the predefined views or pages is shown on the rest
of the operators display. These pages are of three basic types:-

a) Tabular status display pages
b) Tabular operator variable display/entry pages
c) Graphical display pages

The status display pages show the value (or state for 2 state
digital channels) of up to 60 channels (3 columns of 20 rows).
Each channel therefore occupies one third of one line and is
presented as follows:-

NNNNNNNNNNNNN VVVVVuuuu

where
N=Name(up to 13 chars),
V=Value(up to 5 chars including decimal point),
u=Units(up to 4 chars).

Digital channel states occupy the 9 character positions otherwise
used for Value and Units. The text for digital states are taken
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from a 'Dictionary' containing pairs of State Description Words

(e.g running/stopped etc.).

A sample status display page is shown in figure 2.

The operator variable pages look like the tabular status
displays but differ in having a highlighted cursor on one of the
displayed variables. In the initial design it was thought that
only boolean operator variables would be needed. The operator may
change the state of any boolean by moving a cursor to the
required variable and pressing the space bar. This will toggle
the state of that variable. The operator variables can not be
changed during replay.

Figure 3 shows an example of an operator variable screen.

Graphical pages are only available during replay. These pages
present time plots for up to 9 channels. Whilst a graphical page
is selected, the playback is frozen. The Time Cursor defined below
shows the point in the replay which has been reached.

The 9 traces can each be displayed in a different colour.
Traces showing the state of digital channels are scaled to fill
7% of the vertical axis but each one occupies a different 10%
slice. Traces showing analogue channels have an unrestricted
choice of scaling.

The operator may choose one of two configurable time scales,
for example one showing a time span of one hour with a resolution
of approximately 6 seconds, and the other showing a time span of
ten minutes with a resolution of approximately 1 second.

Also shown on this page is a 'Time Cursor' i.e. a vertical
line through the graph with marked graduations. This 'Time
Cursor' may be moved backwards/forwards using left/right buttons.

The operator may also toggle between displaying names and
displaying values for each channel. The values displayed
correspond to the channel values at the position of the 'Time
Cursor'. Analogue channel values are displayed in engineering
units and boolean variable states are displayed as 1 or 0

A sample graphical screen is shown in figure 4.

4.4 System Software

An object-orientated design approach was to be used in an
attempt to produce systems that comprised of separate
independently defined modules that could be 'bolted' together to
meet a required simulator system specification.
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Figure 4 Graphicea cre

It was noted that a top-down design methodology would not
necessarily yield the desired results since the system
architecture evolves from the derivation of the original design
specification. If the specification changes significantly (as it
will do with requirements for different simulators), the
architecture may have to be modified to reflect these changes. The
basic architecture should be consistent for all simulator systems.

Since object-orientated design bases the system architecture
on characterised classes of data, the most static part of a
system, the architecture becomes independent of the processing
order of the data which can then be addressed at a later stage.
Thus we do not consider the processing order to be part of the
inherent system design but as a top-level system implementation
for a particular simulation system. (Note that this does not imply
that the top-level is to be designed first as it would when using
a top-down design methodology; a top-level function has no
dependents and is most easily changed within a system without
affecting other modules).

The effectiveness of this design methodology and its
implementation using the C++ language was to be evaluated during
the course of development.

It was further decided that there should be three main
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processing tasks:

a) A foreground task in which menu selections are made
leading to changes in operational mode and displayed screen.

b) A timed interrupt to command transputers to start
simulation execution and to manage data handling i.e. hardware
i/o, data recording and data transfer to and from transputers.

c) A background task utilising any remaining time updating
the values displayed on the current screen.

From the facility requirements, key data objects were
identified that would be required in a general simulator system.
For example, the man-machine interface should include screens and
displayable i/o data channels; the simulation language interpreter
should include symbolic expression tables and schedule
definitions. From these general object classifications a hierarchy
of classes was derived to implement more specific data types.

Initially, problems were encountered with the identification
of classes resulting from the unfamiliar nature of the design
concept. It was found that the careful selection of a class was
important if the architecture was to be made extendible and
reusable. In particular, by making a class too specific, problems
could be encountered whenever related classes needed to be
created. By identifying common properties amongst sets of data,
extendible architecture is produced.

This is well illustrated in the design of the channel class
hierarchy. At an abstract level, a channel is defined with just a
name. At the next level of refinement, derived classes are defined
with the extra features required to model analogue and digital
channels. For example a digital channel has a state and a state
name pair; an analogue channel has a 12-bit integer value and
engineering units scaling. This hierarchy can then be further
extended at the appropriate levels to account for channels with
different types of values, to impose restrictions or to add more
features.

The initial level of abstraction is very important, it is
easy to create classes that strictly define the required
facilities but which then need constant redesign due to changing
requirements. Attention should also be paid to minimising the
number of inter-module interactions so that the later stages of
design are simplified. The initial hierarchy of classes created is
shown in figure 5 and forms the underlying structure of the
simulator system.

One particular design requirement considered at this stage,
and which influenced the design of most classes, was that any
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dynamic hardware and simulation data values should be stored in
contiguous blocks of memory. This was considered necessary for
fast and efficient data recording, hardware i/o and data transfer
to and from transputers. The effect of this requirement can be
seen in the class hierarchy by the presence of localised buffers
(VBUF and VAR) from which most other classes access hardware and
other simulation data.

Note that most of the requirements considered at this stage
are in fact general facility requirements that will affect the
architecture of the system. At this stage we are not considering
what we want the system to do, only what it should consist of.
This is a very important distinction to make since the operation
of different systems will vary to a much greater degree.

After the initial design of a basic architecture, functional
aspects can be considered. At this stage we considered the
operations required on each class of data and defined the methods
that will implement these operations. For example a screen may
require configuration, initial static display and dynamic
updating. Note that since we have a list of methods attached to a
class, it is a simple matter to add extra methods to a class if
and as required during implementation.

Although an early decision was made to split the functional
operation into three main tasks, it should be noted that this has
not affected the system architecture and could have been
introduced as a requirement at a much later stage. This is in fact
a top-level functional requirement that is independent of any
class requirements and which is implemented at the highest level.

5 DEVELOPMENT AND USE

5.1 Algorithm language

The initial experience of using the algorithm language, in
particular the lack of any flow control statements, was something
of a culture shock for anyone with any experience of programming
digital computers. However these were generally people with a
control and simulation background and, once the similarity with
programming an analogue computer was pointed out, they started to
make progress. In such a language what the programmer controls is
not the flow of execution but the flow of data.

As experience was gained in programming simulation algorithms
we found several advantages to the language, some of which had
not been foreseen or planned. We also discovered some real
shortcomings.

a) Lanuge shortcomings
Mo fthe shortcomings related to the omission of any
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facilities enabling the algorithm writers to modularise their
code. With hindsight this was indefensible. On reviewing this
situation it was decided that two mechanisms were needed.

The first was the facility to partition the simulation
algorithm i.e. the ability to put some subset of the whole plant
simulation into its own file, develop and debug it, and then leave
it alone. This was quickly achieved by extending the "algorithm
language preprocessor" to accept multiple source files. At the
same time a cross reference facility was added to help the
programmer keep control of the interfaces between "modules".

The second missing mechanism was the equivalent of the
classical subroutine i.e. the ability to reuse one piece of code
design multiple times on different instances of data. A typical
example which arose in practice is the case of a hydraulically
operated valve, of which there may easily be a hundred instances
in say a fuel distribution system. To model the state and movement
of such a valve takes 5 equations in the algorithm language. We
could possibly have regarded this as an instance of the need for a
new operator or function in the language but this was not thought
appropriate. That technique had been planned for instances where
the methods available to the algorithm writer would be too
inefficient at run time. It was clear cases like the hydraulic
valve would be numerous and we felt that the algorithm writers
should be able to define their own "routines" for such cases.

The solution we adopted was to give the algorithm writer a
"1macro" facility. These macros have formal input and output
parameters and also have local internal variables. The local
variables are automatically made to be unique Internal variables
for each invocation of the macro. To keep things clean and tidy
the writer is encouraged to keep macro definitions in separate
files by adding an "include file" feature in source files.
Incidentally these two facilities (macro & include) were added
with absolutely minimal effort by writing a trivial program to do
some keyword substitutions in the source and then passing the
resulting text through the macro preprocessing stage of a C
compiler prior to processing by the main algorithm language
processor. This use of multiple programs to "compile" the
algorithms is invisible to the user as they are all automated
using a "make" control program to build the runable program.

b) The network problem
An instance of the need for a specialised function in order

to achieve adequate execution speed did occur in a rather
unexpected area. We first came across this in modelling the fuel
transfer system in an operator training type of simulator. The
model did not need to be very accurate in predicting precise flow
rates but it did need to correctly model the paths in which flow
occured. Given a typical system, with some 50 or so valves and a
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similar number of Tee connections in the pipe system, it is as
good as theoretically impossible to write the millions of boolean
equations representing the possible flow routes. The same
difficulty arises in modelling any extensive "flow network". Other
examples occuring in modelling total ship machinery systems are
the high presssure sea water system and the electrical
distribution system.

The solution adopted is described in terms of a fluid flow
system as a specific example is easier to understand. The actual
implementation uses a central "route finding" procedure called by
different shells providing the differing interfaces to the rest of
the model required for fluid transfer systems, cooling systems,
and electrical distribution systems.

The Network simulation addition to the simulation language is
intended to permit the representation of the system in a manner
close to the physical system and to generate a logically correct
response to the millions of permutations of valves open/closed
tanks full/empty pumps running/not running rather than an accurate
quantitative evaluation of all flows. The simulation makes use of
a network description table having an entry for each system
component. The entry identifies the individual component, the type
of component and the other components to which this one directly
connects. The different types of system component are:- PUMPS,
VALVES, NON-RETURN-VALVES, TEE-JUNCTIONS, TANKS and a CAP. Each
component has a predefined number of network connections which
represent the pipes. Note there is not a pipe component.

The rules used in the simulated network for determining flows
are as follows. Flow occurs provided that there is an open route
to and from an operating pump. An open route is either a circular
path connecting a pump output to the same pumps input or a path
between a source of fluid via an operating pump to a sink of
fluid. If flow occurs then its magnitude through the pump is the
"nominal" flow for that pump. If a circualar path around the pump
exists then the pump will not directly influence the levels in any
tanks (However the the Gravity Balance side effect of a pump
described later). For non-circular paths where branching of flow
occurs then the simulation assumes equal division of the flow of a
pump amongst the sources feeding it and equal division of its
output amongst the sinks it is feeding. In determining whether an
open path exists for flow driven by a particular pump, account is
taken of the direction in question for non-return-valves. The
simulator deals with the case of several pumps running by
evaluating flow for each running pump separately and then summing
the effects at each source and each sink. The convention is
followed that flow into a sink is positive and that out of a
source is negative.

The algorithm used works by taking each pump in turn and
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calculating and applying the change in contents of tanks as a
result of that flow, over the simulated time interval, represented
by the calculation iteration interval. This is repeated until all
pumps have been dealt with.

The strategy used to deal with each pump is to start at the
pump and check that it is running. If it is then a search is
conducted on its input side for open paths, from one or more
sources.

This is done by using the connection data attached to each
component. The link on the input port of the pump is used to send
a question to the upstream component asking can you source
liquid. If it is a valve which is closed or is non-return valve
being asked for flow in the wrong direction it answers no. if it
is a tank which is not empty it answers yes. In any other
situation the component cannot directly determine the answer so it
asks the components on its other ports the same question and then
returns the answer it gets. In fact only tee-junctions have more
than one other port and they ask the component on one of them the
question and when they get an answer then proceed to ask the
component on their third port, finally they combine the two
answers to form their reply to the original question asked of
them. To be more precise the answer has two parts one being a
count of how many sources have been found and the other being a
list of the identity of those sources.

There is one major flaw in the algorithm as described above
and that is that if an open path exists which forms a closed ring
(a simple example is two valves in parallel joined at each end by
tee-junctions) then the question would be passed round and round
the ring and never answered. To avoid this possibility a question
identity number (1 to 16 in this implementation) is passed along
with the question. Tee-junctions remember question numbers that
they are in the process of answering. If they receive a question
which they are already in the course of trying to answer then they
answer "no" to the later request and do not pass the later request
on.

Having got an answer about the number and identity of sources
on its input port the pump then asks the component connected to
its output port if it can sink fluid. This is handled in just the
same way as the question about sourcing.

The pump thus ends up with two numbers and two lists: the
number of sources and a list of their identities plus the number
of sinks and their identities. With this information it is able to
determine if flow should exist and if so to apportion it amongst
its sources and amongst its sinks. It is also able to determine
from whether there exist input and output routes whether to set
its delivery pressure at zero, normal, or high.
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When used for an electrical network the "can you sink
(consume electricity)" questin is launched from each generator.
The shell routine for the electrical system uses the answer
(number and list of identities of consumers) to totalise the
demand and to mark each consumer on the list as having power
available. These last power available flags are then used by the
individual plant item models .

Figure 6 illustrates the symbols used to diagramatically
represent the network components, and the parameters and variables
associated with each type of component.

c) Lanuage dvantages
So o the advantages of the algorithm language much

appreciated by appliers with previous modelling experience were
the freedom from concerns over numeric resolution and overflow,
at least inside the model, and the availability of the one and
particularly the two input interpolation functions. These they
found much easier to readjust as more accurate information about
the plant became available than if they had to fit approximating
equations to the new data.

With hindsight one of the advantages they reported for use of
the language arose out of the lack of flow control constructs
that had initially appeared so restrictive. They found that the
strict sequential execution of every line of code, on each
iteration of the algorithm, lead to a style of coding more likely
to produce realistic modelling of the plant in unforeseen
situations when compared with case statements for different plant
states, or jumping around code once certain conditions are met.
Generally they found this pseudo "analogue computing" style also
easier to modify and extend when the models performance was found
to be lacking in some detail. This seems to arise from a greater
similarity of form of the algorithm with that of the plant.

Perhaps the major advantage of using the language was the
achievement of one of the principle motivating aims i.e. the use
of a SAFE language in which to write the simulation. In spite of
our experiences reflecting our worst expectations in terms of late
availability of much of the data needed to design and implement
the model and its even later correction when the model performance
was seen not to reflect some desired characteristic of the plant
we had no cases of the dreaded "it all works except that the
program 'crashes' once an hour/day/week" attributable to errors in
the design or coding of the simulation algorithms.

5.2 Experience of OOD During Project Life Cycle.

a) Ease of Implementation and Maintainability.
During implementation it was found that, due to the highly
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modular design with rigidly defined interfaces, we could usually
address the implementation of a module without having to lend
full consideration to any other, making each module's function
relatively easy to understand and implement. This also leads to
benefits after initial implementation by producing easily
maintainable, self-contained modules.

For instance, a screen need not consider the implementation
of a channel that it displays. Any access to channels is directed
through its declared public interface and is not dependent upon
the implementation of functions provided by this inter face. Thus
in changing a screen implementation any changes are localised to
screens, no other modules require consideration or modification.

This modular design structure also allows us to build up the
system, from the lowest levels, encountering any implementation
problems at the earliest stages of development. Top-down
functional decomposition can often lead to such problems being
encountered at later stages in the project since they inevitably
occur at the lowest levels of design. At this stage it can be time
consuming and expensive to correct them. By designing and
implementing these levels first, any problems are encountered
early on and moves can be made to eradicate them.

b) Information Protection.
The implementation of a class with a se tion devoted to

private data ensures that the data attributes of a class can be
hidden from other classes. It is then impossible to directly
modify an object's private data either intentionally or other wise
since access to the data attributes is restricted through the
publicly defined method interface. Thus it was found that any
errors introduced by modification of a class generally did not
propagate into other modules.

Cases in which errors were, however, propagated to other
modules were encountered in situations in which a class directly
manipulated other class data by overriding the protection
mechanism. It was found that such instances can be completely
avoided with a more rigorously designed structure. To illustrate
this point consider an instance in which this problem occurred:

Several data buffers had to be passed between the transputer
nodes and the PC. In order to pass the data over the
communications link, a communications class was designed
containing transfer methods with parameters for the size of the
data block to be transferred and a pointer to its place in
memory. To obtain this data, methods that returned this
information were added to each class containing data for
transmission. However, by obtaining a pointer to a data area,
direct access to this data is obtained and we have overridden the
protection mechanism. An alternative solution would be to
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inherit the attributes of the communications class into each
class that contained data to be transferred across the
communications link. For each of these classes the transfer
methods can then be called, thus allowing the data to remain
private. This is illustrated in the modified class architecture of
figure 7. Note that the previous method should not be used in a
rigorously designed object-orientated system.

c) Architecture Extendibility.
For our second simulator specification, several extra

features were required. For example, operator adjustable analogue
variables were required in order to modify analogue inputs to the
simulation. These were to be used in a similar way to the
existing operator controllable fault injection (boolean variables
that are not i/o mapped but that can be changed on the screen 'o
simulate faults in the application).

Implementation of this feature was just a simple matter of
deriving the analogue channel properties into a new class for
operator controllable analogues with appropriately modified
methods. Any methods not redefined in this module apply equally
to this module as they do to modules higher in the hierarchy.
Additionally, client code at a higher level does not require
extension since we have the ability to create constructs of the
form 'for whatever type of channel you are, return your value'.
This eliminates the use of constructs such as 'if analogue channel
type get analogue channel value, if digital channel type
which require extension whenever extra modules are added.

d) Execution Time Penalties.
One problem encountered with the implementation of the object

design philosophy was that due to the increased emphasis on data
structure, it became easy to neglect the functional aspects of the
system. Hence in design, many small, trivial class methods were
created and typically, for an equivalent functional design
methodology, many more functions were implemented. Hence it was
found that for our second project which required simulation
execution within 0.01s (as opposed to 0.33s), the functional call
overhead incurred a run-time penalty and initially we could only
execute within 0.1s.

The main source of this overhead was in the design of the
symbolic equation table class; it was designed to look like an
array with an indexing method that had to be used in conjunction
with any data access methods. Hence we had two calls for each
variable referenced in each equation evaluation and a number of
each of these for the whole equation table.

However, changes were easily made without modification to the
system architecture. The data did not require modification and it
was a simple matter to create a method to evaluate all equations
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in a table with one call.

Note however that execution time can be addressed at the
design stage and these problems can be eradicated. As more
experience was gained in object-orientated design, the importance
of the balance between data and functional design was recognised.
Due to the initial use of the completely different design
methodology, full consideration of the functional aspect was
actually overlooked to some extent.

Incidentally, complementary to the function call run time
penalty, we also gain advantages with some method calls. The 'for
whatever type of channel you are, return your value' construct is
quicker than an 'if analogue channel type get analogue channel
value otherwise if digital channel type ...' construct.

e) Module Continuity.
In ad ition to architecture extension, in some cases module

implementations require enhancement to meet new project
specifications. However, although for a new project a module may
require enhancement, we may not want changes in the module since
its implementation has been fixed for previous releases of
projects. To overcome this we have the ability to derive
properties from the old class into a new one and simply change
the implementation of the required sections. Thus we can easily
extend modules although we have fixed the implementation in
previous versions.

However, we found that due to space limitations in the PC
whilst using the PC only version of the program for debugging we
could not effectively apply this philosophy since we would be
generating more code. Space, in fact, became a problem throughout
the latest stages of the project and this can be partly attributed
to the fact that many modules had methods that were not used in
all projects. This can be overcome with more advanced object-
orientated languages and tools such as code optimizers that strip
out unreferenced methods at module linkage time.

f) Documentation Difficulties.
Due to the significant influence of defence organisations on

our work, all of our utandards on software quality and
documentation demand documentation structured around approved
conventional top down design methodologies such as Mascot.
Although we can still, in some respects, structure the textual
definitions and descriptions of subsequent levels of design to
the required standards, it becomes inefficient. In particular it
was found that some documents required specific, conventional
diagrams such as data-flow and functional flow diagrams. These
will not fulfil their purpose when applied to a object-orientated
system. Such diagrams should illustrate design aspects of the
system and would not do so for a system designed with a completely
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different design methodology. In these cases diagrams, such as the
class architecture diagram were developed to meet such criteria
meeting the spirit but not the letter of such standards.

5.3 Experience of Using Transputers.

Due to the lack of tools and debugging support we had
available for the transputers, the simulation interpreter was
initially developed within the PC environment and then ported to
a single transputer node. At this stage, some portability
difficulties were encountered. This arosg because of the method
used by current C++ compilers to achieve "type-safe linkage". This
relies on the compiler extending function and procedure names to
indicate the number and type of parameters expected. Once one is
aware of these problems, it is a simple matter to avoid functions
that use many long named arguments. Other than this particular
problem no significant portability problems were encountered.

Initially, for our first project, a communications protocol
was developed to communicate between the PC and one transputer
node. Within this scenario it was possible to run the required
simulation (twin engines and auxiliaries on a ship) within a 0.1s
iteration time. This compares well with a time of just under ls
for execution on a PC. By using a transputer, not only are speed
advantages gained, space no longer becomes a problem since each
transputer module (TRAM) on a transputer motherboard can be
equipped with 2Mb of directly addressable RAM.

For our next project, since we had to simulate a gas turbine
at intervals of lOms with its auxiliaries at intervals of 0.2s,
we split the simulation into these two sections so that they could
be placed on separate nodes. Thus we required a communications
protocol to address multiple nodes. It was found that the
development of this enhanced protocol was simplified with the
ability to split the communications and simulation into separate
tasks within a transputer. Communications through a transputer
node to another could then occur during execution of the
simulation on the node.

It was also a simple matter to reconfigure the system for the
two nodes. The interpreter code was duplicated for use on both
systems and different application code was built in
automatically. All that remained to be set within the code were
the data sizes and messages for each node. The transputer network
configuration file was then modified to include the connections to
the new node. This produced a single file to be loaded to the
root of the transputer network which automatically loaded up each
transputer throughout the configured network. Hence the PC code
did not need be changed to load up multiple nodes.

Since the communications protocol is enhanced to handle a
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general network of nodes, it is not difficult to expand the
network with this present level of software. All that is required
is to set the network definition in the configuration file and
the message definitions for each node. If the communication
protocol was further developed to include data size bytes within
messages, then this process is simplified. Thus, by using
transputers, we have the ability to simply split simulation into
separate nodes to suit any size of simulation without being
limited by execution time.

5.4 Debugging Aids.

During development it was found that, in order for control
engineers to test application code and hardware, it became
necessary to add some debugging aids that could be accessed from
the operator interface during run time sessions. It was possible
(though inconvenient) to use existing code debugging tools during
initial development in the PC environment. Although they have
since become available, such tools were not available for the
transputer environment when this work was done. Therefore when the
code was ported to the transputers, it became difficult to access
the majority of the required data. In particular it became
impossible to view floating point values calculated from the
expression tables. To this end, a number of debugging aids were
gradually added to the system:

a) Ability to inhibit hardware input so that simulation input
data could be entered at keyboard.

b) Ability to disable simulation so that hardware outputs
could be entered at keyboard.

c) Display of floating point values calculated by simulation.

d) Replay of floating point values.

It was decided that to activate combinations of these
facilities, a debug mode number should be entered on the command
line; a different system should not have to be created for
debugging.

Implementation of keyboard data entry was not difficult since
we already had classes of screens that allowed particular
channels to be selected and classes of channels that allowed
keyboard modification of their values. It was just a matter of
declaring extra instances of operator screens on which any channel
required for modification could be displayed. To allow channel
data to be modified it was possible to build a system in which
instances of analogue and digital channels would be declared to be
instances of operator adjustable analogues and booleans. However,
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rather than having to rebuild in order to add this debugging aid,
it was decided to add the required modification methods to the
analogue and digital classes and call them only if the appropriate
debug mode was set.

The addition of floating point recording and display was a
little more difficult. Consideration had to be given to the
system execution time and the memory space available. It would
have been too time consuming to request and display every floating
point value and too much space would be used to record every value
over a reasonable length of time.

It was decided that it would be sufficient to select eight
floating point values for display at any one time. Additionally,
since it would have been impossible to record sufficient data
within the PC at the fast rates required, it was decided to record
the eight selected floating point values within the transputers.
If this data required storage to disk it would not be difficult
to transfer it across to the PC block by block for saving to a
file. Selection of the floating point values was achieved using
eight extra keyboard adjustable analogues.

These debugging options give us a limited ability to test
application code and hardware. However they do not allow any fixed
simulation data to be modified. To tune any constants and
schedules it is necessary to modify application source code and
rebuild the system; this can be time consuming. This shortcoming
could now be removed by use of the current generation of code
debug tools for the trnsputer. This may not be the optimum
solution however as the user should not have to learn another
operator interface of a different style. Future debugging aids to
be added should supply such facilities.

Note that these debugging aids were not designed into the
system from the outset. They were added when difficulties in
implementing application code were encountered. Although extra
classes had to be designed to allow floating point values to be
recorded and displayed, these were simply 'bolted on' to the
existing architecture without affecting the operation of any
other classes.

6 CONCLUSIONS

Generally the development of a simulation framework and
toolset has been judged succesful. The subsiduary evaluations
carried out within the project have also had favourable outcomes.

The use of multiple transputers to provide generous computing
capacity within simulators has been cost effective and fairly easy
to achieve. It should be noted however that we restricted their
use to a quite simple organisation.
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The use of a restricted "safe" language in which to code the
simulation algorithms has been successful. However where
customer's engineers have to approve the details of the plant
sumulation we have found in practice that only diagramatic
representations are generally acceptable. Although the simulation
language employed in the project is amenable to diagramatic
representation, if this is to be a significant proportion of the
applications, then automatic compilation from the diagrams should
be implemented. The manual translation to textual form is labour
intensive and error prone.

The use of Object Oriented design and coding in C++ was also
judged succesful and is now the method of choice for the
development team. It is not however the solution to all problems.
Full attention still has to be paid to all aspects of design. It
does however seem to provide a good framework in which to think of
the design. It also does seem to encourage the production of code
which is more easily reused. The C++ language whilst not a perfect
implementation of object oriented designs is quite adequate. In
spite of the present lack of an internationally agreed definition
of the language the porting of code between two compilers from
separate software houses targetting two very different execution
processors has been relatively painless.
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APPLICATION OF RAPID AUTOMATIC PASSIVE OPTICAL RANGING
(RAPOR) TO SHIP CONTROL

by Dr. W.I. Clement and Dr. K.A. Knowles
Department of Weapons and Systems Engineering

United States Naval Academy
Annapolis, Maryland 21402-5025

1. ABSTRACT

Computer processed stereoscopic vision techniques can be
used to provide totally passive automatic range and bearing
information for a number of ship control applications. These
applications include underway replenishment station keeping,
restricted passage piloting fixes, buoy location and tracking,
and anchor bearing fixes. This paper describes an automated
system utilizing a microcomputer and an inexpensive commercial
vision system. The image correspondence (range triangulation)
problem -- necessary for stereoscopic imaging -- is discussed,
along with a technique for simplifying and accelerating the range
information processing by using preliminary automatic focus
information. Several ship control applications are proposed and
discussed.

2. INTRODUCTION

Numerous aspects of ship control could be enhanced or
automated if a reliable stereoscopic vision system were available
to perform range and bearing calculations to nearby reference
points. Range information, via triangulation, is easily
extracted from a pair of stereo images if at least one
corresponding point in each image is )nown. Figure 1 shows an
overhead view of a pair of cameras in a stereo imaging
configuration. With knowledge of the focal length, camera
geometry, and corresponding image locations of a given point
(say, point "A"), range to this point is easily determined. It
is generally agreed, however, that the image correspondence
problem is a serious hindrance to the application of stereo
vision.
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Figure 1. Camera geometry showing field of view.

2. Unresolvable correspondence cases

There are several situations in which a solution to the
correspondence problem is impossible. In Fig. 1, observe that
the field of view of the two cameras is different (accentuated by
the small object-range-to-camera-spacing ratio). While there are
parts of the scene common to both (area 1), there are, along the
edges, objects which only appear in one camera (area 2). This is
the source of the first unresolvable case -- the chosen object is
not present in both images, as in the case of point "B". This
situation is remedied by choosing objects which are within the
fringes of the image by an appropriate amount -- an amount which
varies inversely with object range. The second problem arises
due to the intrinsic nature of stereo images. Due to the
parallax between the two images, it is quite possible that an
object is visible in one camera, yet occluded in the other.
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Point "C" in Fig. 1 is such a point. This problem, too, is
exacerbated as image range decreases, since parallax increases.
Without specific and detailed knowledge of the scene, it is
impossible to completely guard against this situation. However,
since this discussion focuses on stereo ranging for ship control,
it can be assumed that object distances are relatively large
(compared to camera separation), thus decreasing the chance of
such errors.

2.Z A DroDosed correspondence scheme

With a suitably chosen object in one image (e.g., a
distinctive edge or point), triangulation for range information
can proceed only after the corresponding point is found in the
second image. Any algorithm which can locate the best match in
the second image will work. However, for real-time applications,
this algorithm must be fast. Knowing approximately where to look
is one way of accelerating the correspondence solution as well as
reducing the possibility of a false correspondence.

The essence of the proposed scheme is to provide the stereo
imaging system with a rough guess as to the probable location of
the corresponding point in the second image. The key is that,
just as correspondence provides range information, range
information provides correspondence -- and approximate range
information provides approximate correspondence. Therefore, the
range triangulation problem can be approached from both
perspectives.

A tacit assumption in image analysis is that the camera is
focused on objects of interest before one captures the image.
However, in order for the stereoscopic imaging system to be
autonomous, the camera's focus must first be automated. As a
byproduct of this auto-focus subsystem, a first guess at object
distance can be made. This knowledge allows for an educated
estimate of the displacement of the images between the two
cameras (i.e., the correspondence). Finally, standard
correlation techniques, performed only on the image area local to
the initial correspondence guess, are used to determine exact
correspondence, and, hence, accurate target range.

One further point should be made about the use of initial
range information to aid in correspondence determination. If the
image contains many similar features, such that incorrect
correspondence becomes a real issue, the auto-focus system must
provide estimated range (i.e., estimated correspondence) with
sufficient accuracy as to make the nearest similar feature the
correct one. This places a lower bound on the resolution of the
auto-focus mechanism -- a bound which is a function of the
spacing of similar features in the image.
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3. DISCUSSION

3.1 Eguipment

The equipment used in these experiments includes two single-
camera vision systems (each with vidicon camera, frame-grabber
memory board, and cables -- manufactured by BEECO vision systems,
Indianapolis, IN), a computer for analysis of the vision data
(Zenith Z-248), stepper motors for focusing the cameras, and a
parallel I/O board for communication with the motors. In these
experiments, only one camera was automatically focused to
illustrate the feasibility of the method. Under operating
conditions, both cameras would need to be focused, either jointly
or independently.

A captured image resides in memory on the vision system's
frame-grabber board. For the system used here, the image
intensity is spatially sampled to form an array of 256x243 pixels
(picture elements), each of which is intensity quantized to one
of 128 gray levels (7 bits/pixel). Each pixel resides in one
byte of Random Access Memory and the information is stored
sequentially, by row.

J.2 Camera focus

An object is in focus when there exists the sharpest
intensity gradient across its surface. For digital images, this
simply means the largest difference between adjacent pixel
intensities, as a function of the lens focus. Since there may be
objects at different ranges within a scene, focusing is
performed, for these studies, on a smaJ horizontal segment of
pixels centered at the image's center. The use of a horizontal
line segment, rather than a region of pixels, is due to the
camera geometry, as discussed later. The size of this segment is
chosen more or less arbitrarily with the intent of making it
large enough to encompass distinctive features of the image
while, at the same time, being small enough so that, for the most
part, all objects within its bounds are at the same range. A
satisfactory size can be found by experimentation.

For each position of the focus ring (positions are defined
as a given number of steps of the stepper motor), the maximum
gradient along the segment of pixels is recorded. As the focal
distance steps inward from infinity, this focus process is
continued until the gradient has peaked and begun to decrease.
After an appropriate decrease threshold, optimal coarse focus is
attained by returning the focus ring to the position of maximum
gradient. From that point, continuous adjustment of the focal
ring, in response to intensity gradient information, provides for
improved focus.
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inrCalibration of the lens' focal ring allows correlation
between the ring's position and the focal range. This range
information determines approximate pixel correspondence betweenleft and right cameras.

3.3 Camera geometry and the corresoondence problem

The side-by-side camera arrangement used for these studies
imposes a structure on the correspondence problem which
simplifies its solution. In the absence of any vertical tilt
errors in the mounting, the only position offset between the two
images will be in the horizontal direction. Consequently,
objects should be chosen which can be easily matched up through
the application of horizontal shifts between the two images.
This confines the choice of a suitable image to one which shows
intensity variation along a horizontal line -- that is, one with
vertically-oriented features. This is the reason a horizontal
line of pixels was used for the auto-focus routine. For if
insufficient detail exists for adequate focus, then it is likely
that correspondence will be difficult as well.

The result of our search for correspondence is the lateral
separation (measured in pixels) between corresponding points in
the two images.

Due to the possibility of vertical misalignment, some modest
degree of image continuity must be assumed. That is, these
vertically-oriented objects are assumed to extend over enough
rows in each image so as to allow the application of matching
techniques only on corresponding rows.

As for alignment within the horizontal plane, Fig. 1 may
lead one to the conclusion that the cameras must be parallel. At
distances which are significantly larger than the camera spacing
(the typical arrangement) this is fine. However, as object range
decreases, the fringes of the images (area 2 of Fig. 1) grow. If
the cameras are angled inward, these fringes can be reduced and
even eliminated.

As a result of this additional degree-of-freedom in the
camera geometry, a simple calibration procedure is necessary. If
an object at known range is studied, it is easy to calculate the
pixel separation which corresponds to its range. If it is found
that exact correspondence disagrees with this calculation, the
difference between the two can be taken as a fixed bias. Later,
when approximate correspondence is determined from the auto-focus
subsystem, this bias term is added to determine the true starting
point in the correspondence search. On board ship, such a
calibration procedure could be performed using any object which
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is at a known range from the stereo imaging system -- for

example, a stanchion or an antenna.

3.4 The choice of features

The choice of a significant feature in the first image for
which correspondence is sought in the second is somewhat
arbitrary. For these studies, we have chosen the same group of
pixels which were used for the auto-focus routine -- if they were
satisfactory for focusing the camera then they show sufficient
detail to be used for correspondence analysis. All objects
within this group of pixels (if, indeed, there is more than one
object) are assumed to be at a single range from the camera.
That is, the corresponding pixel for each in the group is at the
same displacement for all. No attempt is made at object
recognition for the selection of reference pixels -- this would
be far too time consuming. It is assumed, at this point in the
sequence, that the cameras are pointing at the desired object.
Furthermore, since focusing is performed on pixels near the
center of the image, the chosen points will lie in both images if
not occluded.

Due to manufacturing differences in the vidicon cameras and
frame-grabber scan rates, there can be significant differences in
object widths in the two images. This is a real problem when
attempting correspondence -- for one expects to find an exact
replica of the reference pixels in the second image. However,
when an analog picture (RS-170 standard) is digitized for storage
in RAM, each scan line is equally divided into 256 pixels,
regardless of actual scan length within the camera.
Consequently, if the horizontal scan line of one camera is twice
as long as that of the other, all objects will appear to be half
as long (when counting pixels) in the first image as compared to
the second -- as if one camera had a wide-angle lens and the
other did not. This plays havoc on a correspondence scheme and
must be corrected. For these studies, the camera which recorded
the larger scene (objects were smaller, in pixel count) was
scaled, about the center pixel of the row, so that corresponding
objects occupied identical pixel widths. The scale factor for
this normalization was found experimentally in the lab and
remains constant for the given pair of cameras. In actual
shipboard implementation, precision CCD cameras would eliminate
the need for such calibration.

3.5 The correspondence algorithm

Two algorithms were investigated for determination of exact
correspondence -- both based on correlation techniques. If the
reference section of pixels from the first image is correlated
with those pixels in the second image which lie in the vicinity
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of the approximate correspondence, the maximum value for the
correlation of the two is the best guess for exact
correspondence. The exhaustive nature of an entire line
correlation is significantly reduced by knowledge of approximate
correspondence -- as is the risk of incorrect correspondence.
This is the approach on which we finally settled.

A scheme proposed by Narathong, et. al [1), however, gave
initial signs of promise. Under certain conditions, this
algorithm can determine exact correspondence after correlation at
only a single point. It is based on a Taylor series
approximation to the intensity gradient and relies on the
assumption of slowly varying image intensity. It works
surprisingly well even if this assumption is violated (when used
in an iterative scheme). However, it was found to be completely
unacceptable in cases of large position offset (which should not
be the case if the approximate range data is good) and, more
importantly, when the average image intensity differs between the
two cameras. This latter situation can occur if, for example,
the two cameras are set at different f-stcps. Even though the
two images may be identical except that one is an intensity-
scaled version of the other, the Narathong algorithm fails.
Intensity normalization, a necessary first step to correct this
deficiency, is a time-consuming proposition -- making this
algorithm less desirable. Even with this normalization, the
Narathong algorithm proved less robust than the local correlation
technique.

3.6 Ranae trianaulation

Figure 2 is an overhead view of the stereo imaging system,
illustrating the camera geometry for range triangulation
calculations. Regardless of the lateral position of the object,
x, the distance between the two corresponding pixels is found to
be

(P,-P') -
1D

(D-F)

where S is the camera separation, D the object distance from the
focal plane, F the focal length, and P, and P1 are object
positions in the right and left cameras, respectively. All that
is unknown is the scale factor relating pixel width to linear
offset (e.g., K pixels = I mm) so that the pixel differene
between the two images can be equated to Pr and P1. This is a
constant which is found in the laboratory.
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Figure 2. Range triangulation.

The sensitivity of the stereo imaging system, measured as
the change in the quantity (Pr-PL) per unit change in range, D,
is found from (1) to be

d (P-P,) (S F2)

dD (D-F) 2
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Since object range is much larger than the focal length, the
denominator of (2) may be taken as a constant under nominal
conditions. It is clear, then, that sensitivity is directly
proportional to camera spacing and focal length.

For example, using K=30 pixels/m with an F=25mm lens and
desiring a sensitivity of 1 pixel change for every 10 feet of
range change at a nominal range of D=200 feet, we have

A(Pr-P) - (1 pixel) .0333mm (3)
(30 pixels/mm)

AD - 10 feet - 3048mm (4)

which, using (2), yields

S - 1624mm - 5.33ft. (5)

Using an F=50mm lens would halve the camera spacing required for
the same sensitivity or, alternately, double the sensitivity.
Additionally, from (2), sensitivity changes inversely to the
square of the range -- so worst-case sensitivity is at the
greatest range where, presumably, it is less important.

The length (Pr-PI) in (1) can be converted into pixel
differences by first subtracting the camera separation, S, (in
effect, superimposing the two images) and then scaling by the
factor K. For the example above with cameras parallel, the
offset between corresponding points would be approximately 20
pixels at range D=200 ft. This is also the size of the image
edge fringe within which objects lie in only one camera. Tilting
the cameras inward could eliminate this fringe -- providing
slightly greater usable image width.

4. A TYPICAL SCENARIO

4.1 Introduction

Several ship control applications suggest themselves for the
above-described RAPOR algorithm. In all cases, it is suggested
that range (and bearing, if so configured) information obtained
be used to assist the Officer Of The Deck (OOD), rather than in
an automatic ship control system. If a bearing repeater were
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coupled to the camera platform, then both range and bearing could
be obtained at the same time.

Several modes of operation could be used, depending upon the
requirements of the application. In cases where an occasional
single range (and bearing) is desired, a point-and-shoot mode
could be utilized. Alternately, continuous range and bearing
updates are possible with slight modification to the apparatus
and algorithms. For example, a gyro-stabilized platform might be
necessary in order for the cameras to remain pointed at a desired
target location. Further, providing closed-loop position control
of the platform would permit the computer to keep the target
object centered in the camera field. This latter control feature
could be easily implemented using a stepper motor drive identical
to that used for auto-focus, since the computer is already
determining object location during each iteration.

4.2 Underway renlenishment

Both the point-and-shoot and the automatic continuous range
update modes of RAPOR could be useful as an aid to the OOD in
maintaining ship separation during underway replenishment (UNREP)
evolutions during conditions of emission control (EMCON)
restrictions.

During the initial phase of the evolution, the point-and-
shoot mode would utilize RAPOR as an electronic stadimeter. The
advantage over a conventional stadimeter is that no prior size
information about the target object (such as mast height) is
necessary and the ranges would be calculated automatically. For
this mode of operation, the user (OOD, JOOD, etc.) would point
the apparatus so that a vertical object of interest on the other
ship, such as a lifeline stanchion or an antenna, would appear in
the active region of the video monitor display (that portion
containing the highlighted horizontal line along which focusing
and stereo correspondence computations are made). Then the
computer program would be activated by depressing a push button.
The program would quickly focus the cameras, correlate the master
and slave images, and display the computed range (and bearing) on
the computer CRT. To enhance user confidence, the active region
of the video display (the row on which focus computation is being
performed, plus several rows above and below) could be updated to
show the slave image superimposed upon the master image, much
like split-image range finder displays. If corresponding objects
match in the active region, confidence is gained in the range
computation.

Automatic range updates could be provided during the
underway replenishment evolution by adding several refinements.
Since both the master and slave cameras possess the same tilt
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angle relative to own ship, any slight roll would affect the view
of the two cameras equally. So long as a portion of the vertical
target object remains across the active horizontal row, the
algorithm will still function. Thus, for large ships and fairly
calm seas, gyro stabilization may be unnecessary. For small
ships and/or rough seas, a stable platform for the cameras is
mandatory for continuous operation.

In addition to roll stabilization, some compensation must be
made for longitudinal relative motion between the two ships. For
small motion, closed-loop azimuth control of the RAPOR platform
would be unnecessary. The computer algorithm could be modified
to continually shift (horizontally) the active region of the
video monitor so as to keep the target object centered in the
focus bar. Should sufficient relative longitudinal motion
between the two ships occur that the active area (target object)
shifts into one of the fringe areas at the side of the display,
the computer could sound an audible alarm to signal the user to
reposition the cameras to center the object. A similar alarm
could indicate that the object has moved vertically out of the
active area, perhaps due to roll or a change in list, thus
informing the user that reliable range information is not being
generated.

For a more robust arrangement in the presence of
longitudinal motion, the apparatus could be driven in azimuth.
In this manner, when the target object shifted sufficiently far
from the center of the image, the computer could reposition the
cameras so as to keep the target object centered. With two
separate RAPOR units, sufficient information would be available
to generate a schematic PPI (plan position indicator) display on
one of the computer CRTs to visually depict rough positional
relationships between the two ships.

4.3 Anchorina

As with the UNREP scenario, both the point-and-shoot and the
automatic continuous range update modes of RAPOR could be useful
as aids in the precision anchoring evolution. If the master
camera were coupled to a bearing repeater, both bearing and range
data could be obtained at the same time, providing the same
position fix as two simultaneous visual bearing fixes. In
addition, only one reference point would be required, which might
prove extremely useful during periods of poor visibility.

Unlike the UNREP operation, large relative motion between
own ship and the target object is expected during the anchoring
evolution. Therefore, when operating in the continuous mode, the
RAPOR system would require automatic azimuth repositioning
capabilities to keep the target centered.
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Various conditions could be programmed into the algorith so
that an alarm would sound if a critical range (and/or bearing)
were to change by an excessive amount. This could be used to
detect anchor dragging.

5. CONCLUSION

The Rapid Automatic Passive Optical Ranging (RAPOR) system
has the advantage of providing accurate range and bearing
information in a completely passive manner. Its simplicity gives
it speed and the visual display of its computations provides the
user with :-nfidence in the results. In its simplest
application, as a point-and-shoot range finder, it does not
require knowledge of object size as does a stadimeter. Further,
if outfitted with several lenses of different focal length, range
and bearing resolution can be tailored to the specific evolution,
either manually or automatically.
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MINEHUNTER SHIP CONTROL SIMULATIONS
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Jeff Neilson, GasTOPS

1.0 ABSTRACT

This paper describes the Minehunter Coastal (MHC-51)
Machinery/Ship Control System (M/SCS) man-in-loop (M-I-L)
simulation and the results of real-time simulation test runs. The
simulation effort sought to assess performance of the MHC-51 closed
loop control system.

MHC-51 is a coastal minehunting vessel propelled by twin, aft-
located, Voith Schneider cycloidal axis propellers. A diesel
engine drives each propeller through a drive train consisting of a
variable speed fluid coupling, reduction gear boxes, and shafting.
Ship control is effected by a closed loop system consisting of the
propulsion control system, ship control displays, the helmsman, the
machinery control system, the ship and its environment, and the
navigation/command and control system. Test results of track-
following runs demonstrate that the closed loop ship control system
can achieve characteristics similar to that of a second-order
linear control system with a damping ratio of about 0.7.

Track following focuses prinrily on one steady state
condition, namely distance cross track (DCT) equal to zero. The
operator may choose different combinations of settings for the two
levers and steering wheel to attain this condition. In some test
runs, we attempted to achieve this condition by "locking" steering
demand to the heading correction value of the previous display
update. However, the closed loop control system operating in such
a simple steering demand "locked" state may sometimes find a steady
state "null" condition, in which DCT is not equal to zero. Results
obtained without locking the steering demand, but rather with the
operator attaining and maintaining manual control, indicate such
undesirable steady state "null" conditions may be eliminated.
Further, operator performance varies and depends significantly on
his training and ability to maintain concentration on the assigned
task. We also conducted test runs to demonstrate positionkeeping/
hovering. These results demonstrate that successful position-
keeping/hovering also depends on operator training and performance
as well as orientation of the ship to the environment.
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2.0 INTRODUCTION

NHC-51 is the lead ship in the US Navy's new Osprey Class
inehunter Coastal Ship program. NHC-51 Machinery/Ship Control
System real-time, man-in-loop (M-I-L) simulation tests were
performed to assess the performance of the NHC-51 closed loop
control system.

NHC-51 is a coastal minehunting vessel propelled by twin, aft-

located Voith Schneider vertical axis propellers. A diesel engine
drives each propeller through a drive train consisting of a
mechanical clutch, variable speed fluid coupling, shafting, and
reduction gear boxes.[l] Directional control of the MHC-51 is
provided by Voith Schneider propellers capable of producing omni-
directional thrust. The propellers give the MHC-51 a high degree
of maneuverability, including pure athwartship translational
movement, without the use of a rudder and tunnel or azimuthing bow
thruster.

There are two MHC-51 propulsion modes: transit and
minehunting. In the transit mode, fluid coupling slip is held at
minimum value while diesel engine speed and propeller pitch may be
changed. In the minehunting mode, diesel engine speed demand is
kept constant at 1200 RPM while fluid coupling slip and propeller
pitch may be changed.

NHC-51 ship control is effected by a closed loop control
system. Figure 1 presents an overview of the K-I-L ship control
simulation. Successful performance of ship control operations
depends on the performance of the individual components and good or
moderate environmental conditions. (2]

The NHC-51 closed loop ship control system starts with the
helmsman. The helmsman at the station-in-control ship control
console selects one of the two propulsion modes and a ship control
display. He monitors the graphics display and also positions two
levers, that determine the thrust of each propeller, and a steering
wheel, that determines the thrust direction or steering angle of
both propellers. The lever and wheel settings are sent to the
propulsion contro dystem.

The propulsion control syster determines the required values
of each diesel engine speed demand, fluid coupling slip, and
propeller pitch and steering angle in response to the helmsman's
inputs of lever settings, steering wheel setting, and propulsion
mode setting. The simulation uses required values (i.e.,
schedules) identical to those of the operational system. Elements
of the propulsion plant are simulated and provide feedback to the
propulsion control system (e.g., monitoring current values of the
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Figure 1. Overview of NNC-51 M-I-L simulation.

actual diesel engine speed, actual fluid coupling slip, and actual
propeller pitch and steering angle).

Ultimately, the turning of the propeller results in motion of
the ship through the water. Ship motion is also affected by the
environment (wind, waves, and current) as well as by hydrodynamic
forces on the hull. Propeller performance is also affected by the
motion of the ship in the water or, more precisely, the inflow
velocity of the water flowing into the propeller blades.

In the operational system, the Navigation/Command and Control
(N/C') system integrates sensor information from GPS, HYPERFIX,
LORAN, the Doppler speed log, the gyrocompass, etc. to estimate
position, velocity, heading, etc. In the simulation, the
combination of the propeller, environment, and hull/vater forces
and moments are input to the ship equations of motion. The output
of the ship equations of motion yields the position, velocity, and
heading of the ship and this is fed through N/C'.

In both the simulation and the operational system, this
position, velocity, and heading information feeds back to the Ship
Control Display. Dy monitoring the display, the helmsmn now
closes the loop and begins another iteration to effect control of
the vessel. As noted, NHC-51 ship control is affected by a closed
loop control system. Of course, the system actually consists of
several closed loop control systems. For example, each engine
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governor contained in the Engine block indicated in the figure
provides closed loop control of engine speed. The governor
receives a speed demand, monitors the actual engine speed, and,
based on the difference between the demanded and actual speeds,
determines the amount of change in fuel rack position necessary to
bring actual engine speed in line with the desired engine speed.

In the fluid coupling, also called the Integrated Fluid
Variator and Gearbox (IFVG), the position of a linear actuator,
connected to a scoop tube that drains and fills the coupling,
changes based on the difference between actual and demanded
actuator position. This demanded actuator position, in turn,
changes based on the difference between actual and desired IFVG
output speeds (i.e., slip) when the minehunting propulsion mode is
selected. Similarly, proportional amplifiers control the lengths
of each propeller's longitudinal and lateral hydraulic actuators
that position the steering center of each Voith Schneider propeller
(VSP) and, consequently, provide propeller pitch. (3, 4, 5, 6, 7]

3.0 SHIP CONTROL DISPLAYS

The M-I-L simulation ship control displays are like those in
the MHC-51 operational system. In the operational system, each
operator display has an update rate 1 per second. ([1] requires a
2-second update). The M-I-L simulation system operator display has
an update rate of approximately 0.6 time per second (an average of
1.7 seconds between updates). The difference in update times is
insignificant when assessing performance of the ship control
system.

This paper addresses two M-I-L ship control displays: track
following and hovering. The operator selects a display via the
console menu line pushbuttons located below the display. The
operator also uses console pushbuttons to select either of the two
propulsion modes.

3.1 Track Following Disolay

The track following display provides graphic and alpha-
numeric information for controlling and minimizing the ship's
distance cross track (DCT). A brief description of the M-I-L
simulation track following display depicted in Figure 2 follows:

1) On each M-I-L Simulation display page, the page selection made
by the operator is highlighted on the menu line at the bottom
of the display. The top header line displays the selected
propulsion mode (TRANSIT NODE or MINHUNTING NODE).
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Figure 2. Track following display.

2) Ship speed, positions of the FORE/AFT and PORT/STBD levers,
and an indication of which ship station is in control, are
provided at the bottom of each display, just above the menu
line.

3) Engine speed and propeller RPM, as well as steering wheel
demand, are displayed on the right-hand side of each display.

4) Near the center of the display, a portion of the recent ship's
track is shown. In this "sea area" portion
of the display, the vertical scale is the same as the
horizontal scale. The ship's vertical position on the screen
remains at the topmost portion of the ship track display and,
consequently, the ship track moves down the display generating
a so called "waterfall display." The scale changes when the
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DCT passes through 100, 400, or 1000 yards. On this display,
the ship symbol points in the direction of the ship's heading.

5) Above the track and alphanumeric information, the horizontal
bar graph presents a graphic display of the DCT. Zero is
located at the center, coincident with the continuously
desired track line.

6) A curved display, called the heading correction display, is
positioned above the ship's track display. The operator tries
to keep DCT equal to zero. The diamond (also called the
heading correction symbol) indicates the number of degrees the
operator should bring the ship left or right to cause the ship
to proceed on the desired track and minimize DCT. Distance
cross track equal to zero is maintained when the heading
correction symbol (i.e. the diamond) is kept at zero. The
operator may choose different combinations of the two levers
and the steering wheel to attain this condition. To reduce
operator eye fatigue in reading his current steering demand
(presented in the lower right part of the display) while
trying to follow the diamond, we decided to place a small
circle, representing the current steering wheel demand, in the
same arc portion containing the diamond.

3.2 Hovering Display

Figure 3 depicts the M-I-L Hovering display. The information
at the bottom and right portions of the display are the same as on
the track following display. The ship symbol in the main portion
of the display points in the direction of the ship's heading. A 3-
minute velocity vector, superimposed on the ship symbol, indicates
the ship's velocity direction and the estimated distance the ship
will travel in 3 minutes.

On the Hovering display, an "X" symbol denotes the location of
the target. A danger circle around the target, with a radius
provided by N/C, is also displayed. In the future, the position of
the Mine Neutralization Vehicle (MNV) will be determined, and its
location will be depicted by a diamond on the Hovering display.

4.0 SHIP CONTROL CONSOLE

The M-I-L simulation system ship control console contains
functionally equivalent levers, wheel, and pushbuttons. The two
thumb-knob-size levers operate individually. The wheel has the
same 10 to I gear ratio as the operational system. That is, 5
complete turns of the wheel change the steering command from 90°
PORT to 90* STBD. Function buttons on a keyboard simulate the
operational system pushbuttons for propulsion mode and menu line
selection.

4.443



01-JAN1989 MINEHUNTING MODE 11:02:19

DRIFT 3.5 SPEED

SET 36.4 PROP ENGINE PROP

100 2000 100

-H -H

/ 0 50
x 

r

RNG 223

BRG 288.2 57 1197 1195 56
RPMPT TAD

HEADING STEERING

DEMAND DEG

RAD 100 vS34.7 DEG STBD 0.5
PORT LEVER STED

10.0 POWER 10.0 SPEED STATIONIN SrCCDEMAND 100CNTROL

PROPULN TRACK TRANSIT PREVIOUS
OVERVIEW 2 ME 1 ME FOLLOWING MODE PAGE

Figure 3. Hover display.

5.0 PROPULSION CONTROL SYSTEM

The propulsion control system software simulates the actual
M/SCS including monitoring, propulsion mode selection, scheduling,
and diesel overload/overspeed protection functions. The propulsion
control system software generates diesel engine speed demands,
fluid coupling slip demands, propeller pitch demands, and propeller
steering angle demands based upon preset schedules and modified by
limiting functions; the limiting functions reflect helmsman
commands of propulsion mode, control lever settings, and steering
wheel setting. Figures 4 and 5 depict the general form of the
propulsion control system schedules for the transit and minehunting
propulsion modes, respectively. The schedules have been calibrated
to produce linear relationships between propeller thrust and
control lever settings.
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As noted, in the transit propulsion mode, fluid coupling slip
remains constant at its minimum value while diesel engine speed
demand and propeller pitch vary. In the minehunting mode, diesel
engine speed remains constant at 1200 RPM, while fluid coupling
slip and propeller pitch vary. The schedules are constructed to
achieve maximum efficiency and ship speed in transit mode and to
minimize noise emissions is minehunting mode.

Given diesel engine speed demand, fluid coupling slip demand,
and propeller pitch and steering angle demand, the propulsion
control system calculates the appropriate signals to be sent to the
diesel engine governors, fluid coupling linear actuators, and
propeller hydraulic actuator proportional amplifiers.

Hydraulic actuator length demands can be modified by the
diesel engine overload protection function. This function limits
diesel load via propeller pitch reductions. Similarly, the diesel
engine speed demand can be modified by the diesel engine overspeed
protection function. This function limits maximum diesel engine
speed demand during ahead/astern propeller pitch reversals.

6.0 PROPULSION PLANT

Propulsion plant software simulates the actual MHC-51
propulsion components based on manufacturers' supplied design and
performance data. The software provides dynamic representations of
the diesel engines and governors, the mechanical clutches, the
IFVGs and linear actuators, the reduction gearboxes, and the
propellers and hydraulic actuators. The separate torque
contributions and inertia values from each drive train component
are combined to compute the various drive train shaft
accelerations. These accelerations are then integrated to
determine the speeds of each drive train shaft segment.

The propulsion plant software also determines the inflow
velocities to the propellers so that, in addition to determining
the effects of waves on perturbing the ship's motion, the
simulation accounts for environmental effects on the propulsion
drive train's performance.

7.0 SHIP AND ENVIRONMENT

In the ship motion component, the result of forces and moments
acting on the hull determine hull motions. The maneuvering
equations are simulated, including longitudinal and lateral
motions, plus a third equation for the yaw moment to determine yaw
rate. The equations include cross-coupling among the various
motions. Contributions to the forces and moment occur because of
hull hydrodynamics, the environment, and the propellers [7,8,9].
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In the environment component, environmental influences include
wind, waves, and current. In the simulation, the wind and wave
models generate time-varying forces and moments that act on the
hull. The current influences ship velocity with respect to the
inertial frame of reference. That is, in the simulation, the ship
has an added pure translational motion due to current.

Table 1 defines the magnitude of the good and moderate M-I-L
simulation environmental conditions.

Table 1. Specified environmental conditions.

Moderate Good

Current (Knots) 1.5 1.

Wind (Knots) 16-20 11-15

Wave Height (Feet) 6.5 4.9

Significant wave height, or simpy wave height, is four times the RMS
of the wave amplitude.

8.0 NAVIGATION/COMMAND AND CONTROL

In the M-I-L simulation system, N/C2 is modelled to the extent
necessary to provide inputs to the displays during transit and
minehunting maneuvers. Simulated ship position, velocity, and
heading, as well as target position, are available from error-free
sensors. Computation of the position of the heading correction
diamond symbol is performed based on a combination of five
quantities: crosstrack distance, crosstrack velocity, the integral
of the crosstrack distance, heading error, and heading rate.

9.0 RESULTS

9.1 Plant Model/Propulsion Control System

Simulation test runs were conducted with the plant model
(i.e., propulsion drive train components, hull, environment, and
N/C2) to verify the simulation's implementation and to validate the
simulation as representative of the MHC-51 [2]. Having validated
the simulation, we used it as a tool for propulsion control system
development and testing, and will use it during factory acceptance
testing of the operational M/SCS hardware.

4.448



We conducted plant model simulation test runs to generate
steady state results used to develop the propulsion control system
diesel engine speed, fluid coupling slip, and propeller pitch
schedules. Incorporating these schedules into the propulsion
control system simulation, we performed further simulation test
runs to validate the control system algorithms and to tune control
system setpoints and gains.

Figure 6 shows simulation test results for a full ahead
acceleration maneuver in transit mode. This particular test run
was used extensively to tune the diesel engine overload protection
function. This function uses a Proportional, Integral, Derivative
(PID) controller to calculate propeller pitch reductions as a
function of the diesel engine fuel rack error (i.e., actual limit).
This test run was used to determine optimum settings for the
controller's PID gains and limits, and to optimize the pitch
reduction algorithm.

Other test runs covering turning maneuvers, minehunting
propulsion mode, and environmental influences confirmed the
suitability of the selected values and algorithm. For the maneuver
shown, the controller halves the duration of the diesel overload
condition that would be experienced with no load control. The
performance penalty incurred as a result of the overload control
ranges from 0 to about 1.4 knots loss in ship speed during the
transient period. However, this penalty makes a negligible
difference to the time required for the ship to reach its maximum
speed.

Other propulsion control system test runs were conducted to
investigate failure modes (e.g., diesel fuel rack to maximum limit,
propeller pitch to zero at full load, fluid coupling to minimum
slip at idle and maximum slip at full load, etc.), propulsion mode
changeovers, and one-/two-engine configuration changeovers.

Lastly, we conducted numerous turning maneuver, turning
circle, zig-zag maneuver and asymmetrical maneuver test runs in
both propulsion modes, with and without environmental effects, to
confirm propulsion control system algorithms and settings and to
reconfirm initial ship performance estimates (e.g., time-to-speed,
time-to-distance, turning circle radius, etc.). Figures 7 and 8
show simulation test results for a transit mode turning circle
maneuver.

The results indicate that, with an approach speed of 10 knots,
the ship reaches a steady state turning condition after about 75
seconds, on completion of its first circle. In this steady state
condition, the ship has a constant speed of about 2.3 knots and a
constant yaw rate of almost exactly 5 degrees per second, producing
a turning circle roughly 90 feet in diameter.

4.449



L0

0.8

2

3

0.4

4
0.2

0-
0 50 100 150 200

Time (Seconds)

LEGEND TEST RUN CONDITIONS

Parameter Units Normalization . 0% - 100% Ahead Acceleration
.____.Factor

a Transit Propulsion Mode
1. Engine Speed (RPM) 2000 Two Engines Enabled

2. Fuel Rack Pos. (-) 1.5 * Sea State 0
3. Pitch Ratio (-) 1.4

4. Ship Speed (Knots) 40.0

-l-10.i0314
0,173 -4r2*

Figure 6. Full ahead acceleration test run - selected parameters.

4.450



1.0

0.5

1

0\ 2

3

-0.5- 4

-1.o ' ' ' , l i , , I , , , , I , , ,

0 50 100 150 200

Tune (Seconds)

LEGEND TEST RUN CONDITIONS

Parameter Units Normalization * 10 Knots Approach Speed
_Factor

0 Steering Wheel 45 Deg Port
1. Ship Heading (deg) 400.0 * Tfransit Propulsion Mode
2. Ship Speed (Knots) 20.0

* "INo Engines Enabled
3. Inflow Angle (deg) 180.0

4. Yaw Rate (deg/sec) 10.0 * Sea State 0

aR-10-1031-7
W173 CM 4MM

Figure 7. Turning circle test run - selected parameters.

4.451



1.0

0.8,

0.6

0.4

0.2

0
-250 -150 -50 0 50 150 250

Y Position (Feet)

LEGEND TEST RUN CONDMONS

Parameter Units Normalization . 10 Knots Approach Speed
Factor

& Steering Wheel 45 Deg Port
1. X Position (feet) 389.0 * Tansit Propulsion Mode

* TWo Engines Enabled

* Sea State 0

Note: Ship position refers to the position of the ship's center of gravity.

.9s173 cm~2

Figure 8. Turning circle test run - ship track history plot.

4.452



9.2 Track Followino

We conducted real-time M-I-L simulation track-following test
runs in the moderate environment described in table 1. This paper
includes a discussion of the results for three representative track
following runs.

In the Run No. 1 DCT vs. time plot shown in figure 9, the
ship operated in the minehunting propulsion mode with both engines
(and IFVG and propellers) enabled. The ship started with a bearing
of 900 with respect to the intended track line and 400 yards off
track. Throughout the entire run, the two levers were left at the
same identical settings corresponding to approximately 4 knots true
ship speed for the ship proceeding down the intended track line in
the given environmental conditions. The operator sought to drive
and maintain the diamond (heading correction symbol) at 0 using
only the steering wheel demand.

To highlight performance when the ship is close to and on the
track line, figure 9 shows the time history plot for DCT from the
time when DCT was -100 yards. By driving the heading correction
symbol to zero and getting the heading correction symbol to stay
on zero, the operator maintained DCT near zero, except for one
excursion of 8 yards.
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Figure 9. Run no. 1 OCT vs. time plot.
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The run with the excursion is shown 
for two reasons. First,

it demonstrates that an operator can get 
the ship on track and

maintain the track under the given conditions. 
On the other hand,

the operator had to continuously concentrate 
on the task at hand.

specifically, to keep the ship on track 
in the presence of time-

varying wind and waves, the operator had 
to continuously change the

steering demand to maintain the heading 
correction symbol at 0.

When he was distracted, even by a very 
brief conversation, while

simultaneously trying to continue with 
his task, an excursion such

as that shown was likely to occur. This run points out that the

performance of the operator depends on 
both his training and his

ability to maintain concentration on the 
assigned task while

avoiding all distractions.

One question arises: What ship control 
performance may be

attained with a trained operator following 
his superior's

directions to get and maintain the track 
by keeping the heading

correction diamond symbol at 0? Different operators may choose to

approach and stay on a track using different 
combinations of the

two levers and steering wheel. To assess potential ship

performance and the control system and, secondarily, 
to provide for

repeatability of a test run, we took two 
steps in the conduct of

some subsequent track following runs. The two steps involve the

demands received from the two levers and 
steering wheel.

First, we placed both levers at the same setting 
before

commencing a specific test run, and the position 
of each lever was

not altered during the specific test run. We determined the

prescribed setting before beginning the run. 
The value of the

setting was such that, after the ship reached 
the desired track,

the ship would proceed down the track in the 
environmental

conditions with a ground speed of about 4 knots 
while in the

minehunting propulsion mode.

Second, simulating an "autopilot" or "helmsman 
assist" mode,

the steering wheel demand was made to follow the 
heading correction

symbol. That is, during each such track following run, we 
set the

steering wheel demand equal to the value of the heading 
correction

on the previous iteration (on average, about 1.7 
seconds before the

present iteration).

With the procedures just described, each such track 
following

run proved very repeatable. In fact, we saved the initial ship and

environmental conditions for each test run in a file. 
To repeat a

test run, the simulation system coordinator only 
has to input the

file, set the levers to the prescribed initial setting 
given, and

start the run simulating the helmsman perfectly following 
the

heading correction symbol.

The Run No. 2 DCT vs. time plot shown in figure 10 
is for one

such "autopilot" or "helmsman assist" track following 
test run. In
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Figure 10. Run no. 2 DCT vs. time plot.

this particular test run, the Initial conditions were the same as
for Run No. I except for the current direction and lever settings.
As before, the ship started with a bearing of 90 with respect to
the intended track line and 400 yards off track. In the test run
results shown here, the first overshoot is 4.3 yards. This test
run demonstrates that the closed loop ship control system exhibits
characteristics similar to that of a second-order linear control
system with a damping ratio of about 0.7. This is shown by
considering the first and second overshoots of the system response
and using the approximation that the damping ratio may be estimated
by minus (I/PI) times the natural logarithm of the absolute value
of the second overshoot divided by the first overshoot. As the
ship proceeds down the track in the steady state condition, it has
a crab angle of about 20 degrees and a ship speed of about 4.1
knots.

Figure 11 shows another test run OCT vs. time plot. In this
particular test run, with the same environmental conditions as in
Run No. 1, we observed somewhat different results from the other
test runs. In this test run, the response does settle in and the
ship proceeds down the track in a steady state condition with a
ship crab angle and ship speed of about 4 degrees and 4.4 knots,
respectively. However, the course-made-good by the ship is about
four yards to the left of track.
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Figure 11. Run no. 3 DCT vs. time plot.

To put the results of this test run in perspective, recall the
conduct of the test runs. The steering demand was "locked" to the
value of the heading correction (i.e., steering demand was
automatically set equal to the heading correction value at the
previous update). During the test run, a "null" condition was
reached where the control system response was steady (i.e.,
effectively, each of the three quantities, heading rate, course-
to-steer minus track heading, and cross track velocity were each
equal to zero) but with a non-zero distance cross track.
Simultaneously, the heading correction diamond symbol and the
steering demand (that was "locked" to the heading correction value)
were holding relatively steady to the STED side (i.e., COME RIGHT)
with a value of 1 to 2 degrees. That is, the system was content
with a non-zero heading correction diamond value.

We attempted to correct this steady offset by allowing the
integral-of-DCT term to become larger. However, as is common in
control system studies, this lead to an undesirable underdamped
response for the other environmental directions. Since MHC-51 is
not required to have an "autopilot" or "helmsman assist" mode, we
did not aggressively pursue further modifications of the heading
correction algorithm for the "autopilot" or "helmsman assist" mode.
Nevertheless, Run No. 2 and many other simulation runs
demonstrate the viability of an "autopilot" or "helmsman
assist" mode. Implementation would likely involve adaptive control
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constants (including the maximum value of the integral term) where
the values of the constants depend on the most recent value of the
heading correction diamond.

The key point is this: MHC-51 track following is primarily
interested in one steady state "null" condition, namely DCT equal
to 0. This condition is attained and maintained when the heading
correction diamond is kept at 0 on the arc of the track following
display. The operator may choose different combinations of the two
levers and steering wheel to attain this condition. In the M-I-L
simulation autopilot-type test runs, we attempted to achieve this
condition by "locking" the steering demand to the heading
correction symbol. In fact, this does help to get the ship close
to the track and will help to keep the ship on track when it is
already on the track. However, the closed loop control system
operating in such a simple steering demand "locked" condition may
find a steady state "null" condition that is not desirable. This
undesirable condition may be characterized by a steady, non-zero
value of the heading correction or, sometimes, the heading
correction equals the sum of a constant plus a sinusoid. An
operator can choose to drive the system such that the heading
correction value is always kept near 0.

9.3 Position Keeuina/Hovering

The hovering display does not provide any cue or helpful aid
similar to the heading correction symbol (and the associated COME
RIGHT and COME LEFT) on the track following display. Consequently,
positionkeeping/hovering performance depends heavily on the
training and performance of the ship control operator and also on
that of other ship personnel. Different operators may choose to
maintain position and relative bearing to a target using different
combinations of the two levers and the steering wheel. Also,
during mine countermeasures operations, the CIC subteam receives
additional information from the Advanced Minehunting Sonar System
AN/SQQ-32, Mine Neutralization System, and N/C2 systems and
subteams. Such additional inputs to the ship control operator and
his supervisor impact positionkeeping/ hovering performance but are
not included in the M-I-L simulation. With these constraints, we
conducted position- keeping/hovering test runs to demonstrate
positionkeeping/ hovering. Because of the variability in
individual operator performance during positionkeeping/hovering,
test runs could not be conducted in a manner providing for exact
repeatability of the runs.

We conducted four positionkeeping/hovering real-time M-I-L
simulation test runs in the good environment described in Table 1,
with the directions of the environment elements identical with
those of the third track following test run described above.
Specifically, the current comes from the south and the wind and
waves come from the northwest.
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For each positionkeeping/hovering test run, a target is
presumed to be 200 yards forward of the ship's position at the
start of the run. At the beginning of the first test run, the ship
is on a bearing of 000, with the two levers set initially at 0 and
the steering wheel at 0. The ship is in the minehunting propulsion
mode with its initial speed and heading rate near 0. With both
engines (and IFVG and propellers) enabled, the operator conducts a
positionkeeping/hovering run. In each run, the operator tries to
maintain both ship heading and position within a 100-yard circle
centered at each starting point.

After attempting to maintain position in the first circle for
about 10 to 15 minutes, or until the ship goes outside the 100-
yard circle, the operator then tries to maintain position near a
second positionkeeping/hovering point. In this second run, the
operator tries to maintain position with a bearing of 900 and a
range of 200 yards, with respect to the tprget, in another 100-
yard circle. After this second run, the operator is tasked with
maintaining position near a third positionkeeping/ hovering point.
The operator tries to maintain position with a bearing of 1800 and
a range of 200 yards, with respect to the target, in another 100-
yard circle or until the ship goes outside the 100-yard circle.
Finally, the operator is tasked with maintaining position near a
fourth position keeping/hovering point. The operator tries to
maintain position with a bearing of 2700 and a range of 200 yards,
with respect to the target, in another 100-yard circle.

As the results in Table 2 for the four positionkeeping/
hovering test runs (Hl through H4) demonstrate, successful
positionkeeping/hovering depends very much on orientation of the
MHC-51 with respect to the environment, as well as the training and
performance of the ship control operator.

Table 2. Summary of M-I-L simulation hovering runs (minehunting
propulsion mode).

Bearing 'l Time WVithin
bst Run Number ,irget At 100 Yards

Start (Deg) Circle (Min)

HI 0 11.5

H2 90 3.4

H3 10 22.5

H4 270 6.5
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In test run H3, with the ship pointed into the current, the
operator could keep the ship close to the starting point and
maintain heading near 180 degrees. In test run H1, with the
current coming from the stern, the operator was less successful in
keeping the ship near the starting point and simultaneously
maintaining heading near 000 degree. In test runs H2 and H4, with
the current coming in the athwartship direction, the operator was
even less successful in simultaneously maintaining both ship
position and ship heading.

10.0 CONCLUSION

The MHC-51 real-time K-I-L system provides an early look at
operation and performance of the closed loop control system
consisting of the propulsion control system, ship control displays,
the helmsman, the machinery control system, the ship and its
environment, and N/C2. We recognized the need for some refinements
in the originally specified operational displays during the M-I-L
simulation effort, and incorporated the prescribed changes in both
the simulation and operational displays.

Track following test runs show that the NHC-51 ship control
system can achieve performance similar to that of a second-order
linear control system with a damping ratio of about 0.7. Operator
performance depends on both his training and his ability to
maintain concentration on the assigned task. Results demonstrate
that positionkeeping/hovering performance depends on the training
and performance of the operator as well as the orientation of the
ship with respect to the environment.

The usefulness of the M-I-L simulation system extends beyond
the original simulation effort. First, the simulation software
will be used during factory acceptance testing of the operational
M/SCS hardware to simulate the ship and the propulsion plant.
Second, if unexpected ship control and/or propulsion plant problems
arise during shipboard tests or at-sea trials, such problems may be
investigated and alternative solutions examined using the M-I-L
system. Third, the M-I-L system may be an alternative for
providing inexpensive operator training in ship control
applications and in maximizing the potential benefits of the omni-
directional cycloidal propellers.
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11.0 ABBREVIATIONS

CIC Combat Information Center
DCT Distance Cross Track
IFVG Integrated Fluid Variator Gearbox
MHC Minehunter Coastal
M-I-L Man-In-Loop
MNV Mine Neutralization Vehicle
M/SCS Machinery/Ship Control System
N/C Navigation/Command and Control
RPM Revolutions Per Minute
SCCC Ship Control Console, Combat Information Center
VSP Voith Schneider Propeller
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1. ABSTRACT

The use of ship handling simulators, consisting of a bridge
with bridge instruments, an outside view and driven by a mathema-
tical model of ship motions, can be very costly. Therefore, the
development of fast-time simulation models was started, supple-
mentary to real-time simulation models. In this paper two fast-time
simulation models are discussed.

The first model is an optimal control model that can be used to
compute optimal control settings to execute a prescribed manoeuvre.

The second model describes in detail the control by the naviga-
tor/helmsman of a ship. It includes basic human processes like per-
ception, attention, information processing, decision making and con-
trol.

Both models are described together with some illustrative
examples.

2. INTRODUCTION

Ship handling simulators, consisting of a bridge with bridge
instruments, an outside view and driven by a mathematical model of
ship motions can provide answers to questions like:

- Can a particular vessel safely enter into and/or depart from a
port?

- What are the limiting environmental conditions for a particular
vessel?

- What are the minimum required dimensions of the approach channels
and turning basins?

- Are the existing aids to navigation sufficient in providing
position information?

- How many tug boats should be used with a particular vessel in a
specific manoeuvre?
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However, simulators can be very costly due to the vast number
of conditions to be tested and the large number of test runs to be
performed for each condition in order to obtain reliable answers.
Therefore, it is often more cost-effective to use fast-time simula-
tion models. Especially early in the design stage, models can be
used to analyze systematically all relevant factors of the complex
navigator-ship system and to provide a rational basis for selecting
design alternatives and relevant conditions to be investigated, e.g.
with a ship handling simulator.

3. FAST-TIME SIMULATION MODELS - GENERAL

Fast-time simulation models can be used to analyze systemati-
cally all relevant factors of the complex ship control system and to
answer many design and operational questions. The main components of
the ship control system are (shown in Fig. 1):

- The mathematical model of the ship dynamics, including the effects
of the control variables (rudder, RPM, tug forces etc.).

- The models of the environmental disturbances, such as wind, cur-
rent, waves and bottom and bank effects.

- A description of the task to be executed: sailing from A to B,
possible with predescribed intermediate positions, heading, speed,
etc.

Disturbances, W

Task specifications Shdyncs

3 X
N d 

Ix
Automatic or navigator control

Figure 1. Block diagram of the ship control system

More specifically, the nonlinear, time-varying ship dynamics
can be represented by:

X(k) - f(X(k-l), U(k-l), W(k-l), k) (3.1)
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and

Y(k) - g(X(k), U(k), k) (3.2)

where X(k) is the state vector (consisting of position, speed,
heading etc.) at time k, f is a vector function, U is the control
vector (comprising rudder, RPM, tug boat forces, etc.), W is the
disturbance vector (representing wind, current, waves, etc.), Y is
the output vector (indicating the information that is available of
the system) and g is a vector function.

The task is defined in terms of a performance measure

N T
JN(U) - Ef Z (X(i) - Xd(i)) Qx(i) (X(i) - Xd(i)) +i-I

+ U T(i-I) Qu(i-l) U(i-l)} (3.3)

where J is the resulting performance measure corresponding with a
given tfml interval 1O,N), which will be minimized by the optimal
control U , Xd indicates the desired state trajectory and Ox and Qu
are weightings.

Given the ship dynamics and the disturbances, the task is
executed by an automatic optimal controller or by a navigator.

The former is indicated in the following with FORCESI model,
developed by MARIN (Ref. 1). The model basically solves the non-
linear tracking problem. The resulting optimal controls represent
rudder angle, RPM and external forces, which schematically represent
tug boats. As such, FORCESIM can be used to establish upper
boundaries of ship manoeuvring capabilities and shows if a desired
manoeuvre could possibly be realized.

Ship control by a navigator/helmsman is described by the NAVSIM
model, developed by MARIN (Ref. 2). This model deals with the com-
plex visual perception, information processing and decision making
and control behaviour of the human navigator.

4. OPTIMAL CONTROL MODEL FORCESIM

4.1 Model and algorithm

FORCESIM can be used to compute optimal control settings, such
as rudder angle and RPM, and an optimal use of anoeuvring devices,
such as tug boats, for executing a prescribed manoeuvre, as defined
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by eq. (3.3), for a given vessel and environment, as described by
eq. (3.1), or in continuous time state space description

X(t) - f(X(t), U(t), t), X(t0) - 0  (4.1)

and task description

N T (XMt.+
a N (U) - Xd(i)) Qx(i) (X(ti - Xd(i))+N()"i-I

tNT(42

+ f uT(s) Qu(s) U(s) ds (4.2)
0

which has to be minimized with respect to U.

Because eqs. (4.1) and (4.2) are coupled, this problem is
difficult to handle. However, the optimal control problem can be
solved using Pontryagin's maximum principle (Ref. 5).

First define the Hamiltonian

H(X(t), U(t), P(t), t) - P Tt) f(X(t), U(t), t) +

+ UT(t) Qu(t) U(t) (4.3)

with P(t) E Rn a vector function described by the adjunct equations

P(t) -- _pT(t) III f(X(t), UMt) t)],1 t E [t i-l + , t i ]

P(ti) - P(ti+) - Qx(ti) (X(ti) - Xd(i))

P(tN+) - 0 (4.4)

The maximum principle states that minimizing J with respect to
U is equivalent to minimizing H with respect to ;Nand and for the
optimal control U

H(X, U , P, t) < H(X, U, P, t) (4.5)
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for arbitrary X and P.

The set of eqs. (4.1), (4.3), (4.4) and (4.5) are used to solve
the optimal control problem numerically.

In the FORCESIM model a conjugate gradient method (Ref. 6) is
used to find an optimal control. This method is described by the
following scheme:

1. Solve the state eqs. (4.1) forward in time using a control U.
2. Solve the adjunct eqs. (4.4) backwards in time.

3. Find a search direction S., improving Uj, using the gradient of
the Hamiltonian with respeat t9 U.

4. Compute an optimal step size a , such that:

JN(Uj + S ) < JN (Uj + = Sj)

and make U,+l -Uj + a S.

5. Repeat step 1 to 4 until the decrease in JN is small enough.

4.2 Model inputs and outputs

The inputs of the FORCESIM program are the system model of eq.
(4.1), describing the ship dynamics, including the effects of tug
boats and environmental conditions, a description of the desired
manoeuvre Xd(i), i-1, ..., N, and a specification of the weightingsQ.

Model outputs are the state trajectory, X(t) (the vessel's
position, heading, rate of turn, lgngitudinal and lateral speed),
the corresponding optimal control, U (rudder angle, RPM, the exter-
nal forces which schematically repiesent the tug boats) and the
value of the performance measure J(U ).

The simulation program provides a method to ascertain the
degree of use of the manoeuvring capacity of the vessel involved, as
well as the required forces of tugs to keep the vessel within an
acceptable track zone and running at the predetermined speed.

In general the FORCESIM program can be used to:

- determine the manoeuvring devices needed for execution of a
manoeuvre under various environmental conditions for various
vessels;

- select critical simulations and interesting conditions to be
investigated, for example, in real-time simulations;

- develop manoeuvring strategies.

In the following paragraph an example of the use of FORCESIM is
presented.
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4.3 FORCESIM simulation studi

As an application of the FORCESIM model an example is discussed
of entering an inner harbour through a channel. The example is based
on a study for the accessibility of the inner harbour for various
types of vessels under various conditions of wind. In this study the
FORCESIM program was used to select a limited number of critical
conditions to investigate in a real-time simulation study in which
experienced pilots are participated.

The manoeuvre considered is an arrival manoeuvre through the
channel with courses (sailing inward) of the straight tracks to be
followed 280*, 2630, 2780 and 3450. The radius of the bends between
the straight tracks are:

- course 2800/2630 1/2 n.m.
- course 2630/2780 1/3 n.m.
- course 2780/3450 1/7 n.m.

The desired track and speed information to execute the
manoeuvre are determined as in Table 1.

Table 1. Desired track and speed information

Speed at: Arrival

Course 2800 2 - 2.5 kn

Course 2630 2.5 - 3 kn

Course 2780 3 - 2 kn

Course 2450 2 kn

Since wind plays an important role in the manoeuvring of the
vessels, a detailed wind pattern is incorporated into the model.
Wind force variation in time is simulated by a Davenport spectrum.

In the channel the bank effects might play an important role.
This effect is simulated taking into account the type of vessels and
the slope of the borders of the channel. Bank effect is a function
of the speed of the vessel and the distance of the nearest border.

The results presented are the simulation results of an arrival
manoeuvre with bulkcarriers in ballasted condition under a south-
west wind of 25 knots. The main characteristics of the bulkcarriers
are given in Table 2.
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Table 2. Dimensions of the tested bulkcarriers

LOA Breadth Draft ballast
(n) (i) (i)

193 30.5 5.5

240 37.9 7.5

Controls available for optimization were rudder and tug boats
(in terms of three force components).

The computed trajectory realized by the vessels are shown in
Figs. 2 and 3. Sign conventions for the variables are positive speed
is ahead (UGR) or to starboard (VGR), positive rate of turn is a
starboard turning rate (RGR), positive rudder is to port, positive
tug forces are ahead (FX) or to starboard at bow (FYF) and stern
(FYS).

The results show that regarding the required forces it is, from
a technical point of view, possible to manoeuvre with vessels up to
240 m length in ballasted condition under the strongest SW wind.
However, with maximum wind and size of the vessel it is expected
that 100% manoeuvring capacity of the vessel and tugs is required to
keep the vessel within the channel limits.

5. NAVIGATOR-SHIP MODEL NAVSIM

5.1 Task and ship model

In order to describe the complete navigator-ship system, a
model of the navigator/helmsman has to be included to perform the
task defined by eq. (3.3), given the ship dynamics and environment,
represented by eqs. (3.1) and (3.2).

The standard procedure is followed to describe the nonlinear
dynamic behaviour of the ship (X) in terms of a state reference (X )
and deviations (x) from this reference; thus X - X + x, etc. This
linearization scheme yields a time-varying referencg model and the
following, time-varying, linear system description
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MANOEUVR ARRIVAL

SHIP :BULK CARE. 193 m. BALLASTED
VIND : SW 25 kn.

TIME RUDO RPM FX FYF FYS PSI 11R VGR RGR

min deg t[ tf tf deg n kn deg/min

.0 35. 25. 1. -6. 6. 280. 1.9 .0 0.

1.0 -31. 25. 3. 5. -8. 266. 2.0 .6 -12.

2.0 -4. 25. -0. -1. 1. 268. 2.0 .3 7.

3.0 1. 25. 1. 0. 0. 272. 2.1 .3 0.

4.0 o. 25. 0. 0. 0. 271. 2.1 .3 -1.

5.0 2. 25. 1. 0. -0. 271. 2.2 .3 1.

6.0 1. 25. 1. 1. -1. 271. 2.2 .3 -0.

7.0 0. 25. 1. 1. -1. 272. 2.3 .3 2.

8.0 -5. 25. 1. 0. -0. 274. 2.3 .2 2.

9.0 5. 25. 1. -0. 0. 275. 2.4 .3 -3.
10.0 -10. 25. 3. 0. -0. 270. 2.5 .4 -5.

11.0 10. 25. 4. 0. 0. 267. 2.6 .4 -3.
12.0 -23. 25. 3. 0. -0. 262. 2.7 .3 -3.

13.0 -8. 25. 2. 0. -0. 261. 2.8 .1 0.

14.0 -6. 25. 1. 0. 0. 262. 2.9 .0 2.

15.0 -2. 25. -1. 0. 0. 262. 2.9 .1 -1.

16.0 -4. 25. -0. 0. 0. 261. 2.9 .1 0.

17.0 35. 25. 0. -1. 1. 261. 2.9 .1 -5.
18.0 -34. 25. 0. 3. -3. 257. 2.9 .1 10.

19.0 10. 25. -0. 2. -3. 269. 2.9 -.2 11.

20.0 35, 25. -1. -2. 1. 278. 2.9 -.2 6.
21.0 -30. 25. -4. -0. -0. 277. 2.8 .1 -4.
22.0 10. 25. -7. 0. -0. 276. 2.6 .1 1.

23.0 -6. 25. -7. 0. -0. 276. 2.4 .1 0.

24.0 -9. 25. -6. 0. -0. 278. 2.2 .0 5.
25.0 -33. 25. -6. 4. -5. 284. 2.0 -.1 5.
26.0 1. 25. -3. 1. -1. 300. 2.0 -.4 23.

27.0 5. 25. -3. -1. 1. 319. 1.9 -.5 11.

28.0 0. 25. -1. 3. -3. 328. 1.9 -.4 12.
29.0 4. 25. 1. -1. 1. 343. 2.0 -.5 14.

30.0 16. 25. -7. -3. 4. 351. 2.0 -.3 3.
31.0 0. 0. -4. -0. 0. 347. 1.8 -.0 -7.

32.0 0. 0. -4. -0. 0. 341. 1.6 .1 -5.
33.0 -0. 0. -4. 0. 0. 336. 1.3 .2 -6.
34.0 0. 0. -3. -0. 0. 329. 1.1 .3 -9.
35.0 0. 0. -5. -0. 0. 320. .9 .5 -9.
36.0 0. 1. -3. 0. 0. 311. .7 .5 -7.
37.0 306. .6 .5 -4.

Figure 2. Arrival manoeuvre of the 193 m bulkcarrier
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MANOEUVRE ARRIVAL
SHIP BULK CARR. 240 m. BALLASTED
VIND Sw 25 kn.

TIME RUDD RPM FX F Y5F P5 PSI UGR VGR RGR
min deg tf tf tf deg kn kn deg/min

.0 2. 25. -0. -14. 16. 280. 1.9 .0 0.
1.0 -35. 25. -4. 8. -14. 268. 2.0 .5 -12.
2.0 -8. 25. -6. -2. 1. 270. 2.0 .2 8.
3.0 1. 25. -1. -2. 2. 274. 2.0 .2 -3.
4.0 -10. 25. -2. 1. -1. 271. 2.1 .3 0.
5.0 -12. 25. -3. 1. -1. 271. 2.2 .3 -1.
6.0 0. 25. -3. 0. 0. 272. 2.2 .3 1.
7.0 -12. 25. -2. 2. -2. 272. 2.3 .3 2.
8.0 7. 25. -2. -0. 0. 274. 2.3 .3 1.
9.0 -1. 25. -I. 0. 0. 274. 2.4 .3 -1.
10.0 -5. 25. -0. -1. 1. 271. 2.5 .4 -6.
11.0 7. 25. 1. -0. 0. 266. 2.6 .4 -5.
12.0 -3. 25. 2. 2. -3. 260. 2.7 .4 -4.
13.0 -6. 25. 1. 2. -2. 259. 2.8 .2 2.
14.0 -7. 25. -1. 0. -0. 262. 2.9 .0 3.
15.0 -35. 25. -4. -0. -0. 262. 2.9 .1 -4.
16.0 35. 25. -3. -1. 1. 262. 2.9 .0 1.
17.0 10. 25. -5. -1. 1. 260. 2.9 .2 -5.
18.0 -30. 25. -2. 6. -7. 257. 2.9 .0 11.
19.0 21. 25. -3. 2. -2. 269. 2.9 -.2 8.
20.0 34. 25. -6. -8. 11. 279. 2.9 -.3 12.
21.0 -35. 25. -12. -1. -3. 278. 2.8 .1 -8.
22.0 35. 25. -15. -1. 1. 277. 2.6 .1 3.
23.0 -33. 25. -14. 3. -8. 275. 2.4 .1 1.
24.0 26. 25. -15, -1. 2. 279. 2.2 .0 1.
25.0 -35. 25. -18. 10. -10. 283. 2.0 -.1 14.
26.0 8. 25. -11. 1. -0. 305. 1.9 -.5 24.
27.0 17. 25. -7. -3. 4. 323. 1.8 -.6 9.
28.0 2. 25. -1. 4. -4. 330. 1.9 -.4 10.
29.0 -0. 25. 0. 3. -3. 344. 2.0 -.5 18.
30.0 35. 25. -16. -9. 10. 355. 2.0 -.4 2.
31.0 0. 0. -6. -1. 1. 349. 1.7 -.0 -11.
32.0 -1. 0. -7. 1. -1. 340. 1.6 .1 -6.
33.0 -0. 0. -7. 1. -1. 335. 1.3 .2 -3.
34.0 0. 0. -5. -1. 1. 332. 1.1 .3 -6.
35.0 1. 0. -10. -0. 0. 325. .9 .4 -7.
36.0 0. 0. -6. 0. 0. 318. .7 .5 -6.
37.0 314. .6 .5 -4.

Figure 3. Arrival manoeuvre of the 240 m bulkcarrier
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x(k) - # x(k-1) + T u(k-1) + r w(k-1) (5.1)

y(k) - H x(k) (5.2)

where the matrices t, Y, r and H are time-varying (depending on Xn )
and w is assumed to be a zero mean, Gaussian, purely random sequenge
with covariance W.

It is assumed that the navigator derives information about the
system from instruments and the outside world. The latter provides
information not only about the present state (x) but also about the
future desired state (xd) as explained in Ref. 3. In summary

Ye(k) - Hx x(k) + Hxd x d(k+N) (5.3)

where N indicates the looking time (for a given (nominal) forward

speed uniquely related to distance) ahead.

5.2 Model of the navigator/helmsman

The model of the navigator/helmsman (briefly indicated with
Human Operator (HO)) comprises various functional elements, which
are discussed in the following and shown in Fig. 4.

a.Perception. The HO derives information about the present
stateaof the ship and about the desired state in the near future (by
looking forward). The inaccuracy with which these outputs (y of eq.
(5.3)) are perceived is modelled in terms of observation nolse (v_)
which can be related to perceptual thresholds and the level aRd
allocation of attention (Ref. 4). In formula:

Ye (k) - Ye(k) + ve(k (5.4)

In eq. (5.4) it is assumed that the HO's internal time delays
associated with perceptual, central processing, neuromotor pathways
and communication and transport delays are negligibly small compared
with the system time constants.

b. Information processing. The information perceived by the HO
is used to estimate both the present state (9) and the future
desired state (9 ) of the ship. This estimation process is based on
the knowledge ol the system dynamics and the disturbance levels. As
an illustration, the estimation of the present state is given by
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M(k) - * (k-1) + T u(k-1) + K(k) n(k) (5.5)

with

n(k) - yp(k) - H * 9(k-1) (5.6)

and

K(k) - P(k-) HT N-1 (k) (5.7)

where P(k-) is the covariance of the estimation error p(k-), (k-)
indicates the time k before the observation at time k is made, and N
is the covariance of the innovation sequence n (i.e. the difference
between the perceived information and the corresponding expected
value). Eq. (5.5) implies an estimation of the ship behaviour with
time and an update of this estimate based on K (an optimal trade-off
between the uncertainty about the system state and the reliability
of the observations), given in eq. (5.7) and the innovation sequence
n, given in eq. (5.6).

A similar process applies to the estimation of x In that case
various assumptions can be made about the HO's prior Qnowledge about
Xd and the corresponding internal models. This is discussed in Ref.
3.

c. Sequential decision making. A short term average of the

innovation sequence (A) can be used to detect systematic changes in
the desired state. For example, if a turn has to be executed, this
must be envisaged in time so that the proper actions can be planned
and executed.

A uniformly most powerful test (generalized likelihood ratio
test) can be performed using the recursive expression for the (log
of the) likelihood ratio

L(k) - L(k-l) + ET (k) N-1 (k) ni(k) (5.8)

This ratio is sequentially compared with a threshold value
(corresponding with a given confidence level). once the ratio
exceeds this threshold value, the decision is made at time k that
the desired state is changed systematically (with respect 2o the
present reference). Details of this test are given in Ref. 3.
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d. Human control behaviour. Once this decision that there is a
change in the future desired state is made, an open loop (pre-pro-
grammed) manoeuvre (um) is planned and executed to achieve the
desired future state. In addition, deviations from the present
desired state are compensated by means of a closed loop control (ur)
to account for random effects.

The resulting control sequence u(k), k - 0, 1, ... , N-1 is
given by Ref. 3

u(k) -u m(k) + u r(k) - S(k) *(k) + S m(k) z(k+l) (5.9)

with

S(k) - Sm(k) W(k+l)t (5.10)

S m(k) -(YT W(k+l) + Qu )- 1 T  (5.11)

W(k) x(k) + 9T W(k+l) c (k) (5.12)

# (k) - 9(k) + Y S(k) (5.13)

and

z(k) - T (k) Z(k+l) - Q (k) P (k) (5.14)c x a

with

z(N) - Ox(N) d(N) and k - N-1 ... , 0. (5.15)

As can be seen from eqs. (5.12) and (5.14), the optimal control
utilizes the estimates of the state and the desired state. The
latter is involved in the open loop manoeuvre, which is obtained by
backwards integration in time of eq. (5.11).

After the manoeuvre (at time k + N) the system reference and
the small perturbation model are updRted according to

X1i (k0+N) - Xiil(k0+N) + R(k0+N) (5.16)
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- *.(xi,u 1 ), etc. (5.17)

e. Visual scanning. In order to describe how the HO allocates
his (her) attention among all visual cues, a visual scanning model
is derived (Ref. 3) based on the assumption that the HO sequentially
observes the visual cues (one at the time) optimally, i.e. minimi-
zing the performance index of eq. (3.3). It can be sCown that thiz
implies that the HO is minimizing his total system uncertainty
defined as:

U(k) - tr [Q(k) Pe (k)] (5.18)

where Q are given 'weightings' determined by system variables and
performance index weightings given in eqs. (5.10)-(5.13).

Using an expression for the effect of one look on this un-
certainty U, an (sub)optimal scanning strategy can be derived in
terms of the probability of attending to observation i (Ref. 3). The
result is:

NY
Pi - Eig er./ X E~g e (5.19)

r.i i-l r.1 1

with ge an uncertainty measure corresponding with observation i

(Ref. 3).

5.3 Model inputs and outputs

The inputs of NAVSIM are the system model of eqs. (3.1) and
(3.2), the weightings in the task definition given by eq. (3.3) and
the HO parameters: the overall level of attention, the perceptual
(or indifference) thresholds and three parameters involved in the
decision making model.

The outputs of NAVSIM consists of averages and standard devia-
tions of all state and control variables, probabilities of occur-
rence, etc. (all statistical information). Furthermore, for many
visual informational questions it is useful to establish the in-
formation contents of the visual cues (e.g. the effect of a given
instrument, a navigation aid and visibility conditions). This can be
systematically investigated on the basis of the measure ge (see eq.

r.
1
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(5.19) indicating how navigation performance is affected by a given
visual cue. HO measures are available in terms of the optimal allo-
cation of attention (eq. (5.19)) and a workload index.

The model can be applied in port and fairway design, risk
analysis, the evaluation of navigational aids and workload studies.
In the following, two applications of NAVSIM are presented as illus-
trative examples.

5.4. Comparison with real-time simulation results

Validating a complex model like NAVSIM requires an ongoing
research effort. Two experimental programs that are conducted by
MARIN will be discussed in this paper to show the model capability
to predict the manoeuvring performance in complex navigation tasks.

a. Manoeuvring a ship into a harbour. NAVSIM was applied to the
manual control of an 80,000 DWT bulkcarrier entering a harbour. The
manoeuvring situation is shown in Fig. 5.

The ship is approaching the harbour with a speed of 5 knots
(part I of the navigation task), using the coast line and the
compass (heading) as visual information. A manoeuvre is initiated at
a given moment (corresponding with the position of the ship as
indicated in the figure) so as to pass the two buoys that provide
the navigator with track and heading information. After this
manoeuvre the harbour is entered (part III); information about the
track is provided by the leading lights at the end of the harbour
and by the perception of the harbour entrance. Finally, the terminal
position, with zero velocity, must be realized (part IV) based on
the visual cues provided by the quay.

The results shown in the figure pertain to phases I and II of
the task and concern the ship position and heading. A 99% probabili-
ty interval of the bow and stern of the ship is also shown. It will
be clear from the figure that the probability of hitting the buoys
is about 1%. This is partly due to the strong current, for which the
navigator has to compensate by means of a relatively large drift
angle. Consequently, the task is difficult to perform with an
acceptable level of safety.

The experimental results of a simulator program are shown in
Fig. 6. The results are based on twelve simulator runs. It turns out
that the average trajectory of the experimental runs is very similar
to the one predicted by the model. The variability in terms of the
99% probability interval of the bow and stern of the ship is slight-
ly greater than the predicted variability, confirming the poor task
performance predicted by the model.
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b. Aids to navigation. The second application of the model
concerned the effect of aids to navigation (ATN) on safety, ulti-
mately aimed at the assessment of minimal requirements of visual ATH
with regard to recognition and identification ranges (Ref. 4).

The task considered is shown in Fig. 7. The total track to be
followed by the navigator consists of three trajectories with a
total length of 6 nm. The fairway was marked by buoys, located at
the way points, The manoeuvres had to be carried out with a 80,000
DWT ballasted bulkcarrier in cross current of 0.75 a/s. A constant
speed of 10 knots through the water had to be maintained. The
manoeuvres were carried out by four experienced pilots on the
manoeuvring simulator of IARIN, equipped with a Computer Generated
Image.

Two conditions were investigated. In one condition, only out-
side view position information was available to the navigator
(visual condition). In the other condition, the navigator had to
rely on his radar position information (radar condition). Each con-
dition was performed eight times. The simulated manoeuvres were
analyzed by computing the lines which have a probability of exceed-
ance of 0.5 per cent at each side.

Fig. 8 shows the results of both the experiment and the model,
for both conditions. Inspection of the results shows that there is a
reasonable agreement between model results and experimental results.

In addition, the model predicted correctly that visual naviga-
tion is superior to radar navigation for the task situation con-
sidered.
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6. CONCLUDING REMARKS

In this paper, two fast-time simulation models are discussed
for the assessment of ship manoeuvring performance.

If human factors, like perception and decision making, are
considered less important, an optimal control model can be used to
analyze the manoeuvres to be performed, without considering the
human element. An example of such an approach is the model FORCESIM,
which computes optimal control settings, such as rudder angle, RPM
and an optimal use of manoeuvring devices such as thrusters and tug
boats.

In many operational situations, the human operator plays an
important role. In that case, NAVSIM is available involving basic
human operator functioning, like perception, attention, information
processing, decision making and control.

Two illustrative examples are given comparing model results
with real-time simulator data. The results show the model capability
to describe the manoeuvring performance in complex navigation tasks.
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