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L I. INTRODUCTION

An experimental investigation of laser sustained plasmas (LSP) was begun in 1984/
at The University of Tennessee Space Institute (UTSI). The objective of this research * -..

to understand the basic physical mechanisms of the LSP and determine their influence on 4
stability, laser power absorption, thermal radiation loss and thermal conversion efficiency.
The approach used was to create the LSP in argon using a continuous wave (CW) carbonI dioxide laser at moderate powers (1.5 kW) and to obtain detailed measurements of the
plasma temperature field by using a modern digital image processing computer to acquire
spectral images of the plasma emission. Using the measured temperature field, the laser
power absorption and thermal plasma emission could be calculated at any point within the
LSP to provide a detailed understanding of the energy conversion processes.

3 These experiments provided an answer to the crucial question concerning the stability
of the LSP in a forced convective flow, and an understanding of the basic physical
mechanisms which is required for control of the thermal radiation loss from the plasma and

_, the fractional absorption of the laser beam. The principal results that were obtained from
these experiments are:

1. The LSP is stable in the presence of forced convective flow for incident flow
velocities of at least 8 m/s.

1 2. The structure of the ISP depends critically on the incident flow velocity, the
pressure and the optical configuration used to sustain the plasma.

1 3. The incident flow velocity can be used to control the position and shape of
the plasma within the focal volume.

U These results indicate that there are no "fatal flaws" in the concept utilizing the LSP
for laser thermal propulsion, and suggest that the internal energy conversion processes can
be sufficiently well controlled through the optical and flow configurations to provide an
efficient, high specific impulse propulsion system.

The initial results of the UTSI and other experiments, together with the development
of detailed computational codes, make the prospect for a practical laser propulsion system
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appear highly favorable. Implementation of an operational beamed laser propulsion system
will depend, of course, on the availability of lasers having sufficient power, in the range from
1 to 1000 MW. Recent developments in high power lasers instigated by the Strategic
Defense Initiative (SDI) appear to favor the free electron laser (FEL) for high power
applications.

The characteristics of the free electron laser are considerably different than the CW
carbon dioxide lasers that have been used for the previous experimental research on laser
sustained plasmas. The FEL does not have a continuous power output, but produces its
output as a series of short pulses with high peak power and a duty cycle of 0.001 or less. The
physical processes associated with the absorption of short optical pulses by an absorbing
plasma are considerably different than for a CW laser, and these processes must be
understood in order to evaluate the prospects for beamed laser propulsion using high power
free electron lasers.

Experiments were performed by UTSI at Los Alamos National Laboratory (LANL)
in August, 1988 to study quasi-steady plasmas sustained with the beam from a RF Linac free
electron laser. This laser produced a train of pulses having a wavelength of 10.6
micrometers with a pulse width of 10 ps. These pulses were separated by 46 ns, and each
pulse train consisted of approximately 1730 pulses. The total energy in the pulse train
ranged from 10 to 200 mJ. Argon plasmas were easily initiated and sustained with this laser,
and spectroscopic data were obtained which verified their quasi-steady nature. Spectroscop-
ic measurements gave temperatures of 17,000 to 20,000 K, similar to that observed in
plasmas sustained with continuous wave carbon dioxide lasers. Numerous attempts were
also made to initiate and sustain similar plasmas in hydrogen and in nitrogen, but these were
unsuccessful. The details of this experiment can be found in a paper which has been
accepted for publication in the AIAA Journal of Propulsion and Power, and is included as
Appendix A of this report.

Further experiments designed to understand the development of plasma breakdown
using picosecond optical pulses were undertaken in our laboratory at UTSI. The
combination of 10 ps pulse duration at a wavelength of 10.6 micrometers was unique to the
LANL laser, and so these experiments were performed using 532 nm radiation from a
frequency doubled Nd:YAG laser. A laser collinear pump-probe diagnostic technique was
developed that permitted observation of the pre-breakdown plasma with a time resolution
of 3 ps. This work was presented at the CLEO meeting held in Baltimore, Maryland, May
12-17, 1991 [1]. A paper describing this work in detail will be submitted to the Journal of
Applied Physics, and a preprint of the manuscript is included as Appendix B to this report.

Detailed theoretical models were developed at UTSI in an attempt to understand the
failure to initiate plasmas in the molecular gases driven using the beam from a FEL
Because of the picosecond time scales involved, the electron distribution function is far from
equilibrium during the laser pulse. A computational code was developed which uses a one-
dimensional particle-in-cell (PIC) method to calculate the electron distribution function,
electron and ion densities and the resulting electric field. A Monte Carlo method was used
to include the effects of elastic and inelastic collisions. The gas in the focal volume is
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heated during the 46 ns time between laser micropulses as elastic collisions relax the
electron energy. There are two important effects that result from this relaxation during the
time between pulses. If the average electron temperature relaxes rapidly etnugb it will
allow significant reduction of electron density by 3-body recombination, and the energy
gained from the electrons by the heavy species can result in a gasdynamic expansion of the
focal volume. A set of coupled rate equations were used to calculate the rate of relaxation
and the reduction of electron density, and gasdynamic expansion of this heated gas was
calculated using a one-dimensional CFD code.

The results of the theoretical models indicate that the breakdown in the FEL
experiments did not occur during a single 10 picosecond pulse, but was the result of a
cumulative growth of the electron density resulting from the absorption of approximately 8
pulses in argon. The code also indicates that hydrogen and nitrogen did not reach
breakdown because of a faster decay of electron energy in these gases during the 46 ns timebetween pulses. This faster decay rate occurs because of inelastic vibrational collisions and
more rapid energy loss in inelastic collisions due to the smaller mass of the hydrogen and
nitrogen molecules. There may also be an effect due to the different behavior of the argon
electron-neutral collision cross section with electron energy. The energy loss, in itself, does
not prevent a buildup of electron density to breakdown threshold, but the lower electron
energy results in a much faster electron recombination rate which depletes the electron
density between pulses.

The theoretical code development is the basis of a PhD dissertation that is being
written by Ms. Quan Zhang, and will be submitted during the Spring semester of 1992. A
technical paper describing this theoretical model in detail will soon be prepared and

I submitted for presentation and publication. A more detailed description of the theoretical
model will also be presented in the next section.

I. THEORETICAL MODEL FOR PICOSECOND BREAKDOWN

A theoretical model was developed in an attempt to understand why plasma
breakdown in argon could be easily initiated using the Los Alamos FEL, but plasma
breakdown could not be achieved using either hydrogen or nitrogen. Earlier theoretical
studies indicated that the breakdown threshold for these gases should be similar, but these
calculations were made for a single 10 ps laser pulse. It was suspected that breakdown did
not occur during a single FEL laser pulse, but occurred because of an accumulation of
electron density which occurred over several successive 10 ps pulses. A computational code
was developed which supported that hypothesis and predicted the disparity in breakdown
that was observed among the three gases attempted.

A. Model Description

The most important feature of the processes leading to the plasma breakdown
produced by a picosecond laser pulse is the strongly non-Maxwellian electron
distribution function produced during the pulse. For the breakdown in gases at a
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pressure of one atmosphere, the electron-neutral collision frequency is approximately
1 ps. Therefore, an electron will experience only about 10 collisions during the 10 ps
pulse duration. This collision frequency is insufficient to enforce a Maxwellian
distribution of electron energy during the pulse duration, but can lead to large
electron energies.

Boltzmann's equation describes the time evolution of the electron energy
_ distribution, and we developed a model which allows an approximate solution to be

obtained. As an initial electron in the focal volume of the laser absorbs energy from
the optical electric field, the electron undergoes oscillation at the optical frequencyIuntil it suffers a collision with a neutral particle. This oscillation is in the direction
of the electric field and is referred to as the "quiver energy". Due to the large
difference between the electron and the neutral particle masses the electron willIchange its direction, on the average, by 90 degrees upon collision with a neutral atom
[2]. After the collision, the electron again begins to oscillate in the direction of the
electric field, while retaining the energy it had gained prior to collision. In this way
the electron rapidly increases its energy with each elastic electron-neutral collision.

The model attempts to describe the evolution of the electron distribution
function from a single electron placed in the focal volume until electron ionizing
collisions have produced an avalanche of electrons that reaches plasma breakdown.
Breakdown is assumed to occur when the electron density reaches approximately
1017cm "3. Since we are only concerned with the initial breakdown, we will assume
that the electrons are confined to a spherical volume centered on the focal point of
the laser beam. This permits a one-dimensional description of the problem. In the
actual experimental breakdown, the plasma will rapidly extend along the laser beam
into a long cylindrical plasma once breakdown has been achieved at the focal point.

The calculation begins with a single electron placed near the focal point. This
electron undergoes elastic collisions until its energy exceeds that required to suffer
an inelastic collision with a neutral molecule. This inelastic collision can result in an
excited molecule, dissociation of the molecule into atoms, or an ionization event in
which a second electron is produced. When a second electron is produced, it too1! gains energy from the optical electric field. In our computational model each
electron is tracked in both space and time until the number of electrons reaches
60,000. Then, the number of electrons retained in the computation is reduced by a
factor of approximately 3, and each computational electron now represents 3 real
electrons. This process is repeated over a sequence of 10 ps laser pulses until no
further increase in electron density occurs or the breakdown electron density is
reached.

The electrons, having a small mass and a high energy, will attempt to diffuse
out of the focal volume. However, their motion will be retarded by the positively
charged heavy ions. Therefore, the ions and electrons will tend to diffuse together
in ambipolar diffusion [2]. The resulting electric field is modeled using the PIC
method [3]. The charge of each computational electron and ion is distributed onto
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the spherical computational grid, and Poisson's equation is solved for this charge
distribution to obtain the resulting electric field. In between collisions the electrons
and ions move under the influence of this electric field. After each computational
time step the charge is redistributed onto the computational grid and a new electric
field is computed.

During the computational time step the electron trajectories are computed
using the electric field calculated by the PIC method. At the same time, a Monte
Carlo method is used to permit the particles to collide with ions and neutral particles
with a probability determined by their energy dependent collision cross sections.
Elastic, vibration, dissociation, excitation and ionizing collisions are all included.
This procedure is followed during the 10 ps time the laser pulse is on, and for an
additional 3 0 ps. During this 30 ps time the high energy electrons produced by the
laser pulse continue to suffer ionizing collisions which further increase the electron
density while reducing the average electron energy. The interval between the 10 ps
laser pulses is 46 ns, and during this time the electrons continue to undergo mostly
elastic collisions which slowly heat the neutral gas and further reduce the average
electron energy.

1If the average electron energy is significantly reduced during the time between
pulses, then 3-body recombination of the electrons and ions may significantly reduce
the electron density prior to the arrival of the next pulse. This effect can limit the
cascade and lead to a saturation of electron number density at a level below
breakdown threshold. A set of coupled rate equations for the electron number
density and the average electron energy are solved during this 46 ns time period and
used to establish the initial conditions for the subsequent 10 ps laser pulse. An
additional effect of the elctron energy relaxation between pulses is the heating of the

i heavy gas within the focal volume.

After several pulses, when the electron density in the focal volume has
reached approximately 1017 cm "3, the gas heating between pulses is sufficient to
produce a gasdynamic expansion which reduces the electron density prior to the
arrival of the next pulse. This effect was computed using a one-dimensional
gasdynamic code [4]. The computational electrons that remained from the prior
pulse are reduced in number according to the reduction in density calculated from
the gasdynamic code. Once the density has been reduced, the PIC process is
repeated for the next laser pulse.

These computational steps: PIC calculation of the electric field, Monte Carlo
calculation of collisions, and gasdynamic expansion are repeated for a sequence of
10 ps laser pulses until the electron number density saturates at a maximum value
below breakdown or until breakdown is achieved. These calculations have been
performed for the conditions of the Los Alamos experiments for argon, hydrogen and
nitrogen.
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B. Results and Conclusions

The calculated electron distribution function for argon during the fifth pulse
in the sequence is shown in Figure 1. This figure plots the number of particles in the
10-7 cm3 focal volume rather than the electron density. Note the relatively large
number of electrons in the high energy tail of the distribution at 10 ps, the end of the
laser pulse, and the relaxation of the distribution function to a more nearly
Maxwellian form after 40 ps. A Maxwellian distribution having the same mean
energy of 4.38 eV is also shown for comparison. The total number of electrons in the
focal volume increases as the high energy electrons undergo ionizing collisions during
the relaxation.

When the electron density reaches approximately 1017 cm"3, enough energy is
added to the gas through elastic collisions that gasdynamic expansion reduces the
density in the focal volume. This gasdynamic expansion is calculated using a one-
dimensional code, and the density ratio after pulse 8 is shown in Figure 2. The
abscissa gives the computational grid locaion, and the edge of the laser beam is
located at 250. For this pulse the density has been reduced to approximately one
half by gasdynamic expansion during the 46 ns time between pulses.

The calculated electron density for argon and hydrogen is shown in Figure 3
for a sequence of ten pulses. The time scale between successive laser pulses has
been contracted for clarity. It can be seen that argon reaches breakdown after 8
pulses. The electron number density in hydrogen reaches a plateau of approximately
1014 cm"3 after 6 pulses, and never achieves breakdown. This saturation effect is
caused by a rapid recombination of electrons which occurs during the 46 ns betweenthe laser pulses.

The 3-body recombination coefficient is a strong function of the electron
temperature, and is largest for low energy electrons as shown in Figure 4. During
the 46 ns between laser pulses the average electron energy decreases due to elastic
and inelastic collisions between the electrons and neutrals. The rate of electron
energy loss due to inelastic collisions is relatively small for argon because there are
no vibrational or dissociation collisions, and the loss due to inelastic collisions is
small because of the large atomic mass. The relaxation of the average energy in
argon is shown in Figure 5. Since the electron energy remains relatively high during
the 46 ns between pulses, recombination does not significantly reduce the electron
density. On the other hand, vibration and dissociation collisions and a smaller
molecular mass combine to rapidly reduce the electron energy between pulses for
hydrogen and nitrogen. The relaxation of the average electron energy in hydrogen
is shown in Figure 6 (note the difference in time scales). The reduced electron
energy permits electron recombination to significantly reduce the electron density in
the focal volume during the 46 ns between laser pulses. The result of this
recombination is that, for hydrogen and nitrogen, the electron density saturates at a
maximum value which is below plasma breakdown.



The original goal of this research was to determine whether quasi-steady
plasmas, suitable for laser thermal propulsion, could be sustained with the pulsed
laser beam from a free electron laser. Experiments conducted at Los Alamos
National Laboratory confirmed that quasi-steady plasmas, with characteristics very
similar to CW laser sustained plasmas, could be easily maintained in argon using the
beam from their free electron laser. However, it was not possible to sustain quasi
steady plasmas in hydrogen or nitrogen under the same conditions. A new pulse-
probe laser diagnostic technique was developed at UTSI to measure the evolution
of pre-breakdown laser induced plasmas with picosecond time resolution.
Theoretical models were developed which predicts the breakdown disparity between
argon and the molecular gases. The theory showed that electron recombination
during the 46 ns between laser pulses prevented the multiple pulse cascade from

reaching breakdown in the molecular gases.

These experiments confirm that high powered free electron lasers can be used
to sustain quasi-steady plasmas that are suitable for laser thermal propulsion. The
average power used in the LANL experiments was approximately 3 kW. This power
is sufficient to sustain CW plasmas in argon using carbon dioxide lasers, but is
insufficient to sustain hydrogen at the pressures used in these experiments.
Therefore, it should also be possible to sustain quasi-steady plasmas in hydrogen,
which is more suitable as a propellent, when sufficient average power is available in
a free electron laser.
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LASER PROPULSION USING FREE ELECTRON LASERS

Dennis Keefer, Ahad Sedghinasabj Newton Wright,* Quan Zhang**

Center for Laser Applications

University of Tennessee Space Institute

Tullahoma, TN 37388

Abstract

Quasi-steady plasmas have been initiated and sustained in argon at pressures from

one to three atmospheres using power absorbed from a 10.6 micron wavelength laser beam

produced by the RF linac free electron laser at Los Alamos National Laboratory. The

pulse format of the RF linac laser consisted of an 80 microsecond long burst of 10 ps

pulses separated by 46 ns, with an average power of approximately 3.75 kW. Time-resolved

spectroscopic observations revealed no decay of the plasma during the 46 ns interpulse

time. Analysis of the spectroscopic data using Boltzmann factors, ion-neutral intensity

ratios and absolute emission coefficients gave values of the plasma temperature that varied

from 17,500 K to 20,000 K during the 80 microsecond pulse. Attempts to obtain optical

breakdown in nitrogen and hydrogen proved unsuccessful, even at optical intensities ten

times the observed threshold for argon.

I. Introduction

In a propulsion system supported by a laser-sustained plasma (LSP), the high-power

laser beam from a remote site is focused into the thruster. The plasma is ignited and

continuously sustained near the laser focus. The plasma is used to absorb the power from

the laser beam and convert it into propellant enthalpy.

3 Professor of Engineering Science & Mechanics
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Application of high power laser sustained plasmas (LSP) to space propulsion technol-

ogy requires a fundamental understanding of the mechanisms by which a laser beam can

initiate and sustain a plasma under various flow and power conditions. Interactions be-

tween the laser beam and the flowing plasma is complex and highly nonlinear, and detailed

experiments have been required to gain a quantitative understanding of these processes. 1

A series of experimental investigations has been conducted at The University of Tennessee

Space Institute (UTSI) using a 1.5 kW continuous (CW) CO 2 laser to obtain detailed

measurement of the plasma temperature field in an argon LSP.2 Laser power absorption

and radiative emission were calculated from the measured temperature field to provide

a detailed understanding of the energy conversion processes. Based on the experimental

results, a detailed computational model was developed which provides a comprehensive

description of the LSP in convective flow environments.3 Similar work has been performed

at The University of Illinois using a CW CO 2 laser at powers up to 10 kW and with a

maximum flow velocity of 30 m/s at a pressure of one atmosphere. 4 Plasma absorption

and thermal efficiencies using various gas mixtures and optical configurations were the

main focus of these experiments. The computational code developed at UTSI was ex-

tended to provide a detailed design for a 30 kW laser powered thruster using hydrogen as

a propellant.5

A comprehensive evaluation of laser-based propulsion systems has determined that

lasers in the megawatt power range will be required to insure the practicality of this

concept.6 Presently, pulsed free electron lasers (FEL) appear to be the most promising way

to provide these power levels. These lasers can provide both nanosecond and picosecond

pulses, but the RF Linac laser may be able to provide a quasi-continuous beam consisting

of trains of picosecond pulses. Optical plasma breakdown using pulsed CO2 lasers has

been studied for two decades, but these experiments were all conducted using essentially

single laser pulses of nanosecond or longer duration. We conducted these experiments at

Los Alamos National Laboratory (LANL) to evaluate the feasibility of using the RF Linac

laser to sustain quasi-steady plasmas.

Prior to the experiments performed at LANL, the decay characteristics of argon optical

2
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3m breakdown plasmas were studied at the Center for Laser Applications at The University

of Tennessee Space Institute using a Lumonics XeCl excimer laser with wavelength of 308

3nm and pulsewidth of approximately 20 ns. An optical multichannel analyzer (OMA)

was used to record the radiation spectrum of the argon plasma created within a closed

I cell. Spectra were recorded in 10 ns steps with 10 ns gatewidth for up to 15 /s after the

plasma initiation. These preliminary studies indicated that the decay rate of an argon

optical breakdown plasma is of the order of microseconds, which is much longer tLh:n the

interpulse time of the LANL laser, and suggested that it was feasible to sustain an argon

plasma with the pulse format of the LANL RF Linac free electron laser.

3In the following sections we describe the experimental facilities, experimental pro-

cedures, spectral data reduction, and plasma temperature determination using several

spectroscopic techniques.

II. Experiment

A quasi-steady argon plasma was sustained by the LANL free electron laser in a flow

chamber which was constructed with zinc selenide windows on both ends so that a direct

measurement of laser absorption could be obtained. The flow tube, where the plasma was

sustained, had a diameter of 1 cm to provide relatively high incident flow velocities at

moderate mass flow rates. An annular flow was provided at the surface of the entrance

window to provide cooling.

The RF linac free electron laser was tuned to a wavelength of 10.6 am to provide direct

comparison with the experiments performed using CO 2 lasers. The output beam of the

FEL operated in a gaussian TEM00 mode with 80-120 jis macropulses which were repeated

at a rate of 1 Hz. The macropulse energy was approximately 300 mJ, giving an average

power of 3.75 kW during an 80 jis burst. Each 80 jis burst consists of approximately

1700 micropulses that have a duration of approximately 10 picoseconds and are spaced 46

nanoseconds apart to provide a peak power of about 17 MW. The laser output beam was

focused into the flow chamber by a zinc selenide lens with focal length of 127 mn. The

spot size was calculated to be about 95 microns in diameter resulting in a peak power

3



density of 1011 W/cm2 for a 120 mJ macropulse.

A variety of diagnostic measurements were made during the experiment. A Hadland

image converter camera was interfaced with a CID video camera to provide digital images

that were acquired using a Matrox framegrabber housed in a Masscomp computer. This

provided high-speed images of the transient plasma formation and decay at a framing rate

of 100,000 frames per second. Time resolved spectra of the plasma were obtained using

the OMA in a manner similar to that used for the excimer laser generated plasma. The

OMA gatewidth was set to 10 ns and 10 spectra were accumulated from 10 successive

macropulse breakdowns to average the results of several realizations of the plasma and

to enhance the signal-to-noise ratio. The OMA was then delayed for 10, 20, 30, 40 and

50 ns, and the spectral data accumulation was repeated for each delay setting. Similar

spectra were also obtained at 20 ,s intervals throughout a 120 ps burst. The OMA was

calibrated for absolute intensity using both tungsten ribbon and deuterium arc standard

lamps. Wavelength calibration was obtained using mercury and argon spectral sources. A

schematic of the experimental apparatus is shown in Figure 1.

Data were obtained for FEL sustained argon plasmas at pressures of 1 and 3 atmo-

spheres over a range of incident flow velocities. These plasmas were easily initiated at all

pressures, and nearly complete absorption of the incident laser beam was measured by the

two energy meters installed upstream and downstream of the flow chamber.

Hydrogen and nitrogen gases were also introduced to the flow chamber, in separate

experiments, in an attempt to study the differences in the initiation and plasma character-

istics between these gases and argon. However, self initiation was never achieved in these

molecular gases, even at ten times the power required for argon breakdown.

III. Spectral Data Reduction

The spectral data acquired by the OMA were calibrated for both wavelength and

absolute intensity. Spatially calibrated framing camera images were used to determine

the plasma shape and size. The contribution of the continuum radiation to the absolute

values of the spectral lines of interest was subtracted by fitting a straight line to the

4



adjacent continua of that line. To determine the absolute intensity of the overlapping

lines Lorentzian profiles were fitted to the lines, since Stark broadening is the dominant

broadening mechanism for atmospheric pressure argon plasmas. The plasma was assumed

to be optically thin, since the measured absolute emission coefficients described below

yielded an optical thickness of about 6 x 10-'.

Several different spectroscopic methods were used to calculate the argon plasma tem-

perature from the plasma intensity measurements. The first method used the relative

emission coefficient ratio of an argon ion line and a neutral line given by,7

3i = 2 A.Ag (27rmkT3/2 exp(Ei -Ea)
I. AiAga . h 2  n, nU1 (1)

where
1= JI[ d

* A

The subscripts i and a refer to ion and neutral respectively. A is the transition wavelength,

AA is the total width of the line at the continuum base, A is the transition probability, g

is the statistical weight of the transition upper level, ne is the electron density, E is the

upper level energy relative to the ground state of the neutral atom, and k is the Boltzmann

constant. This method requires a knowledge of the electron density. The electron density

can be obtained by an iterative solution of the ideal gas law and the Saha equations at the

measured pressure, with the assumption of two stages of ionization, quasi-neutrality, and

local thermodynamic equilibrium (LTE);

p = (n. + ni + nii + na)kT (2)

n.= ni + 2nil (3)

n- 2 lrme 3 / 2exp E-P (4)

n__ ' 7 (2rmnT 3/2 exp ( T (5)
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Here subscript ii denotes the second stage of ionization, Z is the electronic partition

function, E, is the first ionization potential, E 1I is the second ionization potential, and p

denotes the chamber pressure.

The uncertainty in the resulting values of temperature based on the uncertainties of

other parameters in Eq. (1) can be estimated as

AT A(Ii/I) A(Ai/A) An E kT (6)ii /J-. nIA Ej - E.

For T = 20,000 K, (Ei - Ea)/KT = 14 for the spectral lines considered here. Therefore,

even significant uncertainties in I/I,. or n,, would only result in a small error in the

temperature values.

In the second method, the relative upper level populations of argon ion lines are

obtained from the relative intensity of the lines using

_nm = c-n (7flmCAmn1 (7)
Amn

where C is the proportionality constant. The logarithm of level population ratios are then

plotted against the upper level energies. Boltzmann factors given by,

log (nm/grn) = (Em-En) (8)( nnlg. T k s

is then used to determine the plasma temperature from the slope of a straight line which

is least squares fitted to all the points on the plot. This method assumes that the upper

level densities of all the measured lines are distributed according to a single equilibrium

temperature. The accuracy of this method depends both on the number of spectral lines

used and differences in their energy levels.

In the third method the temperature was calculated from the line emission coefficient

which was determined from the measured absolute line intensity, Iabs, using,
Ilabs (9)

where I is the length of the plasma in the direction of line of sight. The value of I was

obtained from the framing camera images. The upper level populations of the ionic lines

are then calculated from

4hCAmn .
hcA,,
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The ionic ground state density is related to the upper level densities by the Boltzmann

factor,
nm - exp -(11)
n i  Z, kT

If we assume that the plasma is in LTE, then Equations (2-5) and Equation 11 can

be solved simultaneously to yield plasma temperature and composition.

In each of the methods described above, spatially averaged intensity data were used

to calculate the plasma temperature. Since the relative intensities were utilized in the

first two methods, the error introduced by intensity averaging is minimal. However, in the

third method, where absolute intensities were used, the use of spatially averaged intensities

may introduce a more significant source of error. On the other hand, the intensity and

temperature profiles of LSP's are relatively flat over most of the plasma, except for a

small region near the boundaries, and the temperatures calculated using this technique

are expected to be reasonable representations for the central portion of the plasma.

IV. Results

Quasi-steady argon plasmas were routinely self-initiated and sustained using the LANL

free electron laser pulse format. Figure 2 shows the argon spectra taken each 10 ns for

a total of 60 ns to insure the inclusion of at least one micropulse. This figure shows no

significant difference between the spectrum which included the 10 ps pulse and those spec-

tra taken during the 46 ns interpulse time. This result probably reflects the fact that

the micropulse from the laser is "on" only 1/1000 of the total 10 ns gate time of the

OMA. Because of this low duty cycle, any unique spectral feature characteristic of the

micropulse absorption would have little contrast relative to the background spectrum. In

fact, the background spectrum exhibits no measurable change over the 46 ns interpulse

time, indicating that the relaxation processes of the plasma are considerably longer than

the interpulse time. This is to be expected, since most of the spectral lines in the recorded

spectral range have transition times of the order of 100 nanoseconds. The only lines in

ionic argon which have transition times of a few nanoseconds are the resonance lines, which

were not recorded during these experiments. The argon plasma spectra recorded at 20 mi-
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crosecond intervals during one macropulse is shown in Figure 3. The lowest line in this

figure corresponds to the signal taken at 100 ps, at which time, the plasma has expanded

and decayed more noticeably.

Plasma temperatures calculated using the ion-neutral line ratio method are presented

in Figure 4. In this method, the relative emission coefficients of ion lines 3729, 3765, 3780,

3850, 3868, 3928, 4013, 4072, and 4103 A were compared to those of argon neutral lines

4158 A and 4200 A. The plasma temperature is plotted versus time during one macropulse.

The bars on each data point indicate the standard deviation of the temperature as deter-

mined from each of the 18 ion-neutral line pairs evaluated for the six sets of spectral data

recorded at the 10 ns intervals. This scatter can be attributed to the errors involved in the

deconvolution of the overlapping spectral lines, the assumption of plasma homogeneity,

and the more basic uncertainties of the transition probability values.

Figure 5 shows a typical Boltzmann plot where the relative populations of various

ionic excited levels are plotted versus the excited level energies. The slope of the fitted

straight line is inversely proportional to the plasma temperature. The scatter in Figure 5

is primarily associated with the process of deconvolving the overlapping lines using fitted

Lorentz profiles and straight line subtraction of the continuum. Transition probability

uncertainties do not play an important role in the extent of the scatter in this case, since

the relative values of the transition probabilities are usually accurate to within 5% for a

single ionic species.' Plasma temperatures obtained by this method are shown in Figure

6.

In the last technique where the temperature has been determined from absolute line

emission, the characteristic dimension of the plasma along the line-of-sight was obtained

from the framing camera images, one of which is shown in Figure 7. The calculated plasma

temperature (Figure 8) using this technique is fairly insensitive to the value used for the

plasma size. A 50% error in the plasma diameter results in only a 4% change in the

value of the calculated temperature for this particular temperature range. The bars on the

temperature values represent one standard deviation resulting from the use of 9 different

ion lines. As noted in Figures 4, 6, and 8, the plasma temperature decreased with time,

* 8



due to the expansion of the plasma about the focal region.

Although argon plasmas were easily self-initiated and sustained using the LANL free

I electron laser, we were unable to obtain optical breakdown in either nitrogen or hydrogen.

In a laser sustained plasma at a wavelength of 10.6 pm, the dominant process of laser

absorption is inverse bremsstrahlung, in which the electrons are accelerated in the strong

electric field (10' V/m in this case) created by the laser, and subsequently undergo elastic,

inelastic and ionizing collisions with neutral atoms. However, prior to breakdown there

are few electrons available in the cold gas, and the electron neutral collision frequency is

approximately 1 per picosecond. Therefore, it is likely that breakdown does not occur

within the first micropulse but cascades to breakdown after several micropulses. Since the

rate of optical energy absorption and the ionization potential are similar for the various

gases used in our experiments, it is likely that the electron loss processes which take place

during the 46 ns interpulse time is responsibl' for the observed differences in breakdown3 threshold. These loss processes include excitation of internal energy states of the molecular

species, electron diffusion and, in the later phases of the breakdown cascade, gasdynamic3 expansion. Each of these processes proceed at considerably different rates for argon and

the molecular gases, and are likely to be responsible for our failure to observe optical

3 breakdown in hydrogen and nitrogen.

3 A detailed comparison of various features of FEL sustained plasmas to those of CO 2

laser sustained plasmas is not possible at this time due to the preliminary nature of the3 experiment. In this work parameters such as flowrate, optical depth of field, and pressure

were not studied to their full extent. However, it is possible to conclude that argon plasmas

3 were sustained by FEL which has a vastly different pulse format. The absorption of the

laser energy by the plasma as measured by the Joule power meters were comparable to

I those encountered in CW CO 2 experiments (80 - 90%).

3 V. Conclusions

i 1The principal conclusions that can be drawn from these initial experiments are:

1. Argon plasmas are easily self-initiated and sustained by the LANL free electron laser
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operating at 10.6 micrometers with 10 ps micropulses.

2. Spectral data taken with 10 ns gate times at 10 ns intervals did not reveal any changes

in plasma radiation during the 46 ns interpulse time.

3. The various spectroscopic techniques used to calculate the plasma temperatures yielded

temperature of 17,500 K to 20,000 K depending on the time during a macropulse.

4. Argon plasmas self-ignited at a power density of 10l W/cm 2, but hydrogen and

nitrogen did not undergo optical breakdown for power densities up to 1012 W/cm 2.

This experiment demonstrated the feasibility of using pulsed free electron lasers to

ignite and sustain plasmas in a forced convection environment that could be used for

space propulsion. Further experimental and theoretical research should be focused on the

mechanisms responsible for the observed differences between picosecond optical breakdown

thresholds in argon and the molecular gases.
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Figure 1. Schematic of the Experimental Diagnostic Configuration.

Figure 2. Argon plasma spectra obtained using 10 ns exposures. Six spectra were obtained

at 10 ns intervals to include at least one micropulse, and all six spectra are superimposed

in the plot.

Figure 3. Argon plasma spectra obtained using 10 ns exposures. Five spectra were obtained

at 20 ps intervals, and all five spectra are superimposed in the plot.

Figure 4. Plasma temperatures obtained using the ion to neutral line ratio.

Figure 5. Typical Boltzmann plot for the argon ion lines.

Figure 6. Plasma temperatures obtained using the Boltzmann factors.

Figure 7. Images of the plasma formation and decay obtained at 100,000 frames per second.

5 The laser direction is from bottom to top.

Figure 8. Plasma temperatures obtained using absolute line emission.
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Picosecond Resolved Evolution of Laser Breakdown in Gases
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Ph. (615) 455-06S1

ABSTRACT

Subpicosecond pulses from a synchronously-pumped dye

laser were used to collinearly probe the absorption of laser

breakdown plasmas formed by focusing longer (60 ps FWHM)

532 nm pulses from a regenerative amplifier into a cell con-

taining helium, argon or nitrogen. The absolute time delay

between the 532 nrm pulses and the probe pulses was varied

in order to measure the initiation time and the rate of growth

of the plasma for different pressures and breakdown pulse en-

ergies. In general, at the higher pressures for which cascade

ionization processes are expected to dominate, the onset of the

plasma is found to be quite abrupt compared to the duration of

the breakdown pulse. The initiation time is earlier and the rate

of growth is faster if the breakdown pulse energy or pressure

is increased. For argon and nitrogen at lower pressures, slow

growth of the plasma can continue for hundreds of picoseconds

after the breakdown pulse has passed, indicating that relax-

ation from a nonequilibrium state occurs.
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I. Introduction

Breakdown at the focus of a pulsed laser beam has been observed since the advent

of the Ruby laser nearly 30 years ago1 ,2 and a considerable body of literature aimed at

understanding the physical mechanisms for optical breakdown in transparent media has

3 since developed.3 Breakdown in gases can be caused by direct ionization or, when the

pressure is sufficiently high, by cascade or avalanche growth of ionization due to inverse

3 Bremsstrahlung absorption of energy by free electrons followed by collisional ionization.'

Direct ionization is generally due to multiphoton absorption5 '6 but at longer laser wave-

3 lengths where a larger number of photons would be needed, or at large laser intensities,

it may be due to the tunneling of the electrons in the presence of the strong laser field.'

3 Photo-ionization of excited intermediate atomic or molecular states is also important for

certain gases.8

I To date, experiments have centered largely on the measurement of the breakdown

threshold for various conditions. 9 - - 13 "Breakdown" is usually defined by the optical de-

tection of the luminous plasma emission or the acoustical detection of the shock wave.

UFor longer, nanosecond laser pulse lengths, the threshold is generally found to be in-

versely dependent on the pulse length and on the pressure indicating that a collisional

3 mechanism for the onset of breakdown is predominant. For shorter laser pulses (5 10 ps)

or low pressures, the breakdown threshold is considerably higher and only weakly depen-

3 dent on pressure indicating that direct ionization by the laser pulse is the predominant

mechanism.

3 It is well recognized that the various mechanisms may act simultaneously and that

their relative contributions not only depend on the initial conditions but also change during

the growth of the plasma. Indeed, theoretical modelling of the laser induced breakdown

has developed to quite a sophisticated level12,14 and may include all these effects and

predict the growth of the plasma with time, but the point of comparison with experiment

is generally the dependence of the breakdown threshold on the initial conditions of gas,

pressure, laser wavelength and intensity. In some experiments, aspects of the breakdown

process have been followed with nanosecond resolution. s - -'a Ireland et aL. have published
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I Schlieren images of a laser plasma , 20 ps following breakdown."9

In order to gain better understanding of the role of the various mechanisms at different

stages of breakdown, we have conducted pump and probe experiments which permit the

growth of a plasma to be followed with a time resolution of a few picoseconds. In addition,

we have monitored the relaxation time of the plasma by measuring the absorption of probe3 pulses which pass many nanoseconds after the plasma is formed.

II. Experimental Apparatus

3 The experimental setup, as shown in Figure 1, consists of a standard collinear 'pump

and probe' configuration, with the pump pulses originating from a Nd:YAG regenerative

amplifier (Continuum RGA-60-50) and the probe pulses being supplied by a synchronously-

pumped hybrid-modelocked dye laser (Coherent 702-1). Thus the laser-breakdown plasma

I is formed by the 532 nm pulses from the regenerative amplifier, while the subpicosecond

pulses from the dye laser are used to probe the absorption of the plasma versus temporal

U delay.

The dye laser produces pulses tunable from 565 nm to 610 nm at a repetition rate

of 76 MHz, each with a pulse energy of about 2 nJ and with a width of about 0.7 ps,

as determined by a background-free autocorrelator. The regenerative amplifier produces

pulses at a repetition rate of 50 Hz with a pulse energy of about 40 mJ at 1064 nm and3 with a width of about 90 ps. These pulses pass through a variable attenuator consisting

of a rotatable half-wave plate and dichroic polarizer before being frequency doubled in a

KDP crystal to yield 532 nm pulses with energies of up to about 12 mJ. Because both the

regenerative amplifier and the synchronously-pumped dye laser are pumped by the same

3 acousto-opticaly mode-locked Nd:YAG oscillator (Coherent Antares 76-s), the pulse trains

have a well defined timing with respect to each other, even though they have considerably

* different repetition rates.

The 532 nm beam from the regenerative amplifier is collinearly combined with the dyeI laser beam using an uncoated quartz substrate which acts as a 10 % : 90 % beam splitter

at 45 *. The peak intensity of the probe pulses is five orders of magnitude less than that

of the breakdown pulses. Both beams are vertically polarized at the quartz substrate.

3The portion of 532 nm beam which is split from tae first interface of the quartz

3
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I substrate falls upon a piece of frosted glass and the light transmitted by this is passed

through a calibrated neutral density filter (ND 2.02) to a photodiode in order to monitor

I the pulse energy and pulse-to-pulse fluctuations. (The portion of dye laser beam from this

interface is simply removed by an aperture as shown in Figure 1.) Thus approximately

80 % of the 532 nm pulses and 10 % of the dye laser beam from the second interface of

the quartz substrate pass through the aperture and are focused into the sample cell by a

piano-convex lens with focal length of 7.84 cm. The diameter of the beams at the lens is

approximately 0.46 cm resulting in an effective f-number of f/17.

The beam divergence of the dye laser beam at the focusing lens is adjusted so that it

focuses at the same position as the 532 nm beam, by passing it through a pair of lenses

with adjustable separation. This is conveniently accomplished by removing the sample cell

except for the first window, locating the focal plane of the 532 nm beam by observation

of the speckle pattern of largest grain in the back-reflected light from a razor blade as it

is translated through the focus, and then adjusting the separation of the pair of lenses

so that the back-reflected dye laser light also has largest speckle grain. At this time, the

waist of 532 nm beam is measured by monitoring the ratio of transmitted pulse energy

as the razor edge is transversely translated by a stepping motor. The transmission ratio

versus razor position is well fitted by a Gaussian error function, yielding a beam waist of

7.8 ± .2 pm.

Also at this time, the 532 nm pulse energy monitor photodiode is calibrated so that

the pulse energy available for forming a plasma can be known from the energy monitor

photodiode voltage. A pulse energy probe (Lasermetrics RJ-7200/RJP-734) is placed

3 immediately after the first window of the sample cell, well before the focus position. To

avoid damaging the probe, the attenuator in the regenerative amplifier beam is adjusted

in order to give a pulse energy of only about 1 mJ at the probe and the ND 2.02 neutral

density filter is removed from the monitor photodiode. The pulse energy at the probe

I is recorded on a personal computer using a locally constructed BCD/RS232 interface,

while the photodiode voltage is captured on a boxcar integrator and transferred to the PC

via GPIB. The photodiode is an HP2-4203 with locally constructed circuit and 20.0 volt

battery supply -.od give3 a pulse width of about 0.5 ns. Without the neutral density filter,
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I the pulse energy calibration factor is 1.24 x 10 - 3 J V - 1 over a range of pulse energies from

0.12 to 1.2 mJ. The pulse-to-pulse intensity fluctuations are about 5-10 %.

Following these initial calibration measurements, the sample cell is installed. The cell

U consists of a machined aluminum block, 5 cm x 6.3 cm x 10 cm long, with 1 inch

uncoated quartz substrate windows at each end and a third window on the side for visual

observation of the plasma. A digital pressure gauge (Omega DPG-500) attached to the cell

allows pressures in the range of 7 to 150 psi to be read. There are two ports on the cell. The

outlet port is attached to a vacuum gauge and through a needle valve control to a roughing

pump via a liquid nitrogen trap or to a molecular diffusion pump for completely purging

and cleaning the cell. The inlet port is attached through a cold trap and needle valve to

a regulator and gas bottle. Research grade gases with < 30 ppm impurities were used.

3 Our early experiments indicated that it is important to take considerable care to remove

impurities from the cell and gas lines as these may influence the breakdown thresholds

I and the behavior of the breakdown.2 0 In addition, because the accumulation of metastable

states can also influence breakdown, in all experiments the gas was circulated away from

I the focal volume by letting gas in through one port and out through the other.

The transmitted laser beams are recollimated as they emerge from the cell and the

dye laser probe pulses are separated by a dispersion prism and aperture and are eventually

focused onto a fast photodiode (Antel AR-S2).

If there is no plasma present, this photodiode simply sees a train of dye laser pulses

at a repetition rate of 76 MHz. However, when the regenerative amplifier is turned on,

every 20 ms a plasma is formed and the dye laser pulse which arrives at this time (the

3 diagnostic pulse) is absorbed, as shown schematically in Figure 2. Because fluctuations

in the dye laser power occur on a time-scale no faster than tens of milliseconds, the pulse

that arrives immediately prior to the formation of the plasma can be used as an accurate

reference for the measurement of the transmission ratio of the plasma. Thus, as shown

in Figure 1, the signal from the fast photodiode is split at a 50 f? power splitter and

is directed to two separate channels of a boxcar integrator (Princeton Applied Research

4402 with 4422 integrators). The boxcar is triggered by the sync-output pulse from the

3 regenerative amplifier and is used in static gate mode with 2 as windows and time delays

5I



set to capture the amplitude of the diagnostic pulse in channel 1 and that of the reference

pulse in channel 2. In addition, the amplitude of the photodiode pulse which monitors the

pulse energy of the regenerative amplifier is recorded in channel 3.

The time delay of the dye laser pulses with respect to the regenerative amplifier pulse

can be changed by an adjustable optical delay line, using a motorized translator (Burleigh

7000/IW-712). As shown in Figure 1, a compensating delay is used so that pulses from

the fast photodiode always arrive at the boxcar with the same time delay with respect

to the trigger signal. The translator is programmed to take 2 ps (0.3 mm) steps and at

each step the plasma transmission ratio from five breakdown pulses is averaged. The final

result is obtained as the average of four bi-directional scans of the translator, with a 1 ps

delay offset between the forward and backward scans.

In order to find the position of the translator for which there is zero absolute time

delay between the dye laser diagnostic pulse and the center of the breakdown pulse (as

shown in the inset in Figure 2), the cross-correlation of the two beams is measured using a

non-linear crystal. The regenerative amplifier is considerably attenuated and 10 % of the

532 nm beam together with 80 % of the dye laser beam, obtained from the opposite output

of the quartz substrate beamsplitter, are combined at a KDP (710 cut) crystal, which is

angle-tuned so as to obtain the sum frequency. The same data acquisition and averaging

scheme used to collect the pump and probe data is also used to obtain the cross-correlation

function, except that the photomultiplier which measures the sum-frequency signal gives

relatively slow microsecond output pulses so that a 1 Ps gate width is used on the boxcar

integrator. As the translator scans, the cross-correlation between the (< 1 ps) dye laser

I pulses and the 532 nm pulses is obtained, as shown in Figure 3. A gaussian fit to this

curve allows the position of the translator corresponding to zero delay to be determined.

It also yields the pulse width of the 532 nm pulse as 58 ps FWHM.

Temporal jitter and short term drift between the 532 ntm pulses and the dye laser

pulses also contribute to the width of the cross-correlation signal. Moreover, such effects

determine the time resolution of the pump and probe experiments. They are due largely to

cummulative pulse shaping effects in the operation of the synchronously pumped dye laser,

and are ultimately caused by intensity fluctuations of the pump laser.2 1 This was measured

6



U.

Sto be < 2 % rms and the temporal jitter and drift over the course of a single experiment

are estimated to be no more than a few picoseconds rms. However, over a longer period of

I_ time, the zero delay point is found to drift by up to 20 ps, most probably due to a drift in

the pump laser intensity. For this reason, in order to accurately measure and compare the

-- absolute initiation times for breakdown under different conditions, the cross-correlation

between the laser pulses is collected before and after each 6 minute experimental run.

Experiments are performed with helium, argon and nitrogen, over a range of pressures

j from a few torr to several atmospheres, for probe wavelengths from 560 to 600 nm and

over a range of 532 nm pulse energies, corresponding to peak intensities from 1013 to

I 2 x 10MWcM- 2 .

In addition to measuring the 'rise-time' of the plasma in each pump and probe ex-

3 periment, the relaxation time of the plasma was also recorded by collecting the amplitude

of dye laser pulses subsequent to the diagnostic pulse. This was achieved by using the

I boxcar in waveform mode. All data acquisition was automated by controlling the boxcar

and translator controller by a personal computer.I
III. Experimental Conditions

I The beam mode of the 532 nm pulses is a close to Gaussian, so that the intensity near

focus may approximately be expressed in cylindrical coordinates as

I(r,z,0,t) = exp[-ti'/2a2] exp[-2r 2/1W2(1 +a 2 z2)]/(1 + a2 z 2 ), (1)

where t' = t - z/c, i = E/(a, 1W2 ) is the peak intensity, E is the pulse energy,

at = FWHM/2V--2 where FWHM= 58ps is the pulsewidth, wo = 7.8 pm is the beam

waist, and 1/a = 7rwo/A = 0.36 mm is the Rayleigh length.

Because the beam waist is considerably smaller than the Rayleigh length and because

intensity falls exponentially (exp(-r 2 )) in the radial direction but only quadratically (z - 2 )

in the axial direction, the effective volume of the breakdown region is expected to be a long

thin cylindrical shape, as shown in Figure 4. By arranging the probe beam to be collinear

to the 532 nm beam, the probe pulses sweep through the full length of the breakdown

region and are a sensitive indication of the presence of the plasma. Indeed, as the pressure
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inside the cell is gradually increased so as to allow the formation of a plasma, the probe

pulses show some absorption even when the plasma is not strong enough to be visible

through the viewing window.

One disadvantage of this collinear optical configuration is that the interaction of the

probe pulses is quite dependent on alignment, so that the response is dependent on the

pointing stability of the lasers and of the optical delay line. By averaging the transmission

ratio over many laser pulses and scans of the optical delay line the effects of jitter in the

pointing alignments of the lasers are somewhat averaged.

Note also that the transit time of a light pulse through this long breakdown region

is longer than the lengths of the pulses, and for each plasma event the pump and probe

pulses simultaneously sweep through the region with a fixed time delay.

The maximum pressure used is 7350 torr, and if at this pressure all atoms were singly

ionized yielding an electron density of ne = 2.4 x 1020 cn - 3 , the plasma frequency would

be wpe = (47rn~e2/M) 1 / 2 - 8.7 x 1014 s-, whereas the frequency of the laser pulses is

w > 3.1 x 1015 s- 1 . Thus all experiments are performed in the regime with w above

the critical damping frequency. Also the velocity of radiation propagation in the plasma

under these conditions is expected to be v = (1 - W2e/W2)1/2 c = 0.96 c so that even if the

boundary of the plasma were abrupt, the reflection coefficient from this index boundary

would be quite small. (This is still true when an upper limit for the imaginary part of the

refractive index is included in the calculation of the reflection coefficient.) Thus the major

causes for the attenuation of the probe pulses are expected to be absorption within the

bulk of the plasma, and diffraction of the probe pulses from the long thin structure.

In most of our experiments, absorption of the probe pulses within the plasma is ex-

pected to be due mainly to inverse Bremsstrahlung, whereby incident radiation induces

electronic oscillations which are damped by electron-ion collisions. If local thermal equi-

librium prevails, this yields an absorption coefficient of

a = (Wp/w) 2 (vi/v) (2)

3 where vi is the electron-ion collision frequency, which may be obtained' as

3vi ; 1.36 x 10 - ne/T?1 2 1nn(2.4 x 1020 Te/ne), (3)
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I where n, is given in cm-  and the electronic temperature, T, is given in eV. If thermal

equilibrium does not prevail, the absorption coefficient a must be computed from the

energy distribution function of the free electrons.

V. Results and Discussion

In Figure 5 we show the transmission ratio of 590 nm probe pulses due to the break-

down in Nitrogen gas at a pressure of 50 torr for a range of 532 nm pulse energies. The

initiation time of the plasma is seen to occur at earlier times for larger pulse energies. The

rate of growth of the plasma as indicated by the rate of change of the transmission ratio is

seen to be larger for larger pulse energies. Also, the transmission ratio is seen to continue

to fall for times after the breakdown pulse has passed, indicating that the plasma continues

to grow due to its internal energy rather than externally supplied energy.

In Figure 6 we show the transmission ratio of 590 nm probe pulses due to the break-

down in nitrogen gas for a 532 nm pulse energy of 9.5 mJ over a range of pressures up to

3670 tort. At the lower pressures the plasma continues to grow after the breakdown pulse

has passed. Even for a pressure as low as 0.1 torr, some decrease in the transmission ratio

of the probe pulse is seen hundreds of picoseconds after the breakdown pulse has passed.

At this pressure and at a pressure of 1 tort, the plasma was not visible. That this change in

the transmission ratio is due to a phenomena within the nitrogen rather than a nonlinear

effect at the cell windows or other optics is demonstrated by the absence of change when

the cell was completely evacuated.

For a pressure of 0.1 tort of N2 , the electron-neutral collision frequency which de-

termines the rate of growth of the plasma due to cascade ionization, can be estimated

for a given electron temperature and density. If we assume an electronic temperature of

T, = 1 eV, and an electron density of 6.4 x 1015 cm - ' (all N atoms singly ionized), we find

= = 0.9 ps- 1 . Thus it is quite reasonable to expect that a condition of non-equilibrium

persists and that this is responsible for the continued growth of the plasma after the break-

I down pulse has passed. The production of the first energetic electrons is expected to be

due to multiphoton ionization caused by the breakdown pulse.

In Figure 6, as the pressure is increased, the rate of growth of the plasma increases

and the initiation time of the plasma moves to earlier times. At a pressure of 3670 tort,
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we see a 66 % change in transmission ratio over a time-scale of only 20 ps, whereas the

breakdown pulse has a width of 2ort = 50 ps (FWHM = 58 ps), i.e., the breakdown is

considerably faster than the 532 nm pulse.

The temporal characteristics of the breakdown in argon appear similar to that in

nitrogen, although the pressure or pulse energy required to get breakdown is higher. The

transmission ratio of 590 nm probe pulses for breakdown in argon is shown firstly at a

pressure of 1570 torr and for a range of 532 nm pulse energies in Figure 7, and secondly

over a range of pressures up to 1500 torr, for a 532 nm pulse energy of 10.3 mJ in Figure

8.

Breakdown in helium was only found to occur at higher pulse energies and pressures.

We were not able to observe the very weak absorption of the probe pulses which occurs after

the breakdown pulse has passed and which initiates in the trailing edge of the breakdown

pulse. Figure 8 shows the transmission ratio versus delay of a 590 nm probe pulse through

a helium plasma vz-:sed by a 9.5 mJ 532 nm pulse over a range of pressures. At the

higher pressures the growth of the plasma is seen to be quite abrupt, consistent with the

expectation that growth proceeds by cascade ionization under these conditions.

Experiments were performed over a range of dye laser probe wavelengths for a fixed

532 nm pulse energy and gas pressure. These experiments did not detect an appreciable

change in the shape of the curves of the transmission ratio versus delay, but in general, the

absorption of the probe pulses was found to be considerably greater at longer wavelengths.

Equation (2) gives an absorption coefficient proportional to ((WIW, _) - 1)- 1/I, so that for

inverse Bremsstrahlung, greater absorption is expected at longer wavelengths. Figure 10

shows the case of breakdown in helium probed at four different wavelengths. Here we find

that the probe pulse absorption increases steadily as the wavelength is increased, except for

a sharp peak in absorption at 587 nm, which corresponds to the 2p P° --+ 3d 3 D transition

in the spectrum of neutral Helium. At 587 nm the absorption is about the same as that

at 590 nm, whereas at 585 nm the absorption is found to be about midway between that

at 580 nrm and that at 590 nm.

In addition to measuring the transmission ratios versus delay, at each condition of

pressure, breakdown pulse energy and different gas type, the waveform from the dye laser
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I
pulses is collected out to 200 ns following breakdown. Fkom the change in the absorption

of the dye laser probe pulses over this period, we can monitor the relaxation of the plasma.

3 For all three gases, the relaxation time is found to be approximately linearly dependent

on pressure and may be as short as 10 ns or longer than 100 ns.

I Figure 11 shows the waveform collected from a helium plasma at moderate pressure

showing an incomplete recovery of the plasma in a time of about 50 ns. While some of the

pulse-to-pulse fluctuations of the transmitted dye laser pulses shown in this waveform are

due to radio-frequency pick-up of noise from the regenerative amplifier flashlamp discharge,

most of the fluctuations are found to be critically dependent on the collinear alignment3 of the pump and probe laser beams. If this alignment is deliberately misadjusted, clear

oscillations in the transmission of the dye laser probe pulses can be seen. This is possibly

3 due to refractive loss of the probe beam from the shock wave emanating from the breakdown

region. Such effects would make quantitative measurements of the relaxation of the plasma

3 absorption by this method very difficult.

Nevertheless, qualitative features of the plasma relaxation can be discerned. In the

case of helium plasmas, when the probe pulse wavelength is changed to 587 nm, corre-

sponding to the 2p 3P ° --+ 3d 3D transition, as shown in Figure 12, the absorption of the

I probe pulses continues to increase for about 10 ns and while the time constant for the

relaxation of the probe pulse absorption is about the same, the residual absorption after

200 ns is greater. This residual absorption is probably due to the presence of metastable

-- states which relax to the 2p 3 p ° state.

IV. Conclusions

3= We have used a collinear pump and probe technique to measure the temporal response

of laser breakdown plasmas in nitrogen, argon and helium, with a resolution of a few

3picoseconds. The high f-number focusing geometry used, results in a long thin plasma

which gives high sensitivity to the absorption of the probe pulses by the plasma but which

3 has the disadvantage that the response of the probe pulses is dependent on exact collinear

beam alignment.

3e Several features in the temporal response of the breakdown and plasma growth have

_ been noted For example, at low pressures in argon and nitrogen, growth of the plasma
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continues after the breakdown pulse has passed, while at high pressures, in all gases, the

breakdown is seen to be quite abrupt compared to the duration of the breakdown pulse.

The relaxation time of the plasma absorption was also measured and this is found to be

pressure dependent with a half-life of up to 100 n. for a pressure of several atmospheres.
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3 Figure Captions

Fig. 1 Pump and probe experiment to measure the initiation of laser induced plas-

mas. (A/2 =half-wave plate, pol. = Glan-Taylor polarizer, PD = photodiode, PM -

I photomultiplier, ND = neutral density filter.)

Fig. 2 Timing relationship between the 532 nm breakdown pulse and the dye laser

U pulses.

3 Fig. 3 Cross-correlation between the 532 nm breakdown pulses and the dye laser diag-

nostic pulses.

Fig. 4 The effective breakdown volume (as calculated by equation (1) with I/I = 0.5.)

has a long thin cylindrical shape. Note that the aspect ratio of r:z has been scaled by JOT.
in this graph.

£ Fig. 5 Breakdown in Nitrogen, at a pressure of 50 torr, for varying pulse energies. At

3 the maximum pulse energy of 9.1 mJ, the peak intensity is 1.5 x 1014W cm - 2 .

Fig. 6 Breakdown in Nitrogen, at varying pressures, for a mean pulse energy of 9.5 mJ.

This corresponds to a peak intensity of 1.6 x 1014 Wcm- 2 .

Fig. 7 Breakdown in Argon, at a pressure of 1570 torr, for varying pulse energies. At

the maximum pulse energy of 7.9 mJ, the peak intensity is 1.3 x 1014 WcM- 2 .

Fig. 8 Breakdown in Argon, at varying pressures, for a mean pulse energy of 10.3 mJ.

This corresponds to a peak intensity of 1.7 x 1014 Wcm- 2 .

Fig. 9 Breakdown in Helium, at varying pressures, for a mean pulse energy of 9.5 mJ.

This corresponds to a peak intensity of 1.6 x 1014Wcm - 2 .

Fig. 10 Breakdown in Helium, at a pressure of 1570 torr, for a mean 532 nm pulse

energy of 7.1 mJ, corresponding to a peak intensity of 1.2 x 10 4 Wcm- 2 , as seen by

15



picosecond probe pulses at four different wavelengths. There is a steady increase in the

absorplion of probe pulses as the wavelength is increased, except at 587 nim, for which an

enhanced absorption is observed.

IFig. 11 The waveform collected from breakdown in Helium, at a pressure of 1570 torr,

for a pulse energy of 7.1 mJ, corresponding to a peak intensity of 1.2 x 10"W crn 2 , using

picosecond probe pulses at a wavelength of 590 nm. The plasma absorption is seen to give

incomplete relaxation with a half-life of - 50 ns.

Fig. 12 The waveform collected from breakdown in Helium, at the same conditions as

in Fig. 11, but using picosecond probe pulses at a wavelength of 587 nm. The plasma

absorption is seen to grow for about 10 ns after breakdown and then give incomplete

relaxation with about the same half-life of - 50 ns.
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