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PREFACE

The "Third SDIO/ONR Pulse Power Physics meeting" was held at the Omni International
Hotel in Norfolk, VA on August 2 and 3, 1990. This meeting was sponsored by the Office of
Naval Research (ONR) and the Physical Electronics Research Institute (PERI) at Old Dominion
University. The meeting follows the first two meetings held at the University of Rochester
(Summer 1988) and in San Diego (Summer 1989). The meeting was called to report research
progress and to discuss future plan for the research programs supervised by Dr. Gabriel D. Roy,
the Office of Naval Research. Key scientists who are interested in pulse power physics were also
invited to participate in the meeting. The objective of the meeting is to provide a forum for
researchers from universities, industries and government agencies to exchange ideas and
information so as to enable the research in the area of pulse power physics to proceed in a
coordinated manner.

I I wish to thank Gabriel Roy for giving us the opportunity to host this meeting at Norfolk.
I would like to acknowledge the help of Karl Schoenbach and Martin Gundersen during the
organization and planning stages of the meeting. The funding from the ONR and PERI (ODU)
is greatly appreciated. Special thanks to my secretary Louise Yasaitis for help throughout and
Gordhan Barevadia in preparing this proceedings. I wish to thank Art Guenther, Alan
Garscadden and Gerard Mourou for accepting the invitation and present the invited talks. Finally
I wish to thank all the attendees for their participation.

V
I Vishnu K. Lakdawala
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PEAK POWER GAIN AND PULSE COMPRESSION IN
AN INDUCTIVE ENERGY STORAGE SYSTEM

Chi H. Lee
Dept of Electrical Engineering

University of Maryland
College Park, MD 20742



Power Gain in an Inductive Energy Storage System

with a Photoconductive, Closing-and-Opening Switch

C. C. Kung, E. A. Chauchard, M. J. Rhee

L. Yan, and Chi H. Lee

Department of Electrical Engineering

University of Maryland

College Park, MD 20742

Abstract

For the first time, power gain as high as 16 has been obtained with a current charged

I transmission line and a photoconductive, closing-and-opening switch. The pulsed laser

light source to activate the switch is specially designed. The laser pulse has a slow rise-

time (-200 ns) and a fast fall-time (-10 ns). The switch used is a 5 mm GaAs cube

of p-i-n diode configuration. The typical result was obtained at 500 V charging voltage

producing a 2 kV output voltage pulse.I
I
I
I
I
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The inductive energy storage pulsed power system (IESPPS) is much more com- I
pact than the more commonly used capacitive energy storage system. This feature has

stimulated the fast development of the opening switch' - 4 , which is the key element in

the IESPPS. In our laboratory, we have demonstrated that the photoconductive opening

switch, which is the fastest among all the existing opening switches, is capable of opening

the inductive energy storage circuit with an opening time on the order of nanoseconds5 6 . I

Also photoconductive switches have some other advantages such as repetitive operation.

controllable conduction period, and jitter-free triggering 6 . However. due to the limitation I
of the laser system and the switch fabrication technique in the past, the output voltage

pulse was limited to a very low level. In this work, we successfully demonstrated that a 2

kV output voltage pulse can be achieved from the IESPPS with a 500 V source voltage.

The schematic diagram of the IESPPS used in the experiment is shown in Fig. 1.

It is consisted of a photoconductive, closing-and-opening switch and a current charged I
transmission line (CCTL) which is the inductive energy storage device 6 .. A 2.5 m long 3
RG-213 coaxial cable is employed as the CCTL. The 0.1 Q current viewing resistor is

inserted in the shorted end to measure the charging current. The other end of the CCTL

is connected through a semiconductor switch to a 0.1 pF capacitor C. which is initially

charged to Vo. The output voltage waveform is measured at the switch end of the CCTL I
through a 50 Q? transmission line as shown in Fig. 1. In order for the system to function

as an IESPPS. the conduction period of the switch should be long enough to build up the

charging current I, in the CCTL, and the opening time of the switch should be faster than 3
the round-trip time r of the electrical pulse travelling in the CCTL, so that the produced

output waveform can be nearly square. In this experiment, a specially tailored Nd:Glass I
laser pulse is used. The laser pulse (4 mJ pulse energy at 1.054 /m) is quite efficient in

lowering the switch on-resistance'. Since the rise-time of the laser pulse is slow (-.-200 ns),

the switch resistance gradually drops to a low value and the CCTL is charged up to current

I0. Due to the fast fall-time of the laser pulse (-10 ns), the switch can be opened on a

1I
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10 ns time scale. The switch used is a 5 mm cube GaAs of p-i-n diode configuration for

which carrier recombination time is -,-5 ns9: the electrode on n-type surface is connected

to the positive polarity of the charging voltage. The laser pulse illuminates the switch

perpendicularly to the electric field applied across the switch.

In this pulse forming experiment, the electrical energy is initially stored in the 0.1 pF

capacitor; when the switch is turned on by the laser pulse. the capacitively stored energy

is transferred into the CCTL. The charging current is monitored with the current viewing

3 resistor. If we assumed that the CCTL acts as a lumped inductor and the switch is ideal.

we could obtain the maximum charging current by using the equation LI2 =LCI . -

The typical results are obtained at the charging voltage of 10 =500 V. the corresponding

charging current I(t) is shown in Fig. 2(a). Notice that the current increases slowly up

I to 105 A which is much less than 250 A. the predicted maximum charging current. This

is attributed to the slow rise of the laser pulse intensity which keeps the switch in a high

on-resistance state during the early charging stage. As the laser pulse quickly terminates.

the switch opens. resulting in the transfer of the stored inductive energy into the resistive

load. If the opening phase of the switch were ideal (infinitive off-resistance in a 'hort

period), all of the stored energy would be transferred to the load. Because of the finite

switch off-resistance, part of the energy is absorbed or reflected by the switch. The load.

the 50 Q plug-in of an oscilloscope connected through a 50 Q coaxial cable. is in parallel

with the switch, thus the resultant load resistance RL is always less than 50 Q. Figures

2(b) and 2(c) show the output voltage waveforms, of which the peak pulse amplitude is

2 kV. These were obtained at the charging voltage of V.=500 V. By applying a charging

voltage higher than 500 V, an output voltage pulse slightly higher than 2 kV was produced.

I but the pulse shape was very irregular.

I
It is shown that the CCTL produces a main pulse and a train of postpulses' ° into an
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arbitrary resistive load RL. The amplitudes of the pulses are given by I

, .,= RLZ 0 o (Z - RL)" (
= ,, (Zo + RL)?+

where n corresponding to the nth postpulse and n=O represents he main pulse. In this

case, only an ideal switch with infinitive off-resistance would produce just the main pulse

into a matched load, RL = 50 Q. In actual experiment, finite switch off-resistance causes I
RLto be less than Z0, and thus the output pulse shape is a gradually diminishing staircase

as shown in Fig. 3. Furthermore, tie switch off-resistance is not a constant in time. thus

the measured output pulse shape is not an exact staircase. As shown in Fig. 2(c). the

postpulses of the staircase pattern with smooth corners are observed.

In order to characterize the switch dynamic resistance (on- and off- resistance of the I
switch), we have employed two methods. The first method is to use the circuit shown

in Fig. 1. but with the CCTL being removed from the circuit. This circuit is a simple

capacitive energy storage pulsed power system (CESPPS). In this CESPPS. the switch

is connected in series with the load resistor RL; thus, the circuit can be treated as a

voltage divider. By analyzing the voltage waveform V0o (t) across the 50 Q matched load

while the laser pulse i: on and using the equation R 8 ,(t) = 50 x [Vo/,,t(t) - 1]. the

temporal variation of switch resistance was obtained. The other method is to analyze the I
experimentally obtained waveform from the IESPPS circuit shown in Fig. 1. Since the

circuit response is very close to the basic RLC circuit, we can use the current waveform

1(t) obtained from the current viewing resistor and the voltage waveform V,,f(t) measured

with the 50 Q load. By using the equation

c I I(t)dt + Vo0 ,(t) + I(t)R'9 '(t) = Vo . (2)

the temporal variation of the switch resistance Rsw(t) can be easily calculated. According

to the analysis, the switch (the 5 mm GaAs cube p-i-n diode) behaved differently in these

two different circuits. The switch dynamic resistance behavior in these two circuits at

3I
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IV=700 V is shown in Fig. 4. It shows that the lowest on-resistance is 6.0 Q in the

CESPPS and is 3.4 Q in the IESPPS respectively. In the IESPPS, the switch resistance

drops to a lower value during the closing phase and increases faster during the opening

Iphase than those in the CESPPS. The lower on-resistance in the case of the IESPPS niay

be due to the higher thermal power dissipation while higher charging current is flowing

through the switch causeing further switch on-resistance drop. When the switch is turned

off, the higher induced field across the switch for the IESPPS is in favor of sweeping out the

Iexcess carriers in the switch resulting in faster opening of the switch. If this induced field

does not exceed the "lock-on'" field (3.6 kV/cm)4 , the switch off-resistance can increase

faster to achieve better power gain.

It may be convenient to describe the capability of the pulsed power system in terms of

the power gain or voltage gain. The power gain may be defined as the ratio of the output

peak power of the system to the power which the source would provide directly to the

same load. The voltage gain may be defined as the ratio of the output pulse voltage to

the input charging voltage (V,,/Vo) in this case. In this experiment, the output power is

Pof = (l'°,1 )2/Z0 and the source power is Ps = V,2/Z, respectively. The highest obtained

power gain is 16. which is equivalent to a voltage gain of 4. When the charging voltage

is higher than 500 V, higher output peak power could be observed: however, the first

postpulse of the output becomes apparent, resulting in a lower power gain. This suggests

Ithat the switch off-resistance is lowered by the induced electric field which exceeds the

"lock-on" field. Hence, this phenomenon may be related to the "lock-on" effect observed

in the closing switch experiment,' 11

IIn conclusion, for the first time, an output voltage pulse with a power gain as high

as 16 has been achieved with a current charged transmission line and a photoconductive,

closing-and-opening switch. The switch is a 5 mm GaAs cube of p-i-n diode configuration

jcontrolled by a specially tailored Nd:Glass laser pulse. The system has the potential to

be scaled up to a higher voltage system, but this will require a larger switch to withstand

I4
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higher voltage and a higher energy laser pulse to activate such a switch. The phenomenon I
of power gain drop with higher output voltage needs further study and investigation.

The authors are grateful to A. Rosen of the David Sarnoff Research Center for supply-

ing the GaAs p-i-n diode switch. We also thank E. E. Funk for providing useful comments

on this manuscript.

I
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Fig. 2. Waveforms obtained with the 5 mm cube GaAs p-i-n diode switch operated at

500 V charging voltage. (a) The charging current monitored with a 0.1 f current viewing

E resistor. (b) and (c) Output voltage waveform.
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A Laser Controlled Semiconductor Switch

Vishnu K. Lakdawala and Karl H. Schoenbach
Department of Electrical and Computer Engineering

Old Dominion University
A a Norfolk, VA 23529

Abstract

A bulk optically controlled semiconductor switch (BOSS) is investigated. The switch can be
turned on and off, on a nanosecond to picosecond time scale, using infrared laser radiation at two
different wavelengths. Turn-on is accomplished by electron excitation from a deep copper level,
and turn-off is obtained through hole excitation from ionized copper centers. External radiation
is not needed to sustain the on-state conductivity. The switch material is gallium arsenide doped
with silicon and compensated with copper (GaAs:Si:Cu). The deep level structure of the switch
material is studied by means of Deep Level Transient Spectroscopy (DLTS) and Photo Induced
Current Transient Spectroscopy (PICTS). A rate equation model is used to calculate the optimum
concentrations of impurities and to obtain scaling laws for the switch. Switching studies with
two lasers have shown the feasibility of the switch concept. Closing and opening on a
nanosecond time scale with variable on-times was obtained at voltages below the lock-on voltage.
Recent results have shown that this opening method also allows temporary quenching of the
photocurrent for switch operation in the lock-on state.
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A Laser Controlled Semiconductor Switch i
Vishnu K Lakdawala and Karl H Schoenbach 3

Department of Electrical and computer Engineering
Old Dominion University

Norfolk, VA 23529

Introduction

This paper describes the research results on "A Laser Controlled Semiconductor Switch" project
sponsored by SDIOIST and managed by the ONR under contract # NOO-14-86-k-560. Dr. Karl
H. Schoenbach is the Principal Investigator and Dr. Vishnu K. Lakdawala is the co-Principal
Investigator. A summary of major accomplishments obtained during the past funding period is
reported. Sung T. Ko and Michael S. Mazzola worked on this project as doctoral students and I
have successfully completed their Ph. D. degree. Randy Roush and Gordhan Barevadia are
currently working towards their Master's degree on this project.

Photoconductive switches are recently gaining popularity for a number of reasons: they are
inherently simple, scalable, optically controllable, and they possess capability for fast (ps)
switching and high rep rate operation. They are, however, mainly used as high power closing
switches. External radiation sustains the conductivity of the switch by generating electron-hole
pairs. Turning off the laser radiation results in decay of conductivity with a time constant
dependent upon bulk recombination of free carriers or career sweep out. This material or
geometry dependent conductivity decay after laser illumination allows photoconductive switches
to be used as opening switches as well as closing switches. In order to obtain short opening
time, the electron-hole lifetime needs to be short. This requirement, however, results in a large
carrier loss during the conduction phase. This dictates for many pulsed power applications an
unacceptable expenditure of expensive laser photons.

Concept

A concept for a new type of optically controlled semiconductor switch, BOSS was introduced
by Schoenbach et. al. [1]. Here, laser radiation is employed to switch into a conductive state and
to quench the photoconductance on demand. In between the two laser pulses, the conductivity i
remains at a high level for times long compared to the laser pulse duration. The switch
conductance therefore can be varied by varying the delay time between the two laser pulses in
a ns to tens of gs temporal range.

Silicon doped copper compensated gallium arsenide (GaAs:Si:Cu) is used as a base material. Si
is a shallow donor (0.0058 eV below conduction band) and Cu is a deep acceptor (Cu B at 0.44 I
eV above valence band). With controlled diffusion of Cu in Si doped GaAs (compensation), a
highly resistive crystal can be obtained. Turn-on is accomplishHx with laser radiation with

2



photon energy less than the bandgap energy (1.42 eV) but greater than the energy difference
between the CUB level and the conduction band {(1.42-.44) eV}, see Fig. 1. Electrons stored in
CuB levels will be excited into conduction band. Two step excitation of electrons through vacant
CUB centers and electron excitation from other deep centers (not shown) will also contribute to
the on-state conductivity. Holes generated from two step excitation however, will be rapidly
captured through direct recombination or recombination via recombination centers. Some of the
free electrons will also be captured by defects such as EL2 traps. Due to the small electron
capture cross section of the CuB centers, a large fraction of the free electrons will stay into the
conduction band for times long compared to the typical recombination time for GaAs. If the
valence band is now flooded with holes photoexcited from the CuB centers, the free electrons will
recombine quickly with the generated free holes and the conductivity of the switch will be
drastically reduced. This process of "stimulated recombination" of electron-hole pairs is
accomplished by irradiating the switch with a second laser pulse of photon energy less than 1 eV,
but greater than 0.44 eV.I
Sample Preparation

I Sample preparation is one of the most crucial and important parts of the project. The crystals
used in this investigation are taken from a GaAs wafer grown using the horizontal Bridgman
technique. The material was originally doped with a Si density of 5 x 1016 cm "3. Copper is
vacuum evaporated on face to a 1 Rm thickness. The sample is then placed in a diffusion
furnace (arsenic rich ambient). The temperature for the diffusion and time were varied over a
wide range to accomplish different levels of compensation. Detail information about the sample
preparation technique is reported elsewhere [2]. Significant achievements are as follows. We
have successfully demonstrated the controlled compensation of low resistivity Si doped GaAs
with copper to obtain high resistivity semi-insulating crystals. Also a procedure to obtain over
compensated (p-type) or under compensated (n-type) materials has been established. Sample
resistivities of 10 ohmcm have been obtained by compensation. A non-contact laminar flow
polishing system has been designed and built. This system is used to obtain extremely fine
polished surfaces required before contact deposition. Au-Ge films were found to give good
ohmic contacts.

Sample Characterization

Various measurements techniques used to obtain basic information about the switch materials are:

1. Hall van-der Pauw Method
2. Dark Current Measurements
3. Deep Level Transient Spectroscopy (DLTS)
4. Photo Induced Current Transient Spectroscopy (PICTS)
5. Measurement of Absorption Depth

3



I
A Hall van-der Pauw system has been designed and built. The system allows us to measure
carrier concentration, mobility, resistivity and Hall coefficient. Dark current measurements reveal
information on the deep level structure and on processes such as lock-on and avalanche
breakdown. A DLTS (MDC DLS-81 system) is used to characterize the deep level structure in
the low resistivity material. Basic information on various deep levels such as EL2, EL5 has been
determined. The measurement technique yields data on the activation energy, concentration and
cross sections on electron and hole capture of the deep levels. The used DLTS system, however,
is not capable of measuring very large cross sections for strong traps (such as CUB) due to limited
time response. A summary of results is shown in the energy level diagram of Fig. 2.

In order to characterize deep levels in high resistivity (semi-insulating) semiconductors, we have
developed an experimental set up for the photo-induced current transient spectroscopy (Fig. 3).
In PICTS, pulsed light is radiated on the test samples. During the turn on time of the light, the i
traps in the sample are filled; the photocurrent reaches a steady state level. When the light is
turned off, the steady state current decreases very fast due to recombination of free carriers.
After this initial fast decay, the current decays slowly due to detrapping of trapped carriers. The II
slow current decay is an exponential function of time [3,4], with a time constant which varies
with temperature. By determining this time constant with a rate window method (Fig. 4) and
plotting it in an Arrhenius plot it is possible to obtain the activation energy of the deep level. I
Under certain conditions, the height of the electrical signal can be used to predict the
concentration of the traps.

We have characterized a semi-insulating GaAs sample using this method. As shown in Fig. 4.,
three deep levels with activation energies of 0.38 eV, 0.68 eV, and 0.78 eV have been identified.
The levels at 0.38 and 0.78 are believed to be the native defects related to EL family. The level
at 0.68 is probably due to an impurity. We are in the process of characterizing copper doped
GaAs:Si. Our preliminary results indicate that this method will give us information about the
copper levels in GaAs. In this way we will be able to study the copper compensation effect in
GaAs:Si, which will lead to better switch sample development.

The absorption depth has been measured for a wavelength of 1064 nm by irradiating the edge i
of a sample and measuring the output intensity for different sample lengths. Taking multiple
internal reflections into account, the equation for the transmission T is

lo I -R 2e -2"

where Lo and 'T are the incident and transmitted intensities respectively, R is the reflection
coefficient, a is the absorption coefficient, and d is the sample length. Using the assumption that
the majority of the light is absorbed before reaching the opposite end of the sample (ad large),
the equation for the transmission reduces to

4
4 I
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rT-- T.O_2e-R d
I0

The slope of the line drawn through the squares in Fig. 5 gives the approximate l/e absorption
depth for GaAs:Si:Cu. It was found to be 3 mm. The absorption depths for GaAs:Si, and
undoped semi-insulating GaAs are approximately 8 mm.

Numerical Simulation

Modeling studies were made to investigate the switch behavior and also the influence of various
deep traps on the photoconductivity of the switch. A rate equation model for the free electrons,
holes and bound electrons in deep traps has been used. The model and the corresponding results
are described in detail elsewhere [5,6,7]. The findings from the modeling studies for specific
systems investigated are-

1. The turn-on phase is characterized by two time constants, one time constant which is fast,
is related to direct band-to-band recombination of free carriers and recombination through
deep centers (nanoseconds). The second time constant which is very slow (tens of
microseconds), is related to the capture of electrons at the CuB level.

2. With increasing photon flux (beginning at 3 x 10'5 cm' 2s 1) the on-state conductivity
saturates for a sample doped with Cu at a concentration of 8 x 1016 cm-a.

3. For photon flux greater than 5 x 102 cm' 2s-1 two-photon ionization becomes a dmint
mechanism.

4. The greater the electron occupation at CuB level the better the on-state conductivity.
However, this leads to a degradation in turn-off characteristics of the switch.

5. For the use of the system as both a closing and opening switch, an optimum
compensation ratio of 1.6 is predicted.

6. The recombination centers in the switch material controls the free carrier decay rate,
however, it does not affect the turn-on transient risetime significantly.

Switching Experiments

Feasibility of the BOSS concept

A schematic of experimental set up for the photoco iuctivity measurements is shown in Fig. 6.
Two different lasers were used to allow two consecutive laser pulses to illuminate the crystal,
one for closing the switch (X = 1.06 gm, FWHM = 26 ns, peak photon flux 5 x 10 23 cm. 2s 4),

and the other to open it (% = 1.8 gm, FWHM = 7 ns, photon flux 5 x 10 25 cm-2s-t). The bias
circuit consists of a capacitor charged to a dc-voltage and connected to the crystal by a 50 ohm
cable (two way transit time = 275 ns). The load is a 50 ohm oscilloscope termination, which acts
as a current viewing resistor. The current waveform is digitized by a Tektronix 7912 digitizer.
Fig. 7 shows a typical photoinduced current flowing through the p-type crystal. Sample
conductivity is initially induced by the 1.06 pam laser pulse. The sample conductivity is quenched

I 5
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200 ns later by the 1.8 tm laser pulse. The results clearly demonstrates the feasibility of the
BOSS concept for the p-type GaAs:Si:Cu.

The major findings from the switching experiments [8,9] are:

1. Optically controlled closing and opening can be achieved on command on a nanosecond
time scale.

2. Persistent photoconductivity with a time constant as large as 30 [Ls has been obtained

using sub-bandgap laser radiation of photon energy greater than 1 eV. The GaAs:Si:Cu
switch has a conductivity decay time constant comparable to that achieved with bulk Si
closing switches, but with the advantage of using a material with dark resistivity and high
electron mobility.

3. Current densities as high as 10 kA/cm 2 were switched and fields as high as 20 kV/cm
were held off.

4. At higher fields (greater than 10 kV/cm ), a voltage "lock-on" was observed.

Optical Quenching of Lock-On Currents in GaAs:Si:Cu switches

Experiments to study the effect of infrared radiation on "lock-on" currents in photoconductive 3
GaAs:Si:Cu switch have been performed. The experimental set up is shown in Fig. 8. The
results demonstrate that infrared quenching of "lock-on" current in these switches is possible.
Fig. 9 and 10 show typical results with optical quenching of the photocurrent for bias electric
fields of 20 kV/cm and 875 V/cm respectively.

The significant findings are: I
1. After quenching of the persistent photocurrent, the current recovers in about 25 ns to a

constant level.
2. The persistent photo and dark currents are considered to be due to double injection of

carriers through the ohmic contacts of the photoconductive switch.

Optical quenching of lock-on current offers the possibility to use GaAs:Si:Cu switches in high
rep-rate inductive energy storage systems.

I
I
1
I

6 I
I
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I Abstract

A new class of transistors based on semiconductor-metal eutectic composite materials is

described and their application to pulsed power switching is discussed. Their unusual

resistance to avalanche breakdown has been examined by numerical modeling, and device

and materials parameters which should optimize their performance have been identified.

Experimental devices have shown very high breakdown voltages in agreement with the

model. A search for new semiconductor-metal eutectic systems has been undertaken to

identify materials which may provide further improvements. Assessments based on

thermodynamic calculations for candidate systems are presented, and initial

experimental results are reported.



Introduction I
Extension of conventional transistor technology to the pulsed power conditioning regime

would require the development of devices with "on-state" currents in excess of 1 kA and

blocking voltages of 50 kV. The main obstacle to engineering such high power devices is

the existence of avalanche breakdown. It is this breakdown mechanism, together with I
basic junction physics, that limits conventional devices of reasonable size to either high

voltage or high current but not both. I
This paper discusses a new class of transistors that should allow the attainment of both

high voltage and high current in a single opening switch. They are based on the unique I
microstructure of a new kind of electronic material: semiconductor-metal eutectic 3
composites. These materials contain arrays of rod-shaped metallic regions imbedded in

a single crystal semiconductor matrix. The rods form parallel, cylindrical Schottky

junctions which fill the bulk of the material. Transistor devices can be fabricated which

take advantage of the unusual properties of these materials to overcome the limitations I
imposed by avalanche breakdown in conventional devices. This approach should lead to

the development of devices which are capable of both high voltage and high current in a

single switch.

We will briefly review the effects of avalanche breakdown in pulsed power opening I
switches based on conventional solid-state technology and describe our new approach

using semiconductor-metal eutectic devices. We then discuss the "benchmark" Si-TaSi2

materials system, report the performance of experimental devices, and compare them to

the predictions of numerical modeling. The results highlight issues of materials and

device design which must be addressed in order to achieve the goal of practical voltage- I
controlled pulsed power opening switches based on this technology.

I
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Limitations of existing transistor technology

The major restriction to increased blocking voltages in conventional transistors is the

mechanism of avalanche breakdown. Avalanche breakdown occurs when mobile electrons

or holes in the semiconductor are accelerated by an electric field which is sufficiently

large that they can gain a quantity of energy greater than the semiconductor bandgap

before being scattered by other electrons or the lattice. In a scattering event with a

valence band electron, this amount of energy is sufficient to raise the valence electron to

the conduction band and thereby create an electron-hole pair. Each of these new charge

carriers can themselves gain energy from the electric field and in turn create still more

electron-hole pairs. In this way, the current increases in an extremely short time to a

point that is limited only by the series resistance of the circuit. Indeed, in many cases

the energy dissipated in the semiconductor by such large currents is sufficient to cause

thermal runaway and destroy the device.

In semiconductor devices, internal electric fields are found in the depletion regions of

rectifying junctions, which may be either p-n, metal-semiconductor (Schottky), or

metal-insulator-semiconductor types. The electric field Emax at which avalanche

breakdown occurs is determined by ionization coefficients of electrons and holes which

are specific to each semiconductor material. 1 Given Emax, the corresponding maximum

voltage Vmax which can be supported without avalanche breakdown can be expressed for

planar junctions as

Vmax = (Emax 2 es/2qNd) - Vb,
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where es is the semiconductor permittivity, q is the electronic charge, Nd is the dopant

concentration, and Vb is the built-in junction potential, which will normally be

negligible compared to Vmax. I
The dependence of Vmax on doping concentration for Si is shown in Fig. 1. Because Vmax

is inversely proportional to Nd, it is clear that achieving a high breakdown voltage

requires a low carrier concentration. However, a low carrier concentration means high

resistivity, and so limits the current densities which can be transported without

unacceptable heating. Therefore, conventional transistor technology permits either high

carrier concentration, high current devices operating at low voltage, or low carrier

concentration, low current devices operating at high voltage, but not high current, high

voltage dev!ces.

Our studies of semiconductor-metal eutectic devices have suggested a novel approach to

designing transistors which may circumvent these restrictions. It is based on the

existence of uncontacted junctions between the gate and drain of the device. The potential i
at each of these junctions floats in such a way as to spread the applied voltage over a 3
greater distance than the width of a single junction. This mechanism is similar to the

well known "guard ring" effect, and can limit the maximum electric field to a value

which is lower than the breakdown field.

I
Device modeling i
The semiconductor-metal eutectic transistor geometry is shown schematically in Fig. 2.

The metal rods, which are arrayed perpendicular to the surface of the wafer, create I
rectifying Schottky junctions with the semiconductor. A gate contact, which provides a

• .m m,==q m mmmm an mnla mla i =lllmla -I
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metallic contact to the rods but maintains a blocking contact to the semiconductor, is

formed between the ohmic source and drain contacts. Current flowing from the source to

the drain passes through the bulk to the device, flowing in between the depletion zones

I surrounding the rods. An external voltage applied to the gate contact can be used to

expand the depletion zones of the rods accessed by the contact and, by decreasing the

volume of non-depleted semiconductor, reduce the magnitude of the source-drain

current and provide transistor action.

m One unique feature of this device is that the rods which lie in between the source, gate,

and drain contacts are not contacted. These rods and their associated depletion regions

float to potentials that are determined by the device parameters and external voltages.

We have performed extensive numerical modeling of these devices to study the

surprising effects of the floating rods in high voltage operation.2I
Computer simulations of devices with and without floating rods were performed using

I the PISCES code. The PISCES software models two-dimensional distributions of potential

and carrier concentrations for arbitrary device geometries and bias conditions. The

version used was PISCES-lIB of Stanford Electronics Laboratories on a Digital VAX

* 11/785 mainframe computer.

I Two types of simulation experiments are described. In the first the effect of floating

junctions on device breakdown was studied. The second is aimed at optimizing material

and device parameters for pulsed power applications.

The two basic simulation geometries are shown in Fig. 3. The conventional case, used as

I a control (left diagram), has one gate junction close to the source. The other case (right

diagram) has six equally spaced floating rod-shaped junctions between the gate and
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drain. With six floating junctions, the simulation uses the maximum number of

electrodes that can be handled by the PISCES software. Simulations were specified for

n-type Si with uniform impurity concentrations of 0.5 - 5 x 1015 cm -3 . PISCES-JIB U
allows the placement of a simple lumped resistance on a given electrode. This capability

was exploited to account for floating rods. Floating rods were simulated by inserting as

high a resistance as possible on the electrode and biasing it to the drain voltage.

To simulate the operation of the transistor, the source was held at 0 V, the gate electrode I
(the first rod) was biased to -2 V, and the drain electrode was stepped from 0 to 200 V

in 10 V increments. The potential versus distance from the source is shown in Fig.4 and

the maximum electric field versus drain potential is shown in Fig.5 comparing the two

cases with and without floating rods. I
For the conventional case without floating junctions, the potential increases

parabolically with distance similarly to conventional planar junctions. The maximum

electric field increases monotonically with increasing drain voltage. In the case with

floating rods, the depletion zone at the gate rod expands with increasing voltage as in the

conventional case, but only until it intersects the depletion zone of the first floating rod. I
This latter rod then floats in potential with further increases in applied voltage so that

its depletion zone expands towards the next floating rod. In this way, the applied voltage I
is spread across successive floating rods. The electric field at the gate rod reaches a

maximum when the drain voltage is sufficient to extend its depletion zone to the first

floating rod. It is then clamped at this value as the drain voltage is increased.

Eventually, the same maximum field is attained at the first floating rod, and so on. The

actual value of this field depends on the interrod spacing and the carrier concentration, I
but by proper design it can be made lowoar than the avalanche field.

I
I
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The results of this model clearly indicate that the floating rods inhibit avalanche

breakdown and result in a larger depletion zone than would be found in a classical planar

junction device. In a conventional device without floating rods, the maximum electric

field increases as the drain voltage increases until it reaches the critical value for

avalanche breakdown. With the floating rods, however, as the drain voltage is increasea

the field reaches a maximum that may be significantly lower than the critical field for

avalanche breakdown. Thus, even as the drain voltage is increased to a value

significantly beyond that required to yield avalanche breakdown in a conventional device,

* avalanche breakdown is avoided because the field never reaches a value sufficient to

cause impact ionization. However, avalanche will eventually occur by a 'punch-through'

mechanism when the depletion region expands to reach the drain contact and no additional

floating rods are available to accommodate further voltage increases. Therefore, the

maximum blocking voltage of the device is determined by the gate-drain spacing, rather

than the carrier concentration as in conventional devices. This distance can in principal

be designed to yield an arbitrarily large blocking voltage.

Further model calculations can be used to investigate the ways that these devices could be

optimized for simultaneous high voltage and high current operation. This is done by

holding the maximum electric field to a value less than that of the avalanche field, and

calculating the corresponding carrier concentration and saturation current density for

different interrod spacings. A microstructure with floating rods similar to that shown

in Fig. 3 was modeled to determine the carrier concentration which yields a saturation

Emax of 100 kV/cm. This maximum field was chosen because it is conservatively below

the value that would lead to avalanche breakdown. The average electric field in the gate-

drain region and the gate-drain distance needed to hold off 1000 V were also calculated.

The microstructure was then scaled uniformly to different interrod spacings and rod
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diameters, keeping the volume fraction of the rods constant (as would be the case with

real eutectic systems).

The results are shcwn in Table I for interrod spacings of 4, 7, and 23 pgm. Although the I
gate-drain distances needed to hold off 1000 V are similar in all three cases and the

spatially averaged field remains nearly constant at about one-half Emax, the carrier

concentrations Lnd saturation current densities at zero gate bias are quite different. The

highest current is found at the smallest interrod spacing. I
These results are important because they indicate that semiconductor-metal eutectic

transistors can be designed to hold off high voltages while at the same time having

relatively high carrier concentrations and therefore high current density.

I

Experimental Semiconductor-Metal Eutectic Transistors I
I

SME transistors were fabricated3 ,4 using 503 lim thick Si-TaSi2 wafers cut normal to

the growth axis so that the TaSi2 rods are perpendicular to the wafer surfaces. Carrier

concentrations were 1-3 x 1015 cm- 3 , and the areal rod density was about 1.6 x 106

cm - 2 , yielding average interrod spacing of -8 gim. II
Wafers were thermally oxidized at 1000 C to form a 0.3 gim oxide layer. The oxide was

patterned and opened to form central drain and concentric source and gate contact areas

as shown in Fig. 6. The gate contact was formed using a 0.2 pm CoSi2 layer which

maintained a Schottky barrier to the bulk Si matrix while providing metallic contact to I
the TaSi2 rods. Source and drain contacts consisted of annealed Au-Sb films. After

I



-- electrical measurements, some processed devices were successively thinned by

mechanical polishing and remeasured, showing the effects of thickness on device

performance.

The transfer characteristic of a typical eutectic device is shown in Fig. 7 (Ref. 3). All

eutectic transistors show a MESFET-like characteristic. The behavior of eutectic

transistors and their dependence on the contact spacing, wafer thickness and matrix

carrier concentration have been extensively studied. Typical data is shown in Table II.

The device characteristics shown in Fig. 7 correspond to the last entry in Table II. For

the carrier concentration and interrod spacing of this device, the modeling results

indicate that the maximum electric field at the rods will be less than the avalanche

breakdown field of -3 x 105 V/cm due to the effect of the floating rods. We therefore

expect that breakdown will only occur when the depletion layer punches through to the

drain contact where the electric field can increase to the breakdown value. The

breakdown voltage will be given approximately by the product of the average electric

I field and the gate-drain distance. Modeling indicates that the average field for devices in

this range of matrix carrier concentration will be about 5 x 104 V/cm.

Data on the devices in Table II support the modeling results and indicate that device

breakdown is limited only by punch-through not avalanche breakdown. The Table

includes two columns of calculated data on the effective gate-to-drain distance and the

the punch-through maximum breakdown voltage based on the approximate average

breakdown field expected from the model and the effective gate to drain spacings.

The difference between the actual spacing of the gate and drain contacts on the wafer

surface and the effective spacing of the two contacts is related to rod divergence.4 The

TaSi2 rods are not perfectly parallel, with a maximum divergence of about +/- 60. This
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I
divergence results in an effective gate-drain distance at the backside of the wafer which

is shorter than the actual contact spacing by a factor 2t'tan(6), where t is the wafer

thickness. Corrected for this effect, the measured voltages are in reasonable agreement

with the predicted values, although still somewhat lower in all but one case as shown in I
Table II. However, these numbers of up to 1000 V may be compared with the theoretical

maximum breakdown voltage of -200 V for planar Si junctions in this range of carrier

concentration. The data clearly indicates that floating junction devices enable high

voltages that are limited by device design restrictions more than inherent factors such

as avalanche breakdown. 3

Devices with dimensions designed to hold-off 2000 V have been processed and testing of I
them is in progress. The high voltage properties are being tested using a high voltage gas

discharge apparatus schematically illustrated in Fig. 8. This equipment is capable of

delivering 100 ns pulses of 2 - 10 kV. Preliminary measurements on a device show 3
breakdown at lower than the intended 2000 V and passage of 5 A of current. The test is

an indication that at these high voltages, surface breakdown may limit the device. I
Because the TaSi2 rods extend through the thickness of the device, the applied potentials I

appear at both top and bottom surfaces, as well as in the interior. This suggests that

surface passivation of both surfaces may be required before testing. Surface breakdown

issues will have to be examined in future studies. I

Materials Issues II
Despite the promising results described above, there are three factors which render the

"benchmark" Si-TaSi2 system less than ideal for pulsed power applications. First, the I
Schottky barrier height characteristic of the Si-TaSi2 junction is only 0.62 eV. This

I
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relatively low barrier gives rise to leakage currents under reverse gate bias that are

higher than desirable (several orders of magnitude more than a Si p-n junction under

similar conditions, for example). Furthermore, leakage increases rapidly with

I increasing temperature (such as that due to power loading) or carrier concentration.

Identification of SME materials systems with higher Schottky barrier heights would

clearly be advantageous.

Second, based on the modeling results presented in Table I, reduction of interrod spacing

should lead to higher saturation current density of the transistor switch. In the eutectic

solidification process the interrod spacing varies inversely as the square root of the

solidification rate, with a proportionality constant that is specific to each materials

system. The interrod spacing of -8 lim used in the devices discussed in Table II was

achieved at close to the maximum practical growth rate using the Czochralski technique.

It would therefore be difficult to obtain smaller spacings in the Si-TaSi2 system.

Third, the small divergence of the rods from parallel complicates the device design

process, as discussed above, and leads to either a reduction in wafer thickness, and

therefore current switching ability, or the blocking voltage.

Complete realization of the promise of this new device technology for pulsed power may

require the development of new materials with optimized properties. We have been

addressing these issues using two different approaches. First, we are reconsidering the

basic physical parameters that determine the average interrod spacing and alignment of

the rods during Czochralski growth. Our studies indicate that melt convection has a

substantial effect on both of these parameters. They suggest that more control over

I convection in the melt may lead to finer, better aligned rod structures.



Second, we are investigating GaAs-based eutectics because they are expected to have n

higher Schottky barrier heights than their Si counterparts, (greater than half the

bandgap, 0.72 eV) and because they might also have finer microstructures at practical

growth rates. Since the existence and properties of GaAs-based SME materials are

largely unknown, our first task has been the computation of phase diagrams to identify

candidate systems for further investigation. This effort is being followed by i
experimental testing and analysis. A list of promising eutectic compositions and

temperatures predicted by these phase diagram calculations (performed by ManLabs,

Inc.) is given in Table I1. The GaAs - metal diboride systems are particularly

intriguing since growth of these systems may be relatively simple compared to those

containing metallic arsenides. With metal arsenides, compositional control can be I
problematic due to As loss from the melt. The lack of arsenic in the metal diborides

resolves this problem. i
A micrograph of a Bridgman-grown GaAs-GdAs eutectic grown at 3.5 cm/h is shown in

Fig.9. It contains a higher volume fraction of the metallic phase then the benchmark Si- i
TaSi2 system and an average interrod spacing of about 15 p.m. Growth at the same 20

cm/h rate as the Si-TaSi2 would be expected to reduce the average interrod spacing to

about 6 p.m, just slightly finer than the Si-TaSi2 used for devices.

I
Conclusions

The unique properties of semiconductor-metal eutectic materials can be exploited to

yield a new class of transistors. These devices hold great promise for the development of

high voltage, high current, voltage controlled pulsed power switches. We have

demonstrated experimental devices with breakdown voltages far in excess of those I
I
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expected for planar junction devices made from similar semiconductor material. We

have also explored the physics of these devices by numerical modeling to identify the

mechanisms which lead to elevated blocking voltages. The origins of these effects are

now understood. This modeling work has been extended to address the optimization of

materials and device parameters needed to achieve both high voltage and high current

-- capability in the same device.

Continuing efforts are aimed at the fabrication and testing of new devices based on

3 modeling results. Further work involves the identification and development of new

materials systems which should provide additional performance improvements.
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I Table I

I
DEVICE PARAMETERS

MAXIMUM FIELD Emax = 105 V/cm

Rod Avg. Field S-D distance ND Js
spacing at Emax for Vmax=l000 V (cm-3 ) (A/cm2 )
(. m) (V/cm) (um)

4 5.08x10 4  200 5.9x10 1 5  6500

j 7 5.37x10 4  186 3.3x10 1 5  3300

23 5.44x10 4  184 1.0x10 1 5  870

I
I
I

I
I

I
I
I
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Table II

I
MEASURED BREAKDOWN VOLTAGES

Carrier Thickness G-D Distance Effective G-D Vmax
Vmax

Concentration (gm) (Im) Distance (pm) (meas.)
(predict.) (1015 cm- 3 ) (V)

v)

3 500 137 33 50 165
3 250 137 85 350 425
3 125 137 ill 600 555

2 500 150 46 90 230
2 250 150 98 250 490
2 125 150 124 500 620

1 250 180 128 500 640
1 125 180 154 700 770

1 250 62 10 40 50
1 125 250 224 1000 1120 3

I
I
I
I
I
I
U
I
I



FIGURE CAPTIONS

Fig. 1. Breakdown voltage vs. doping concentration (after Sze, Ref. 1).

Fig. 2. Semiconductor-metal eutectic transistor geometry.

U Fig. 3. Geometries for PISCES simulations: left,no floating rods; right, six floating rods.

Fig. 4. Potential vs. distance from the source calculated for the geometry of Fig. 3 at a

drain voltage of 200 V. 1) no floating rods. 2) with floating rods.

Fig. 5. Maximum electric field vs. drain voltage for the geometry of Fig. 3 showing the

field clamping effect of the floating rods. 1) no floating rods. 2) with floating

rods.

Fig. 6. Micrograph of semiconductor-metal eutectic transistor, showing source and gate

contacts surrounding the central drain contact.

Fig. 7. Transfer characteristic of a typical device.

Fig. 8. High voltage pulse apparatus.

Fig. 9. Cross-section of GaAs-GdAs eutectic composite.
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Main Goals of Research

The research project addresses three main issues regarding the surface
breakdown of Alumina (A1203) ceramics and photoconducting Si, both critical
materials in pulse power switching devices:

(1) Identify key parameters at the microscopic level which influence break-
down. To accomplish this goal, the surface structural (microstructural
features) and chemical imperfections were altered in a determined way by
careful mechanical and chemical treatments. By this technique, the density
of surface defects and hence the band gap characteristics can be altered.

3 (2) Gain deeper understanding of the mechanisms in the pre-breakdown
conduction and discharge development phases of surface breakdown. To
accomplish this goal, coordinated, time resolved (-1 ns) measurements of

I applied voltage, conduction current, pre-breakdown and breakdown lumi-
nosity and x-ray emission have been carried out. In addition, optical and
scanning electron microscopes, and an intensified gatable 2d CID camera has

I been employed.

(3) Identify techniques and procedures to improve the breakdown strength of
materials. The above has been accomplished by the development of precise
surface preparation techniques, geometric profiles, and selection of low
surface defect materials.

I 1ntroductan

The work is divided into three parts:

I (i) Study of dielectric materials in vacuum.
(ii) Study of photoconducting materials in vacuum.
(iii) Study of low-energy laser initiated switching of compressed N 2 gas gap

bridged by PMMA insulators.

I
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Results and Discussion

I. Dielectric materials in vacuum: The studies were carried out on 99.9% polycrys-
talline A1203, single crystal SiO2, and PMMA, using 0.5/15 iLs impulse voltage
excitation, in an ambient of 15 .Torr vacuum. Figures 1 and 2 show the
schematic of the experimental setup and the voltage conditioning procedures.

Figure 3 shows the discharge luminosity and current profiles for a 0.25
micron finish alumina which is subjected to abrasive polishing resulting in
surface damage and a high density of surface defects. It is to be noted in Fig. 3(a)
that the luminosity (photon emission) precedes the discharge current (electron
avalanche) by a few nanoseconds. The luminosity profile has an initial slowly
varying component followed by a steeply rising portion in the first few break-
downs. With successive breakdowns, the slowly varying portion decreases in
duration and almost disappears after a few shots, and the delay between the onset
of light and current signals also decreases as shown in Fig. 3(b). It is to be noted
that the temporal profiles of current and luminosity are vastly different and that
both change dynamically in the first few breakdowns. These and other results,
based on a systematic study, point to the important role of carrier trapping and
recombination processes, within the localized levels of the forbidden band gap,
due to the presence of surface defects [JAP 66(5), Sept. 1989] These results suggest
that surface breakdown is based on a solid-state model, controlled by defects and
imperfections, characteristic of the insulator surface. i

The pulsed flashover performance is strongly influenced by the mechani-
cal grinding and polishing operations. Three different surface finishes of 99.9%
A120 3 are studied:
(a) 0.8 micron; as fired.
(b) 0.25 micron; here the sample was ground on a wheel using diamond abrasive. I

This high temperature, high pressure process is mutative, resulting in inter-
and trans-granular fracture surface features.

(c) 0.05 micron; uses a low pressure, room temperature polishing using a slurry. U
The damaged layer produced in (b) is removed substantially, resulting in asmooth surface with a shallower damage layer. 3

The results are shown in Table 1. The flashover strengths of the ground
samples (0.25 g) are lower than the as-fired samples by -50% while the strengths
of the polished surfaces are intermediate between the two. The results are
attributed to sub-surface defects (fracture) induced by mechanical grinding for
0.25 pt and partial removal of damage for the 0.05 . surfaces. The temporal i
luminosity and current profiles are characteristic of a trapping mechanism due to
defects [JAP, 67 (11), June 1990]. The results suggest that the surface insulating
properties, as influenced by the microstructural features, are strongly dependent 3

I
I
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g on the precise mode of material removal during grinding and polishing opera-
tions, and hence cannot simply be correlated to the gross surface topography.

IThe performance of single crystal quartz (SiO2) shows improvement over
some poiycrystailine alumina. in conjunction with the above tests, tor the first
time, pulsed x-ray measurements were carried out which correlated well with
the breakdown characteristics. Table 2 shows the breakdown and x-ray data for
quartz specimens with the piezoelectric axis parallel (X-cut) and perpendicular
(Z-cut) to the applied field E. The Z-cut samples exhibit superior performance
over X-cut and have a lower incidence of pre-breakdown x-ray emission. Fig. 4
shows the pre-breakdown emission. Fig. 5 shows x-ray emission both during the
pre-breakdown and breakdown phases. The x-ray emission studies were also
carried out for alumina samples as shown in Table 3. Here, txpbd refers to the
time for the onset of pre-breakdown x-ray emission from voltage zero. The
results indicate that specimens with high pre-breakdown x-ray activity exhibit
lower voltage hold-off and vice versa. The strong correlation of the pre-break-
down x-ray emission activity with the insulator hold-off voltage represents a
valuable diagnostic tool in the practical choice of insulators for pulse power [1990
DEIV proceedings]. The superior performance of Z-cut quartz (>170 kV/cm)
exceeds anything that has been reported in the literature for straight cylindrical* samples.

A novel technique for comparing the insulating properties of different3] dielectric surfaces, using an SEM, has been developed 11990 CEIDP proceedings].
An insulator bombarded by an energetic e-beam in an SEM becomes negatively
charged. The surface, thus charged, acts as a mirror for a low energy e-beam. The
objective lens of the SEM can be imaged (mirror). The mirror diameter is
inversely proportional to the dielectric constant er of the surface. Fig. 6 shows a
typical mirror. Table 4 shows the results of two different surfaces of A120 3. The
larger mirror diameter implies lower Er and larger band gap, and hence a larger
breakdown voltage. The one-to-one correspondence between the SEM mirror
data and surface breakdown strength proves the potential of this technique as aND tool to study surface defects, dielectric constant, band gap, and importantly,
the breakdown strength.

I Table 5 shows a comparison between dc and pulsed breakdown voltages,
for 1 ca long PMMA insulators, having different geometric profiles. For straight
cylindrical and conical frustrum shapes, the pulsed breakdown strength is signif-
icantly higher than the dc values. However, for other shapes (e.g., bevel at the
cathode or electrode covering samples), the higher dc vs. the pulsed breakdown
strength is attributed to time dependent surface charging due to surface defects.
From an engineering point of view it is important to note that designs offering
superior dc voltage hold-off do not necessarily offer high pulse withstand.



I. Photoconducting Silicon in vacuum: The studies were carried out on high
purity Si (resistivity >30 kfQ cm) in the form of circular cylinders (2.5 cm dia. x 1
cm long), using 0.39/10 gs impulse voltage excitation in an ambient of -1 p. Torr
vacuum. The <111> direction of the crystal was parallel to the axis of the cylin- -
drical specimen along which the external electric field was applied. Specimens
with and without metal contacts were studied in a quasi-uniform field as shown
in Fig. 7.

Fig. 8 shows typical waveforms revealing 3 distinct phases leading to
flashover [IEEE Trans on E. Insul., Dec. 89]. The phase I prebreakdown current 3
has one of three distinguishing characteristics, depending on the type of contacts
and previous history. They are, for specimens with metal contacts:
(a) Ohmic dominant where the current peak Ip is proportional to voltage peak I

Vp,
(b) Space charge limited (SCL) dominant where Ip ax Vp 2, or
(c) Pure SCL current observed for specimen without metal contacts.

Fig. 9 shows typical SCL dominant current response. When the SCL
dominant phase I current reaches a threshold value, significant increase in m
photonic emission results, as indicated by Point A in Fig. 10. The current
increases significantly at point B, accompanied by an increase in light emission 3
and partial voltage collapse, indicating the onset of phase II. In this phase, Ip a
VP 7.3. At higher voltages, phase II leads to phase I, characterized by complete
voltage collapse and increase in current and light emission to their peak values. I
When the phase I current reaches a critical value of 0.55 A, and if the photon
emission occurs near the voltage peak, breakdown (phase I or II) ensues. Based
on these experimental results, the flashover voltage has been successfully Icomputed from an analytical model, as shown in Table 6, for the three differentcases of phase I current. 3

The influence of chemical and mechanical imperfections on the surfaces
of high purity Si is studied. The imperfections were deliberately altered on the
specimen contact and cylindrical surfaces. Table 7 shows surface preparations for U
the five different specimens studied. The mechanical polishing of the contacts
for specimen 2 involved final polish of the end surfaces with 0.05 gm alumina. 3
The chemo-mechanical polishing of the contacts of the other specimens
involved final polish of the contacts with 0.05 gtm colloidal Silica suspended in
KOH. For specimens 4 and 5, even the cylindrical surfaces were chemo-mechan-
ically polished. The etch indicates chemical etching in a 3:5:3 mixture of HF-
HNO 3 -CH 3COOH solution. After the surfaces were prepared, *b". specimens
were cleaned either in water or by using the RCA procedure (HF based to removeimpurities), a standard industry procedure to etch IC Silicon wafers. Sample 5

was oxidized as a final step, which involved heating the entire specimen at
1100°C for 120 minutes in a dry 02 ambient, to produce a surface layer of Si0 2.

U
U



Table 8 shows the phase I luminosity and breakdown voltage inception
values for samples 1 to 5. Chemo-mechanical polishing of the contacts and RCA
cleaning results in significant improvements in the onset of phase II and phase
III voltages (sample 3). Further, chemo-mechanical polishing of the cylindrical
surface (along which breakdown occurs) followed by RCA cleaning results in the
highest phase II and phase III voltages. Compared to a mechanically polished
contact (sample 2), the improvements are by a factor of -3 and 2.5, respectively
[1990 CEIDP Proceedings]. Another important observation from Table 8 is that
the higher the onset voltage for the initiation of light activity in the phase I pre-
breakdown phase (ViL), the higher the phase II and phase IlI inception voltages.
Thus, the onset of light activity in the prebreakdown phase is an important fore-
caster of the device failure voltage and hence a significant ND tool.

The onset of partial collapse in voltage (phase II) is strongly correlated
with the injection of carriers from emission spots on the cathode as shown by the
micrograph of the cathode in Fig. 11. Fig. 12 shows light emission from injection
spots on the anode and cathode, captured by a gatable, intensified, 2d CID camera.
It demonstrates that charge injection in phase II is clearly a bulk process, whereas,
as Fig. 13 shows, phase M or complete breakdown is a surface process.

The results indicate that irreversible device damage sets in at the onset of
phase II partial breakdown (Figs. 11 and 12), corresponding to the development of3 injection spots. These light emitting injection spots, which are characteristic
microplasmas, are believed to be caused by avalanche breakdown at an inversion
layer formed near the cathode contact (IEEE Tr. on Electron. Devices).

Based on our experimental observations, involving fast electrical and
optical diagnostics, optical micrographs, and 2d imaging, we have proposed an
innovative model to describe surface breakdown of photoconducting Silicon.

III. Laser initiated switching of compressed N 2 gas gaps: The effect of insulator
(plexiglas) diameter (1, 4, and 6 cms) and pressure (0.1 to 0.4 Mpa) were studied
using coordinated measurements of discharge current and luminosity, with
nanosecond response time. Delay times to the onset of discharge from laser
initiation and the threshold laser initiated breakdown voltage were also
measured. The results indicate that the insulator surface impedes the develop-
ment of the discharge in both the avalanche (onset) and streamer phases of
breakdown. The results also indicate that a surface breakdown can be initiated
using a low energy laser (90 .J) with very low jitter. The results are presented
and discussed in detail in a journal article: IEEE Tr. on Plasma Science, 17(4), pp.
588-94, Aug. 1989.



List of Publications from the SDIO/ONR supported Research 3
I "Observation of Three Distinct Phases Leading to Pulsed Surface Flashover Along Silicon

in Vacuum", with S.H. Nam, 13th Int. Svmp. on Discharges and Electrical Insulation in
Vacuum, Paris, 1988. Also published in the IEEE Trans. on Electrical Insulation, Vol. 24,
No. 6, pp.979-83, 1989.

2. "Studies on the self and laser initiated discharge characteristics at dielectric/gas in-
terfaces",with K. Foo, IEEE Trans. on Plasma Science, 17(4), pp.588-94, Aug. 1989.
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7. "Influence of Mechanical Grinding and Polishing Operations of Brittle Polycrystalline Alumina on 5
the Pulsed Surface Flashover Performance", with Bommakanti, J. of applied Physics, 67 (11),
pp.6991-97, June 1990.

S. "Pulsed Surface Flashover Performance of Monocrystalline Si0 2 Bridged Vacuum Gaps", with
Bommakanti and Le Gressus, XIV Int. Symp. on Discharges and Electrical Insulation in Vacuum ",
Santa Fe, NM, Sept. 1990. 3

9. "An SEM Technique for Investigating the Insulating Properties of Dielectric Surfaces", with
Bommakanti and Le Gressus, Conf. on Electrical Insulation and Dielectric Phen., Oct. 1990.

10. "Pulsed Voltage Pre-breakdown observations on Silicon in Vacuum", with Gamble and Faust, Conf.
on Electrical Insulation and Dielectric Phen., Oct. 1990.

11. "New Findings of Pulsed Surface Breakdown Along Silicon in Vacuum", with S.H. Nam, Accepted I
IEEE Trans. on Electron Devices.

12. "Measurement of Electrical and Optical Avalanches Near Solid Insulators in High pressure (up to 3
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Students Supported under the Contract.

1) Three Ph.D Students - graduated.

2) Four M.S. Students - two graduated. 3
3) Three Undergraduate Research Assistants.
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Prebreakdown x-ray activity only

Fig. 4 Oscillogram showing x-ray emission without the occurrence of

breakdown. Time @ 1.0 gs/div, Upper trace: Voltage @ 83 kV/div,

Lower trace: x-ray detector output @ 100 mV/div.
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Prebreakdown and breakdown x-ray activity

Fig. 5 Oscillogram showing x-ray emission both during the prebreakdown and
breakdown phases. Time @ 0.75 g.s/div, Upper trace: Voltage @ 63

kV/div. Lower trace: x-ray detector output @ 100 mV/div.
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Fig.6. SEM image of the microscope beam aperture U
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Figure 7 Experimental Test System
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Fig. ii. Micrograph of the cathode showing injection spots
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I Fig. 3.2 Light emission from injection spots recorded using a 2d

CID camera.
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Fig. 13 Complete breakdown (phase UI) along the surface of Si
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I
Table 5. Influence of insulator geometry on the pulsed and dc surfaceflashover in insulator bridged vacuum gaps

Sample
geometry Impulse (0.15/20 jis) stress dc stress

E METAL

IM Vbd Vc Vho V1 Vc
(kW) (k) (kW) (k) (kVW)

*m
3 ADE 70 95 90 35 58

CATHODE

AO
58 71 68 >100 >100

CATHODE

ANODE
70 70 68 40 58

CA'THODE

ANODE 90 108 100 >100 >100

ANODE 100 100 100 >100 >100

CATHODE

ANODE ill >150 >150 42.5 >80

CATHODE

A44E >150 >150 >150 56.5 59

Ii
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3 Specimen Surface finish Cleaning Other
Contact Cylindrical

#1 chemo etch water -

-2 .ieh. etch water -

#3 chemo etch RCA -

#4 chemo chemo RCA -

#5 chemo chemo RCA oxidized

Table-7. Summary of Specimen Surface Preparation
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U PHOTOCONDUCTIVE SWITCHING AND BREAKDOWN

INVESTIGATION WITH ELECTRO-OPTIC IMAGING

W. Donaldson

LABORATORY FOR LASER ENERGETICS
University of Rochester

250 East River Road
Rochester, NY 14623-1299

INTRODUCTION

The goal of this program was to develop diagnostic techniques for measuring

electric fields on the surfaces of semiconductors to identify the mechanisms leading to

surface breakdown. The primary diagnostic that was employed relied on the Pockels effect

which mixes the electric field on a semiconductor surface with that of an incident optical

pulse in a nonlinear crystal, rotating the polarization of the optical pulse. This rotation can

be detected and used to extract the surface electric field. Since the optical probe pulse has a

duration of 100 ps (the sampling time of the measurement), this technique has very high

bandwidth. This diagnostic allows us to study the physics of semiconductors subjected to

high fields. The results of this research should aid in developing techniques for the

reduction of surface breakdown on solid-state switches and an understanding of the

physics of photoconductive switches of potential use for SDIO-directed energy weapons.

The simultaneous requirements of speed and high voltage capability can place

narrow constraints on the pulse power switches. Optimizing both of these performance

parameters results in significant electric fields between electrodes, possibly leading to

surface breakdown. A particularly interesting class of such high-power switches,

semiconductor photoconductors, have become increasingly useful for pulsed-power

applications where high voltage must be switched on a short time scale. Photoconductive

switches can switch tens of kilovolts with picosecond rise times. A variety of devices

make use of the high-speed, high-voltage devices. They have been used for microwave

II
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generation, in Pockels cell drivers, and in innovative accelerator designs. 1,2 Although

various semiconductors have been investigated for use as switches, Silicon and GaAs are

the most popular materials for use in high-power photoconductive switches. GaAs is

particularly suited for high-voltage switches as its high resistivity (p > 107 iacm) makes it I
less susceptible to thermal runaway than the more conductive Si. This is very important, as

the electric field, and therefore, the leakage current between electrodes on a semiconductor

photoconductive switch can be significant at field strengths of 10-50 kV/cm. A more

significant concern is that the switches will preferentially breakdown along the surface

between electrodes at these field strengths. Surface breakdown is the primary failure mode i
for photoconductive switches and places a limit on their operation. It would be

advantageous to approach the bulk breakdown threshold of 200 kV/cm. The threshold

voltage for surface breakdown is the maximum operating voltage for a photoconductive

switch. This problem is compounded by the need to shorten the electrode gap to increase

switching speed, thus increasing the electric field across the switch for a given bias voltage. 3
Engineering considerations, such as the need to improve switch reliability, and the desire to

explain certain physical phenomena associated with high-voltage switching, have motivated i
the investigation of the dynamics of photoconduwt'vity. Despite their relevance to switch

engineering, the mechanisms of surface breakdown and photoconductivity are not well

understood. A detailed measurement of the surface electric field between the electrodes

would be very useful in studying the phenomenon of surface breakdown.

To better understand the physics of photoconductivity and surface breakdown, it is I
necessary to monitor a photoconductive switch during the switching and breakdown

processes. This is usually done by looking at the switched output waveform with a

conventional or sampling oscilloscope. However, for switching speeds on the order of a

picosecond, oscilloscopes do not have sufficient bandwidth to temporally resolve the

switch rise time. Temporal resolution is greatly improved if the switched output is sampled

electro-optically. This is a technique that uses optical probes to measure fast electrical

2
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U transients. 3 Briefly, the birefringence of an electro-optic crystal, placed in the vicinity of

an electronic circuit, is modified by stray electric fields surrounding the circuit. The electric

field can be measured by probing the electro-optic crystal with a fast, polarized optical

I pulse and monitoring the change in polarization. The duration of the optical pulse

determines the bandwidth of the system. This technique has been used to measure the

picosecond and subpicosecond response of electronic devices. 4 (The effective bandwidth

of the electro-optic sampling technique is limited to about 1 THz due to absorption in the

electro-optic sampling crystal.) The switched output transient behavior can be measured

and temporally resolved using electro-optic sampling. Such a measurement of the output

waveform yields information about the temporal evolution of the voltage at the output

I electrode of the switch, but gives no information about the evolution of the electric field

within the electrode gap itself. The electric field in the contact gap must be changing

rapidly in both time and space. By combining electro-optic sampling, short-pulse lasers,

and imaging technology, an ultrafast, 2-D, electro-optic imaging system was developed that

can monitor rapid variations of the electric field over an extended region. This system can

I produce maps of the surface electric field between contacts on photoconductive switches

that can be used to determine the electric field configuration for different contact shapes,

separation, and preparation. Electrodes can be designed to minimize surface breakdown

and, hence, maximize switch operating voltage. Moreover, the surface electric field is

related to the internal field in the semiconductor because the tangential component of the

I electric field is continuous across a dielectric interface. The internal field is modified by the

presence of carriers in the contact gap. Thus, surface field imaging can be used to

I investigate the behavior of charge carriers within the semiconductor.

The physics of photoconductivity can be studied by monitoring the influence of

photogenerated carriers on the surface field. Switch performance parameters, such as

switching efficiency, carrier transport, and switching speed, were measured by this optical

technique. In addition, the formation of a surface arc during breakdown can be observed

3I
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through its disturbance of the electric field in the gap. Surface field maps could also be

useful in the design of other high-field devices, not just photoconductive switches.

Integrated circuits, while low bias devices, require contacts to be closely spaced resulting in

high fields between electrodes. Surface field maps of entire LSI circuits could be obtained I
with the electro-optic imaging system and be used to pinpoint possible breakdown points.

The work on this project progressed through an number of phases. The first

requirement was to show that surface fields could be mapped with the electro-optic

sampling technique. Thus we looked at static fields to see geometric and contact effects.

The next phase was to show that the field could be imaged with a detector array rather than

a single detector. This allowed the mapping of multiple spatial events with a single laser

pulse. Finally, the system was upgraded to use 2-D detectors and single-shot imaging. I
The dynamics of both photoconductivity and surface breakdown were measured.

MEASUREMENT TECHNIQUE: STATIC 2-D AND DYNAMIC 1-D

IMAGING

An electro-optic crystal placed in the fringing electric field above the semiconductor

surface experiences a change in its birefringence as a function of the electric field. The

change in the birefringence is monitored by probing the crystal with polarized light as

shown in Fig. 1. The light passes through a polarizer; a wave plate, to provide an

adjustable bias to the transmission; the electro-optic (e-o) crystal; and then reflects off a I
dielectric mirror to retrace its path. Because of the wave plate and the static birefringence of

the e-o crystal, the polarizer is effectively crossed with respect to itself. This effect can be

viewed as the mixing of a dc electric field and an optical field in a crystal to produce a new

optical field with its polarization rotated with respect to the original optical field. When the

crystal is placed between crossed polarizers, the transmission is given by: I

T = sin2 { [(K E k) + 0 ]/21 (1)
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where E is the magnitude of the dc electric field; . is the optical path length through the

crystal; 0 is a constant optical rotation due to the wave plate and static birefringence of the

crystal; and K is a constant that depends on material parameters, the crystal orientation, and

the frequency of the optical field. 5 By choosing the type of crystal and its orientation, the

Pockels effect can be made sensitive to only one spatial component of the applied electric

field.

A dielectric mirror is bonded directly to the e-o crystal and the entire assembly is

placed directly on top of the surface to be monitored. The surface typically has two

rectangular electrodes separated by a fixed distance. The e-o crystal was LiTaO3. Its optic

axis was perpendicular both to the direction of light propagation and the edges of the

electrodes. Thus the optic axis was orientated along the electric field lines and the Pockels

effect was sensitive to only the component of the electric field perpendicular to the electrode

edges.

The principle assumption of this work is that the measured electric will not be

uniform over the surface being measured. The initial measurements investigated the low

voltage quasi-static configuration of the surface electric field. A piece of LiTaO 3 was

placed across evaporated metal contacts on both silicon and gallium arsenide. A time

varying potential was placed across the contacts that induced a modulation of the

birefringence of the LiTaO 3 in both space and time via the Pockels effect. A tightly focused

cw HeNe laser, with a spot size of approximately 40 g±m, probed the change in

birefringence. The spatial profile was obtained by translating the e-o crystal and

semiconductor such that different points were illuminated by the laser beam. The low

voltage applied to these devices produced very weak modulation of the the optical signal

requiring that the signal be extracted with phase-sensitive detection. This experiment

demonstrated that we could spatially resolve the surface electric field on the surface of the

semiconductor.
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The data acquired as described above had two serious drawbacks. It lacked U
temporal resolution and required that the beam be scanned across the device to acquire the

total spatial variation of the field. Such conditions are incompatible with the need to record

spatially non-local, transient events typical of a surface breakdown and photoconductivity.

The ability to time resolve events came with the introduction of short-pulse laser probes. A

single-light pulse from a frequency-doubled, mode-locked, amplified Nd:YAG laser I
sampled the electric field only while it traversed the sampling crystal (-150 ps). At field

strengths that are comparable with the field necessary to cause the direction of the

polarization vector in the sampling crystal to change by one-half wave (-1-10 kV/mm), the

image can be acquired with a single optical pulse. Otherwise, the optical modulation would

be too weak to be extracted without the aid of extensive signal processing. (A primary I
requirement of the diagnostic we developed was that it be able to acquire images of a single

event.) With short-pulse lasers, it is possible to take 100-ps snapshots of any given event.

A series of sequential snapshots, can be taken to record the temporal variation in the field.

Thus, we can make a movie of the temporal change in the field.

The spatial variation in the surface field can be monitored by illuminating the entire U
area of interest. Instead of using a single detector and scanning a tightly focused spot, a

detector array captured an image of the entire field of interest, which increased the speed of

data acquisition. Each detector element measured only a small portion of the electric field.

The initial experiment was done with a 512-element, linear-intensified diode array. A

2-mm gap with identically prepared gold-coated, laser-annealed contacts on intrinsic silicon

(7000 f2cm) was pulsed biased with a short electrical pulse synchronized with respect to

the laser pulse. The sample was illuminated with a 12 0 -ps, 532-nm light pulse at the peak I
of the voltage pulse. A 50-(0 load was placed on the low side of the silicon and the leakage

through the material was monitored. The lack of photoconductive switching at the load

guaranteed that none of the light coupled through the dielectric mirror into the silicon. It is

important that the probe light does not perturb the field. The laser illuminated a circular

I
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region on the silicon surface. The detector acquired a 1 -D slice of the electric field on a line

joining the two electrodes midway between the ends of the electrodes. This was the first

demonstration of imaging technology applied to electro-optic field measurements. Initially,

i the electric pulse was applied with conventional electronic devices giving a quasi-static

measurement. Later the electrical pulse was applied with a second photoconductive switch

to give better time resolution.

ANALYSIS OF EARLY EXPERIMENTS

The static electric field distribution produced by the coplanar electrodes used in

these experiments was not uniform. It is a common field configuration encountered when

fabricating devices on wafers (e.g., coplanar transmission lines between transistors in

VLSI circuits or photoconductive switches fabricated on wafer substrates). The field lines

in a plane perpendicular to the surface are shown in Fig. 2(b). They may be derived from

the simple case illustrated in Fig. 2(a) by the operation of the conformal transformation 6 :

z = 2 kn({[I + sin(w)] 1/2+ [b,+ sin(w)]l/2}/(bz- 1)1/2) (2)

Followed by the second transformation:

z' = wd -in( [ [I + sin(iz+it/2-iwg)]l/ 2+ [bz + sin(iz+7t/2-iwg)l/21/[bz - 111/2). (3)

Where:

1 bz = 2 coth2(t 1c/2 Is) - 1 = -I , (4)

U Wg is the normalized gap width; 1c is the electrode length; and Is the substrate thickness.

These transformations fold the electrode end faces out into the coplanar geometry.

The second transformation is only valid if the transformed plane is at infinite distance from

the first plane because the electric field lines must be normal to the second plane.

However, if the electrodes are sufficiently far apart, the deviation from normal incidence is
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negligible. The transformation defines the expected value of the electric field throughout

the volume of the semiconductor provided that the measurement is not taken near the

corners of the electrodes. The fringing field outside of the semiconductor can be inferred

from electromagnetic theory (i.e., the surface electric field is continuous across a dielectric U
interface). Thus the coplanar electrode configuration provides a reasonable test of our

ability to map electric field configurations. 1
From the known electric field configurations in Fig. 2(a), the electric field in

Fig. 2(b) can be calculated. For the type of e-o crystal that was used in this experiment,

the electric field along the y axis in Fig. 2(b) was measured. Figure 3 shows the field in

the plane of the interface. The features are exactly as expected. Above the contacts the

electric field is normal to the surface; therefore, the field along the y axis is zero. At the I
edge of the contacts the field lines bunch-up due to the attraction of charges on the 3
opposing electrodes. However, this is not what is actually measured. What is actually

measured is: 3

fIA f E(x,y)alaA 
(5)

This integral (9.) is over the thickness of the e-o crystal and is clearly dependent on that U
thickness. Figure 4 shows the integrated detected signal as a function of the e-o crystal

thickness. The uppermost curve indicates what happens if the crystal is so thick that the

integral extends over all the field lines. The surface features are completely obscured I
because the total integrated flux is conserved between the electrodes. Alternatively, if the

crystal is too thin, then the modulation imparted to the light signal becomes very small,

since the amount of rotation is proportional to the optical path length in the crystal. 3
However, the high dielectric of the e-o crystal will trap most of the field lines, reducing the

peaking of the contacts. Additionally, smearing of the detected signal is also incorporated

I
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into the calculation of the curves in Fig. 4. The signal must be averaged over either the

laser spot size or the size of the detector element on which it is imaged. In Eq. (5) this is

represented by the integral over the illuminated area (IA).

The usefulness of this technique has been demonstrated at low voltage where the

preparation of the contacts on the semiconductor has been shown to influence the dc electric

field distribution. This is the work that was done with the cw probe and the phase sensitive

detection. The primary purpose of the cw experiments was to demonstrate that we could

detect spatial variations in the field. The electric field was essentially dc (actually a low

3frequency, 1 kHz, square wave). In addition to demonstrating the ability to monitor

surface fields, the experiments proved to be a reliable method of characterizing the contacts.

*Figure 5 shows a cross-sectional view of the field along the center line between the contact

pads on GaAs. The figure shows the general features that are expected, the bunching at the

contacts, and the tailing off at the electrodes. The sampling crystal was thick with respect

3 to the electrode separation. Therefore, the peaks exhibit a significant amount of smearing.

What is most interesting is the asymmetry of the electric field. The contacts were

identically prepared, so no asymmetry was expected from the material properties of the

sample. When the polarity of the applied bias was reversed, the asymmetric field

distribution also reversed. This indicated the contacts were not ohmic with respect to the

different carrier species (electrons and holes). It was also noted that as the contacts became

more ohmic, the peaking at the edges decreased. Semiconductors, with their mobile charge

carriers, that can move in response to the applied field, would not be expected to ridgely

conform to the field distribution described above. The cw data also showed that a full 2-D

I map of the electric field could be acquired. Figure 6 is an 3-D plot of the electro-optic

3 image of the electric field on a silicon switch.

Time-resolved data was taken to determine the time scale on which the asymmetry

illustrated in the cw data evolved. The data was taken by grounding one of the electrodes

on a sample prepared on high-resistivity silicon (p = 7 k!Qcm). The dielectric relaxation

I
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time of this material is given by the product, pe, where e is the dielectric constant of the I
silicon. Thus on time scales <7 ns we expect to see transient behavior of the silicon in 3
response to an applied electric field. A photoconductive switch was used to pulse bias the

test structure on a 100-ps time scale. One electrode was grounded and the other was

attached to a terminated 50-4 line driven by a photoconductive switch. The switch was

triggered with a 1.06-jim light pulse from a Nd:YAG regenerative amplifier. A 0.532-p.m I
pulse, derived by frequency doubling a portion of the 1.06-pIm pulse, probed the LiTaO 3

crystal on the second photoconductive gap, which was not triggered. An optical delay line

in the path of the 1.06-p.m light provided a variable time delay between the voltage and 3
probe.

The optical image of the electric field was measured with a gated diode array at I
various time delays between the pump and probe. Figure 7 shows three traces of the 3
surface electric field of a device with a 2-mm gap pulsed with a 1-kV voltage pulse at

various time delays. The units of vertical axis are in percent modulation of the light signal 3
(i.e., the signal obtained with the voltage on, minus the signal with the voltage off, divided

by the signal with the voltage off). Thus the acquired signal was relatively immune to I
variations in the illumination profile. At very early times (A), very little voltage has built up

but the device appears to be symmetric in response to the electric field. Curve (B), 166 ps

later, shows that a significant voltage has built up across the device and the field is still 3
symmetric. At 166 ps later still (C), the voltage is still rising but the field shows a definite

asymmetry. The simple explanation of this data is that at early times the electrical inertia of

the silicon prevents it from reacting to the field. The device then behaves as if it were a

perfect dielectric, and the field rises symmetrically on both electrodes. Later, as the charge I
carriers in the silicon begin to rearrange in response to the field, the field itself is modified 3
by the charges in the silicon.

Although the applied fields were less than those necessary to cause breakdown, 3
some features about the semiconductors could readily be discerned from the electro-optic

I
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I
imaging data. The contacts were asymmetric with respect to the applied voltage. With

Isome combinations of materials and contact preparation, one contact had a higher field

enhancement at the edge than the other. The enhancement shifted as the polarity of the

I applied voltage reversed. Such field enhancements are probably due to differences in the

injection of holes and electrons at the contacts. They may play an important part in

initiating breakdown. Also, the field profiles were undoubtedly affected by the uniformity

I of probe illumination. This problem has been dealt with in the 2-D imaging system

described in the next section.I
2-D ELECTRO-OPTIC SAMPLING

The logical extension of the earlier single-point, time-averaged, and I-D time-

resolved probes has produced the current 2-D, time-resolved electro-optic imaging system

which can obtain surface field maps in real time with picosecond temporal resolution. 7 ,8 If

the probe beam only illuminates a small portion of the crystal, the electric field only in that

region will be measured. If the entire crystal is illuminated by the probe beam, the electric

I field at every point in the crystal will be interrogated. The probe beam will then be

imprinted with an optical analog of the spatial electric field distribution in the crystal.

Spatial variations in the field can be recorded with a video camera without requiring

translation of the sampling point across the crystal. This is the essential operating principle

of the 2-D electro-optic probe. The electric field in the crystal is sampled only when the

I probe pulse is present. In effect, the electric field is "frozen" by the probe "strobe" so that

a snapshot of the instantaneous electric field is taken. Two different probe geometries were

used and the pump/probe roles of the fundamental and second harmonic of Nd:YAG could

j be reversed. Figure 1 shows the surface field probe set up to measure the field of a

photoconductive switch of a surface device type, i.e., the metallic contacts are in the same

I plane on the surface of a semiconductor substrate. Figure 8 shows the probe set up to

measure the field of a bulk photoconductive switch, which has contacts on opposite facesI
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of a rectangular slab of a semiconductor. The geometry shown in Fig. 8 had the advantage

of a much simpler (i.e., spatially uniform) field distribution. For either type of switch,

probe operation is the same, only the IR pump geometry is different. When a bias voltage

is applied to the metallic contacts, an electric field is established between the contacts. I
There is a fringing field which extends above the surface of the semiconductor. The e-o

crystal is placed directly on top of the switch, covering the contact gap completely. The I
crystal is immersed in the fringing electric field of the contacts above the surface of the 3
semiconductor, and its birefringence is altered by this surface field. The optical probe is

polarized and directed onto the crystal and test switch. The probe beam diameter is greater

than the contact gap so that the entire contact gap is illuminated. The beam traverses the

crystal and is reflected back onto itself by the dielectric mirror on the semiconductor side of I
the crystal. While the probe beam is in the crystal, the beam's polarization is modulated by 3
the electrically induced crystal birefringence so that the polarization of the back-reflected

beam is altered with respect to the incoming beam. Any component of the back-reflected 3
beam with polarization different from the incoming beam will be rejected by the polarizer.

Each point in the rejected beam has sampled the local birefringence of the corresponding U
point in the crystal. Thus, the intensity of the rejected beam is an optical replica of the

electrically induced birefringence pattern in the crystal. The back-reflected beam is imaged

onto a 2-D diode array that records the back-reflected beam's intensity profile. Each pixel 1
in the array image has a corresponding point in the crystal. As the optical probe makes a

double pass through the polarizer, the crystal can be considered to be between two crossed 3
polarizers. The second polarizer is crossed because of the action of the V4 plate and the

LiTaO 3 birefringence. The intensity at any given point in the cross section of the back- I
reflected beam will depend on the sine squared of the polarization rotation experienced by 3
that particular beam element as it traverses the crystal. The transmission to a detector

element (ij) can be written: 3
1
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1 Tij(V) = Iij(V)/I'ij = sin2 [(°qjEij + Oij)] (6)

I where Ij(V) is the light intensity measured at camera pixel (ij) when a voltage V is applied

to the electrodes; Ij is the intensity that appears at the camera if 100% of the light is

imaged onto the camera without bias voltage applied; Eij is the magnitude of the local

electric field; aij is a constant for a given point (ij) which relates the electro-optic

coefficient 5 to the local electric field and whose value depends on material parameters,

I optical path length in the crystal, electrode geometry, and frequency of applied optical field;

and Oij is a constant optical rotation due to static birefringence in the crystal and X/4 wave

plate. The X/4 plate chooses where the probe beam sits on the sine-squared transmission

3 curve with no voltage applied. By comparing the intensity at the camera with and without

voltage applied, the rotation due to the electric field can be determined. This is a much

3 more sophisticated procedure than the simple percent modulation done with the earlier

work.

wock.ij is determined by taking a series of images at fixed voltages and fitting them to

3 Eq. (6). The e-o crystal used was y-cut LiTaO3 that was 0.5 mm thick. It was cut to

completely cover the contact gap of the switch being studied. The top surface of the

LiTaO 3 was antireflection coated to prevent spurious back reflection and improve

transmission through the crystal. The bottom surface was coated with the a dielectric

I mirror that had a reflectivity of 99.3% at 532 nm. A conventional oscilloscope attached to

i the load side of the switch studied revealed that the green light caused a voltage pulse equal

to about 10-6 times the applied bias voltage to be switched to the load. This is negligible:

i the probe effectively does not excite the switch. The LiTaO3 optic axis (z axis) was

perpendicular to the contact edges and parallel to the applied electric field. In this

I geometry, the crystal is sensitive primarily to the electric field component parallel to the

LiTaO 3 optic axis. The complete probe system is shown in Fig. 9.

I
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The laser source is a Nd:YAG regenerative amplifier seeded by a Nd:YAG mode-

locked oscillator with a wavelength of 1064 nm and a pulse width of 150 ps. The mode-

locked pulses are amplified to approximately 300 gtJ and switched out of the laser with a

double Pockels cell arrangement to yield pulses that have a prepulse to main pulse contrast

ratio of at least 4000:1.9 The pulse repetition rate is 30 Hz. The infrared beam from the

amplifier is first upcollimated and then split, 90% for switching use and 10% for second- I
harmonic generation. This green beam is upcollimated and serves as the probe beam. The

green beam diameter is 1.25 cm, which completely illuminated the electrode gaps that were

studied. The back-reflected green probe beam pulses are imaged onto a 512 x 512 element

CID camera. The CID camera is interfaced to a personal computer through a video frame

grabber supplying a digital image of the modulated probe beam. Images are digitized with I
8-bit resolution. The camera response was measured to be linear with applied light

intensity over the range of intensity used in this experiment. As the green probe was only

140 ps in duration, the switch surface field is sampled only during a short window in time.

If an infrared excitation pulse illuminated the switch during this window, the switch field

could be sampled during the photoconductive collapse. For surface switches, as in Fig. 1, U
this is accomplished by directing a pump pulse onto the switch gap collinear with the probe

pulse. The surface switches can be studied with both the IR pump with a visible probe and

the visible pump with IR probe. Sampling crystals with different coatings were used as

were the relative amounts optical energy directed to the second harmonic crystal. For the

bulk switches, the infrared illuminates the switch directly through the metallic mesh

contacts. By sweeping the 140-ps sampling window through the photoconductively

induced event, the switch surface field can be monitored as it evolves in time. This is

actually 512 x 512 separate, parallel pump-probe experiments, each probing a different

spatial region in the electrode gap. The sampling window is moved in time by changing the

length of an optical delay line in the pump beamline. As the pump and probe are derived 3
from the same laser pulse and timed optically, there is no jitter.
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For the probe to operate in real time, i.e., without averaging, data must be collected

with a single laser pulse. As the system operates in the high-field regime, the electric field

applied to the e-o crystal causes the optical polarization vector of the probe pulse to change

by a significant fraction of 7/2(>2%). At these fields, the change in transmission to the

camera is large with respect to the shot-to-shot noise in the laser pulse. Thus, the electro-

optic images can be acquired without averaging. This is essential to image random events

such as surface breakdown. To ensure that the camera sees only one laser pulse. the

camera and laser are synchronized to the same electronic oscillator, with a pulse from the

camera triggering the firing of the laser. The overall energy of every laser pulse is

measured with a fast diode. Any pulse that is not within 10% of a reference value is

rejected and the measurement is repeated.

The field data must be extracted from the raw camera image. The values of oxj and

Pij for each point (ij) must be determined so that given the transmission Tip, the field Eij

can be determined. The crystal is not illuminated uniformly because the probe beam has a

Gaussian spatial profile. This must be considered in the analysis of the data. Therefore,

before the field can be determined, the raw image must be normalized with respect to the

beam profile, so that the transmissivity and not the transmitted intensity is used.

To calculate the transmissivity, each image acquired by the camera is normalized to

a stored reference image. This reference image is the average of four frames taken with the

quarter-wave plate set for maximum transmission. The light intensity is adjusted so that the

most intense pixel is just within the 8-bit camera resolution; i.e., no points in the detector

field are saturated. This reference image contains rij for each point (ij), as in Eq. (6).

Images normalized with respect to this reference are scaled to the maximum signal and

represent Iij(V)/rI'j.

The values of aij and Pij are obtained by calibrating the response of the probe to

applied electric field. A quasi-dc, i.e, long compared to the light pulse, bias voltage is

applied to the contacts by a computer controlled high-voltage pulser. The amplitude of the
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applied voltage pulse is well below the breakdown threshold. The initial data that was

taken with the 2-D imaging system was reduced to a 32 x 32 format by averaging over

pixels. This array size reduction is done so that image acquisitiot,, processing, and display

can be done with a PC rather than a workstation and in real time, i.e., without any post-

processing. This allows for rapid scanning of camera images. The bias voltage is varied

from 0-9.5 kV in 500 V increments. An image was taken at each voltage. The I
transmission curve [Eq. (6)] for each of the 1024 elements of the reduced image was

determined experimentally by this procedure. Otij and Oij were obtained by performing a

least squares fit of the experimental transmission curve to Eq. (6) for each element in the

reduced image. Figure 9 shows this dc calibration for one element of the reduced image.

The biasing is chosen such that all points lie within one-half cycle of the transmission I
curve. Due to the sinusoidal nature of Eq. (6), it is sometimes necessary to reduce

sensitivity to see large effects. The current system takes full 512 x 512 images at 4 voltage

settings and uses that data to calculate the least squares fit. 3
After correcting for the probe beam spatial profile and calibrating the crystal

response, the surface electric field information can be decoded from the raw images from I
the camera. To measure the field, a frame is first acquired with high-voltage bias on and

then with the bias off. The images are scaled by cross-referencing the raw image pixel U
(with voltage on) value and the corresponding reference pixel (voltage off) value and using 3
a look-up table to determine the scaled image pixel value. The zero bias image is used to

remove the contribution of the static birefringence, Pik" The lookup table associates each 3
pair of points in the reference and voltage images with a value corresponding to the product

aijEij. The scaled pixel image is divided by aij, as determined by the dc calibration U
described earlier, to yield Eij. The field, Eij, is given in units of "equivalent electrode

voltage," or EEV, which means that the point (ij) is responding to the applied electric field

as if a voltage Eij were applied to the electrodes. Although the electrode bias voltage may 3
be constant, the local field Eij may be nonuniform due to the presence of carriers or

I
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bending of field lines due to the geometry of the electrodes. An underlying assumption of

this work is that the field between the contacts will be nonuniform. The resulting field map

0 of the electric field has an 8-bit range and can be displayed as a false-color image on a

monitor or the digital image can be manipulated to produce field contour plots, 3-D plots,

or field cross sections at a particular line across the switch. The optical system is capable

of producing images with a spatial resolution of 3 .m per pixel. Therefore, the electric

field can be measured with this type of spatial resolution. It requires that the above

calibration procedure be applied to the entire 512 x 512 array. The minimum electric field

sensitivity is approximately 200 V/cm and can be adjusted by rotating the quarter-wave

plate before the LiTaO3.

CHARACTERIZATION OF PHOTOCONDUCTIVE SWITCHING

Silicon and GaAs photoconductive switches have been studied with the majority of

the work done with GaAs. The Si switches are surface devices, as in Fig. 1. The GaAs

switches are bulk devices, as in Fig. 7, as well as surface devices. Figures 10 and 11

show typical raw, unnormalized, field images obtained with the electro-optic imaging

system. Figure 10 shows successive lineouts of the surface field over a 3-mm gap Si

switch taken through the center of the switch parallel to the contact edge. The switch gap

has been illuminated by the IR pump pulse. Time is relative to the position of the IR optical

delay line. The surface electric field begins collapsing at the onset of photoconductive

switching and has collapsed completely within 300 ps, consistent with the -200-ps pulse

width of the laser. Figure 10 illustrates the ability of the system to monitor the surface field

in the switch gap during switch operation, and the ability to measure switching parameters

like switch rise time, using the field across the electrode gap. The field collapse is spatially

uniform. This is typical of the imaging we saw in silicon. The field collapses as the light

pulse is applied and shows no oscillation or recovery. Figure 11 shows the result of

nonuniform IR illumination on the Si switch surface field. The center of the switch gap
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was illuminated with a pinpoint (-40 .tm) spot of infrared laser energy. This local U
illumination photogenerates carriers only in a small region at the gap center. These carriers

migrate outward, collapsing the surface field as they drift. Figure 11 illustrates that ability

of the system to map nonuniform fields and to observe carrier migration within the switch

gap. One significant feature of the field on the coplanar silicon switch is that we have not

detected the significant field enhancements at the contact edge we would have suspected I
from the geometry. This may be due to a number of factors including: the presence of

ohmic contact, the conductivity of the substrate, and the averaging of the dielectric crystal.

The primary physical system investigated was the collapse of the electric field in a

GaAs photoconductive switch both bulk and planar. GaAs has a band gap of 1.42 eV.

Photoexcitation of an electron into the conduction band with the IR pump (X = 1064 nm, U
1.17 eV) is due to the mid-gap donor EL2. At 532 nm, the excitation is direct band-to-

band electron-hole generation. 10 The bulk switches were fabricated by the U.S. Army

Electronic Technology and Device Laboratory by depositing circular contacts of NiAu:Ge 3
on opposite faces of a blocks of intrinsic GaAs 0.6 to 1 cm thick. The GaAs was high

resistivity material (p -107 cm) supplied by MA-COM. The absorption coefficient was

measured to be 1.39 cm -1 at 1.06 g±m. The center region of the contact was perforated with

holes to allow light to pass through into the bulk of the GaAs. This resulted in a I
nonuniform carrier density profile that decreased exponentially across the switch. The U
contact preparation was also varied with the 6-mm thick switches having an ion

implantation under the metallization to make ohmic contacts; the other samples had contacts

deposited on bare GaAs. Skin effect conduction may be ignored. This switch design is of

interest for its applicability to the coaxial geometry 1 1 and for its relative immunity to I
surface breakdown, because a surface arc must travel out to the edge, down the side and

back into the center-a very long physical path. This design is also useful because parallel

contact geometry allows for uniform fields which facilitate extraction of absolute field U
values. The coplanar geometry, by contrast, has a much more complicated field pattern.

I
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To access the fields between the contacts, this design has been modified by cutting the

GaAs in a plane passing through the center of the contacts. Connection to the external

circuit was made by pressure contacting copper electrodes coated with indium along the

I outside circumference of the NiAu:Ge electrodes. The Cu electrodes were bored out so that

IR light could reach the switch contacts. By placing a dielectric beam splitter in the IR

pump beam, approximately 50% of the IR light could be directed onto each electrode.

Either of these beams could be blocked to investigate asymmetries in the response of the

photoconductor. The arrival time of the two beams at the switch was adjusted to within

300 ps by monitoring the arrival of the switch pulse at the load with a 1-GHz analog

oscilloscope. The dielectric beam splitter was mounted on a kinematic mount so that it

could be removed and the full IR laser energy could be applied to one side of the switch.

Thus, five illumination schemes were employed, considering that full energy could be

applied to either the ground or high-voltage contact.

Figures 12-15 show data taken for a 6-mm-thick ion-implanted GaAs bulk switch.

The images taken were normalized and scaled to equivalent electrode voltage (EEV).

Figure 12 shows a 3-D plot of the surface field on a 6-mm GaAs switch illuminated

through both contacts 800 ps after initial illumination. Outside the region between the

contacts, the field falls abruptly to zero because there is no tangential component of the

electric field at the surface of a conductor. Noise spikes in that region of the image have

been artificially suppressed. The left edge of the image corresponds to the negative high-

voltage contact, and the right side to the ground contact. The active area in the center is

6 mm wide, and the front and back edges of the image are 10 mm apart and correspond to

the edges of the deposited electrodes. Initially, the image was uniform between the

contacts. The infrared light has caused the field to collapse. The center section of the

image is where the 2-mm-wide pump beam illuminated the GaAs. Note that the field has

collapsed over most of the active region to a value of -0.3 kV EEV, although the bias

voltage is 5 kV. The field collapses uniformly on the ground side of the image but it has
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areas of significant enhancement on the high-voltage side. There are two significant high-

voltage spikes of -3 kV EEV even though most of the switch field has collapsed. These

spikes are located at the very edges of the high-voltage contact [review Fig. 7 for contact

geometry]. A survey of all the images that have been acquired reveals that this is a general I
feature independent of the type of contact. There is always an enhancement at the high-

voltage contact. The enhancement can be alleviated at the perforated region of the contact

by illuminating with more IR light but the collapse is never as complete as on the ground

side.

Figures 13 and 14 show a series of axonometric plots of the field above a 6-mm I
GaAs switch. These illustrate the progressive collapse of the surface field in time for two

different bias voltages. Both contacts were illuminated with IR. In Fig. 12 the switch bias U
was 5 kV; in Fig. 13, 9 kV. The field is given in EEV; the true field is EEV divided by the

gap distance, which in this case is 6 mm. The time is relative to the IR translation stage

position; 0 ps is -200 ps before the arrival of the IR pulse and the stage can scan out to 3
1 ns after IR illumination begins. At 0 ps, the field across the switch is essentially

uniform, as expected. As time progresses, the field collapses. For 5 kV bias, the collapse I
is almost complete, except for the enhancement near the contacts. At 9 kV, the situation is 3
much different; the field collapses only to 3 kV EEV. There is still a field of -3 kV/cm

across the switch, 1200 ps after illumination. 3
Figure 15 shows a series of lineouts from surface field images of the 6-mm GaAs

switch, taken through the center of the image, perpendicular to the contact faces. These I
illustrate the progressive collapse of the surface field in time for various illumination

schemes. Switch bias was 8 kV. Single-side illumination is characterized by a wave front

that propagates across the switch. In Figs. 15(a) and 15(b), the field collapses from the i

illuminated contact to the nonilluminated contact in time as the region of conduction

propagates from the region of photogeneration. In Fig. 15(c), both sides were illuminated. 3
For both-side illumination, the field collapses more quickly and to a lower final value than
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for single-side illumination, as in Figs. 15(a) and 15(b). The rise time is faster and the

efficiency is higher for illumination through both contacts. This is an important

engineering consideration. The field enhancement exhibited in Figs. 12, 13, and 14 can

also be observed in these lineouts.

Some of these observations can be made more quantitative by defining an electro-

optic switching efficiency. A standard measure of switching efficiency would be what

fraction of the dc bias is switched to the load. A perfectly efficient switch would be driven

completely conductive and the bias voltage would appear across the load. No electric field

would remain across the switch electrodes. The electric field across the switch can be

imaged electro-optically, and an electro-optic switching efficiency, 1T, can be defined:

7"1 = ITBij = (1/N) [E'ij-Eij(t) /E'ij ] , (7)

N N

where the summation is over the total number of active pixels (pixels outside the electrode

gap have been ignored); E'ij is the electro-optic image element with no IR light present; and

Eij(t) is the electro-optic image element at a time delay t as determined by Eq. (7). The

restrictions on the summation are that if

0 > E'ij -Eli(t), (8)

corresponding to a field enhancement, i", was set equal to zero (i.e., it was considered to

be an element that had not undergone switching) and if

E'ij - Eij(t ) > E'ij , (9)

implying a negative oscillation in the surface electric field, the efficiency at that point, 11,

was set equal to one. The parameter, i", is a measure of how much of the dc field has been

switched. 11 would equal the real switch efficiency if it were possible to integrate through

21



I
I

the entire switch volume. This is impossible for these experiments. The quantity rl tells us

what is happening at one plane in a 3-D device. It is difficult to relate quantitatively to the

total switched current at the load. However, it is the best available measure we have of the

internal dynamics of the photoconductive switch. Figure 16 shows the electro-optic I
efficiency as a function of the setting of the optical delay line for several applied fields in

the case of two-side illumination. The most striking feature of this graph is that the

switching efficiency drops as the field increases. Figure 17 shows this trend continues

with single-side illumination at two different intensities. In particular, at an illumination

intensity of 2.1 mJ/cm 2, there is sufficient light to switch a field of 6.7 kV/cm with 90%

efficiency. At the same intensity, a field of 15 kV/cm is switched with only 40%

efficiency. Figure 16(a) shows that increasing the intensity to 3.8 mJ/cm 2 increases the I
efficiency to only 50% at 15 kV/cm. The rise time of the switch also decreases as the light

intensity is increased. I
PHOTOCONDUCTIVE SWITCHING: LOCK-ON

GaAs surface switches were also investigated using the surface geometry. The I
principle focus of this work was the investigation of Lock-on behavior in GaAs. In GaAs

the photo-generated electron hole pairs should recombine in about 1 ns. This should limit

the duration of electrical pulse delivered with GaAs switches. Lock-on is the phenomenon

where GaAs switches remain in the conducting state for a long time (hundreds of

nanoseconds) after the optical excitation. The bias field has to be greater than a threshold

value of 3 to 8 kV/cm depending on the material preparation. Typically, there will be a

voltage drop across the switch in this state equal to the gap length times the threshold field. I
The lock-on behavior has several interesting features. Lock-on can be triggered with very

low light levels and it has the potential for producing long duration from GaAs switches.

However, lock-on is not well understood and the electro-optic imaging system can explore 3
its physical dynamics.
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The switches used in this study were supplied by Sandia National Laboratory.

They were 2.5 mm wide and had a gap of 2.5 mm. The switches had an electron mobility

of 7000 cm 2/volt-sec, an impurity concentration of 107 cm-3, and a lock-on threshold of

4 kV/cm. To eliminate any complicating effects due to impurity concentrations the

photoconductive switching was done with 532-nm light ,which has an energy greater than

band gap. This necessitated converting the optics to interchange the pump and probe.

Because lock-on is a phenomenon which occurs several nanoseconds after optical trigger

pulse, the measurements were taken out to 6 ns after the trigger.

The measurements reveal a very complicated behavior. If one looks at the electric

field averaged over the whole switch, the two distinct patterns emerge. Below the

threshold for lock-on, the field collapses uniformly in roughly the full width half maximum

(FWHM) of the laser pulse. The rapid collapse is followed by a rapid recovery of the order

of a few hundred picosecond followed by a slower recovery to the initial bias field in about

5 ns. This trend is illustrated in Fig. 18. This is the average electric field along a line

parallel to contact and through the center of the switch.

Above the threshold for lock-on the behavior is much more complicated. The field

collapses and starts to recover as in below threshold case. However, at about I ns the

begins to collapse again. The second collapse of the electric field across the switch is much

slower than first optically induced collapse. It is also not monotonic. An oscillatory

structure is superimposed on the decay of the electric field. This second decrease in the

electric field is apparently associated with the lock-on state. Oscilloscope traces for a

current probe at the output of the switch indicated that conduction through the switch

continued longer than would be expected from that determined by the recombination of the

electron-hole pairs. Figure 19. which is similar to Fig. 18, illustrates the gross features

described above.

This graph reveals only a small portion of the complex behavior of these devices.

Figures 20, 21, and 22 show three different elecro-optic images at different times after
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illumination. The images have been manipulated such a dark region in the active switch

area indicates the absence of an electric field greater than 2 kV/cm. A white region indicates

the presence of an electric field greater than 2 kV/cm. The areas above the metallic contacts

have arbitrarily be set to white. Figure 20 shows the electric field at the peak of the photo- I
induced conductivity. The active area of the switch is uniformly black, indicating complete

switching, and the edges of the contacts are clearly delineated. At time beginning about

1 ns after complete switching has occurred the electric field develops an 2-D structure. In 5
some places the field has collapsed and in other places it has increased to values which may

even be greater than the original applied field. In Fig. 21, which occurs 1.8 ns after 3
Fig. 20 the electric field is concentrated near the high voltage contact. A region of low

field, which could indicate the presence of carriers in the underlying semiconductor, I
extends out from the low voltage contact. Although the fields are changing everywhere 3
there is a preponderance of images where the electric field is enhances at the high voltage

contact. Figure 22 show another state that the field can evolve into. A region of low field 3
or high conductivity extends from the low voltage contact to the high voltage contact. Note

that this region is only about 25% of the active area of the switch. This may indicate that U
the current is being carried in channels through the switch in the lock-on regime. This

could seriously degrade switch performance in the long term. U
SURFACE BREAKDOWN STUDIES

In the course of testing the 2.5 mm GaAs switches, it was noticed that the switches

were damaged by surface arcing at applied voltages above 7 kV. An experiment was set up

to observe the surface breakdown. A the sample was biased with a 400 ns, 9.5 kV voltage I
pulsed that could be at a variable time with respect to the laser pulse. The 532 nm second 3
harmonic was used to probe the electric field. The Aectric field was probed at times

starting from before the voltage pulse was applied to the end of the voltage pulse at 2 ns 3
intervals. Since the switch was breaking down during the voltage pulse, it was hoped that
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at least one of the electro-optic images would capture the switch in a breakdown event. To

guarantee that the switch was not damaged by the arcing, a high-power IR laser pulse

illuminates the switch 5 ns after the green light probes the field. This pulse was to truncate

the field. There must be some time delay between when the voltage pulse is applied and

when the switch breaks down. This time should be of the order of the gap (25 cm) divided

by the electron velocity (107 cm/sec). This is a few tens of nanoseconds. To verify when

a breakdown event occurred, the voltage across the switch and the current through the

switch were monitored with a transient digitizer for each shot. Judging for the physical

damage induced on the switch surface, arcing did occur. The current probe showed that

photo-induced current spike was followed a broader secondary current spike. It was not

clear whether the secondary spike was caused by the lock-on effect or surface arc. The

carriers in GaAs recombine so quickly, it is possible for the switch to close and re-open

before the voltage pulse ended. This would allow a surface breakdown to happen even

though the field had been briefly truncate. In either case, the interesting event occurred

after the probe pulse had sampled the electric field.

To clarify the situation, a silicon photoconductive switch was placed in parallel with

the GaAs. This switch was used to truncate the voltage pulse. Silicon has a long

recombination time, therefore it is guaranteed to hold the voltage across both switches at

zero after it has been triggered. In this configuration, no secondary current peaks were

observed and there was no physical damage due to surface arcs. It is clear that the surface

arcs were caused by the optical switching. This is plausible when viewed in the context of

the experiments and theory, described below, on photoconductive switches biased just

below arcing threshold. There are field enhancements at the contacts and, at least in the

experimental case, the enhancements propagate out from the contacts and seem to evolve

into current channels. At higher voltages the enhancements will be larger and the channels

may constrict more. This could lead to filamentation and the arcing.
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ANALYSIS

A number of important features about how GaAs photoconductive switches operate 3
can be discerned from this work. The first is that the electric field is enhanced at the

negative high voltage electrode and collapses most slowly there. This type of behavior was I
seen in both types of contacts tested. Similar behavior has been predicted to occur at both

contacts for uniformly illuminated silicon switches with ohmic contacts. 12 The field I
enhancement, in that case, was shown to be due to rapid carrier sweep-out at the ohmic

contacts. In particular, the enhancement was strongest under the solid portion of the high

voltage contact. A corresponding enhancement was not observed on the ground side 3
electrode (positive with respect to the high-voltage pulse). The enhancement could be

reduced in the perforated region by increasing the light incident on the high voltage contact. I
This enhancement was seen in all samples and showed some increase with the numbers of U
shots applied to the sample. Some of the nonuniform enhancement may have been

associated with the long term degradation of the contact (>2 x 104 shots). The

degradation was due to arcing from the perforated region to the solid region of the Ni:AuGe

contact. The arcing only occurred if the GaAs was switched. I
It was seen that the switching efficiency of GaAs decreased with increasing voltage.

Increasing the number of carriers by increasing the IR illumination energy by a factor of -2

did not significantly improve the electro-optic switching efficiency. This suggested that 3
this was predominantly a field effect. This was confirmed by the observation that, for

constant bias voltage, the switching efficiency increased with increasing electrode spacing. 3
The switching efficiency should not be a function of the bias voltage if the mobility is not a

function of field. The switch was mounted in a transmission line geometry. The voltageI

switched to the load, VL, is given by the expression: 3

VL = (Z/2Z + r) VBIAS, (10) 3
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where r is the switch resistance, VBIAS is the bias voltage, and Z is the impedance of the

bias and load cables, which was 50 Q for these experiments. The switch resistance, r, is

given by

r = (voltage across switch/switch current) = (E/JA), (11)

where J is the total current density, 1 is the electrode gap spacing, and A is the illuminated

area of the contact. J can be written J = neitE, where n is the density of photogenerated

carriers, e is the electronic charge, and g. is the sum of carrier mobility for bipolar

conduction carrier mobility. The relative amount of voltage switched to the load,

VIJVBIAS, is then:

VLIVBLS = Z/[2Z + (1/Aneit)]. (12)

There is no explicit field dependence in Eq. (12). Field dependence can only enter through

the mobility, gt. Equation (12) can be verified by measuring the current at the load, IL ,

versus bias voltage. Since

IL = VJ.Z = [1/2Z + (1/Anep.)] VBIAS. (13)

It should be a linear function of VBIAS for a given carrier density (i.e., optical

illumination). Figure 23 illustrates results of measurements of IL versus VBIAS for various

optical energies. The linear relationship between IL and VBIAS is verified for bias voltage

up to 5 kV, as shown in Fig. 23(a). Figure 23(b) gives I-V curves for bias voltages up to

9 kV. The I-V curves deviate from linear behavior at high bias (>6 kV): the switch

resistance increases as the bias increases. This deviation from linearity coincides with the

onset of negative differential resistance (NDR) in GaAs. 13 In the NDR regime, the

analysis leading to Eq. (13) does not hold. We should not expect and do not see a

continuation of the linearity between voltage and current. It must be emphasized that the

measurements of the current shown in Fig. 23 lack the temporal resolution of the electro-
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optic sampling. They cannot reveal temporal structure in the leading edge of the pulse.

Thus there is at least circumstantial evidence to suggest the observed decrease in switching

efficiency with increasing voltage may be due to NDR. Above 4 kV/cm, the electron drift

velocity in GaAs decreases as the electric field increases. Since the current is proportional

to the drift velocity, this represents an effective increase in switch resistance. This

observation has important implications for the use of photoconductive switches in pulsed

power applications. In many cases, the trend has been to push the breakdown limit in these

devices to achieve the highest switch electrical energy for the minimum optical energy.

These results indicate that switches with longer gaps, and lower field may be more efficient

in terms of switched voltage to pump energy, at least in the purely photoconductive mode

of switching at pulse durations of 1 ns or less.

A computer model of photoconductive switch behavior that is based on the

semiconductor device equations has been developed to explore the nonlinear behavior of

photoconductive switches. The time-dependent, drift-diffusion equations and carrier

continuity equations were appropriately modified to represent a photoconductor in

operation. The coupling between carrier drift and electric field is completed through

Poisson's equation. The model equations are solved numerically with boundary conditions

and operating parameters that are consistent with high-speed switching of a practical, high-

voltage, photoconductive switch in an external circuit. High-field, non-linear effects, such

as negative differential resistance (NDR) in GaAs, are included in the model. Computer

simulations of transient photoconductivity in high-power GaAs and Si switches were done

for various bias volt-ge and optical illumination conditions for which we measured electro-

optic images. I

MODEL FORMULATION U
On the time scale of ultrafast, high-power photoconductive switch operation, 3

picoseconds to nanoseconds, transient photoconductivity is governed by the generation,

U
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recombination, and transport of carriers. Hot electron effects, drift velocity overshoot, and

other non-equilibrium processes such as inter-valley transfer of electrons are significant on

a subpicosecond, or femtosecond time scale, and need not be included in a model of high-

I voltage switch operation on a picosecond time scale. For example, the carrier mobility, i,

is assumed to have reached its steady-state value so that DC measurements that depend on

the drift velocity versus field relationship, e.g., an I-V curve, are valid.

I Using the drift-diffusion/carrier continuity model, Iverson has previously modeled

photoconductors operating in a non-switching, or small-signal, mode where the potential

I across the switch does not vary appreciably, 14 and the switching, or large-signal mode,

where the bias voltage across the photoconductor is quickly switched to an external load. 12

I This photoconductive switching model dealt with large-scale, practical high-power

I switches, but did not include non-linear carrier mobility. Weiner et al. have also presented

a solution to the semiconductor equations in high-bias switches for the linear mobility

I regime. 15 This model did not include carrier diffusion. White et al.16 have constructed a

computer model of high-bias photoconductive switching, numerically solving the drift-

I diffusion/carrier continuity relations, that includes non-linear mobility, but this model deals

only with micron-scale device lengths and relatively low bias voltages (< 1kV) and is not

capable of simulating a more realistic, cm-scale device with multikilovolt bias voltage.

Sano and Shibata have presented a very complete, 3-D model of ultrafast switches in

microstrip lines, 17 but this model is limited to 100 gLm size devices and total simulation

times of only a few ps by computer memory requirements and results were only presented

for a 2.5 V bias voltage. To best knowledge, the model presented here is the first

I numerical solution of the semiconductor device equations capable of simulating ultrafast

I photoconductive switches under operating conditions consistent with realistic pulsed-power

applications that includes non-linear carrier mobility.

I The carrier continuity equations for the electron density, n(r,t), and hole density,

p(r,t), are
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a = G(r,t) - Rn(rt) + e V J(rt) (14)

• = G(r,t) - Rp(r,t) - e V7. Jp(r,t), (15)

where G(r,t) is the electron-hole pair generation rate, Rn(r,t) and Rp(r,t) are the electron I
and hole reduction rates, and Jn(r,t) and Jp(rt) are the electron and hole current densities.

The current densities are given by the drift-diffusion model as

Jn(r,t) = epn(r,t)n(r,t)E(r,t) + e DnVn(r,t) (16) I

Jh(r,t) = eih(r,t)p(r,t)E(r,t) - e DhVp(r,t), (17)

where E is the electric field, gn(rt)and gp(,i) are the electron and hole mobilities, and Dn

and Dp are the electron and hole diffusion coefficients given by the Einstein relations as

Dn(r,t) = gn(rt) e (18)

Dp(r,t) = gp(r,t) kT (19) I

gn(r,t)and gp(rt) are functions of space and time through the field dependence of the I
mobility. I

The total charge density, p(r,t), is given by the sum of the electron and hole

densities as

p(r,t) = e[ p(r,t) - n(r,t)]. (20)

The electric field, E(r,t), is written in terms of the electric potential, 1(r,t),as I
E(r,t) = - V'(r,t). (21)

Poisson's equation couples the electric field to the carrier densities through the electric

potential, ', and is written in quasi-static form

V2(x,t)_ p(r,t) = - [ p(r,t) - n(r,t)]. (22)

I
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where e is the dielectric constant of the switch material, which is treated as a scalar

constant.

Photoconductive switches are simulated as 1-D devices in terms of current flow and

effects perpendicular to the applied bias field are of second order and may be neglected.

Thus, the vector r becomes the scalar x. Also, as the photogenerated, or excess densities,

are typically many orders of magnitude greater than the thermal equilibrium densities, the

carrier densities in Eqs. (14-22) can be considered to be the excess densities, with the

small thermal equilibrium values of the electron and hole densities neglected. This system

is solved for the particular functions, R(x,t) and G(x,t), and initial values and boundary

conditions appropriate for photoconductive switch operation.

Diffusion of carriers is included in the model even though the applied bias voltage is
kT

vastly greater than the thermal voltage, --- , which is -0.03 V at room temperature. It

would appear that the drift component of the current would dwarf the diffusion term.

However, as the electric field collapses to a very low value when the switch closes, the

diffusion current can become comparable to the drift current. Also, diffusion is significant

if very large carrier density gradients develop, as is expected to happen near the switch

electrodes.

The function G(x,t) represents the optical generation of carriers. Its form depended

on the particular illumination scheme that was simulated. In all cases, the number of

carriers created was assumed proportional to the optical energy absorbed and the optical

pulse was assumed to have a normalized Gaussian temporal profile.

In general, G(x,t) can be written

N (t-3a)
2

G(x,t) = O(x) e- 2a2  (23)
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where No is the total number of photons in the optical pulse, a is the temporal variance of

the optical pulse (a = fwhm ), and O(x) will depend on the particular spatial illumination

scheme. Overhead, or broadside, illumination, and end-on, through the contact,

illumination were simulated. For end-on illumination, t in Eq. (23) is replaced by t -+ t - I
x/c to represent a Gaussian pulse propagating through the switch from x = 0, or t -- t - (I -

x)/c for a light pulse propagating from x = 1. The amount 3a is subtracted from t to shift

the peak optical intensity away from t = 0 so that illumination begins at -1% of the peak

intensity. For uniform overhead illumination, O(x) is given by

(x) d (24)

where A is the area of the conducting region of the switch, and IA is equal to the

conducting volume.

For a normalized Gaussian spatial profile,

I I (x-ctr) 2  I
OWx - b4x/2_n A e 2b2  (25)

where b is the spatial variance of the optical beam, and ctr is the center of the illumination.

Asymmetric illumination can be simulated by giving ctr a value other than 1/2. For end-on I
illumination through x = 0, O(x) is written 3

a5 -ax

OW = 9 e (26)

where a is the absorption coefficient of the semiconductor for the optical pulse. For

illumination through x = 1, x in Eq. (26) is replaced by x -- I-x. 3
The function R(x,t) represents the reduction of carriers through recombination

processes. A simple expression is used for R(x,t) where I
Rh(x,t) = p(x,t) (27) 3

I
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Rn(x,t) = n(x,t) (28)

with t as the carrier recombination time.

The electric field dependence of the carrier mobility is included in the model. It is

necessary to include this non-linear effect to properly simulate photoconductive switching

at high-bias fields. The field-mobility relation for GaAs used by Horio et al. 18 was used in

this model. For Si, the relationship given by Sze was used. 19

The switch electrodes are located at x = 0 and x = e. The contact at x = 0 is

connected to ground through the load resistor. The high-voltage bias is applied at x = 1.

The contacts are assumed to be perfectly ohmic, with infinite surface recombination

velocity. The carrier densities at ohmic contacts will be the thermal equilibrium values; the

excess densities will be zero.2 0 The switch is assumed to be in thermal equilibrium before

illumination at t = 0, so the excess densities are zero at t = 0. These conditions can be

summarized

n(o,t) = n(W,t) =- 0 (29)

p(o,t) = p(Itt) a 0 (30)

n(x,0) = p(x,0) a 0. (31)

The electric field is assumed to be continuous across the contact boundary, as is the

current density, in general For special simulations of no current injection at the contacts,

the contact current is set equal to zero.

The electric potential boundary conditions are somewhat more complicated. A

derivation of boundary conditions on the electric potential, TF, is used which accurately

represents the operation of a high-speed photoconductive switch. This formulation follows

closely that given by Iverson. 12

tTv(1,t) = SF- ({E(xt)[pgn(x,t)n(x,t)+itp(x,t)p(x,t)lax)

33



I

-
1-[P~~-vo. (32)

Equation (32) gives a mixed, global boundary condition for W(t,t) which must be

integrated with the transport equations. This boundary condition correctly accounts for the

integrated displacement current and is, thus, valid for high-speed switching simulation.

The equations are first put into a discrete form using a finite difference I
representations. Centered difference representations 21 are used for the density gradients,

second derivative of the potential, and potential gradient. The divergence of the current

density in the continuity equations is represented using an upwind-differencing scheme. 2 2

The spatial discretization is carried out on a uniform mesh, dividing the domain (0,I) into

500 equally spaced mesh points. A fully explicit, forward time finite difference scheme is

used for the time derivatives in the continuity equations

BULK SWITCH MODELING

The switching of the bulk GaAs switches with gridded electrodes obtained from the 3
U.S. Army Electronic Technology and Device Laboratory was simulated. For these

switches, illumination through the electrode grid was modelled by a propagating Gaussian

optical pulse using the generation functions described earlier. The program parameters

were: I = 0.6 cm or I = 1 cm; the conducting area, A = 0.1 cm; Er = 13.1; and the

absorption coefficient, a = 1.39 cm. These parameters were chosen to represent the actual 3
switches that were used in experiments. The value of A was the measured optical beam

size. a was measured at LLE for the samples provided. The applied optical pulse energy I
was 100 g±J resulting in carrier densities of -10 16/cm 3. The optical pulse variance was

200 ps.

A spatial profile of the electric field for one side illumination at various times and an

applied bias voltage of -9 kV is shown in Fig. 24. The electric field collapses in time from

the ground contact to the negative high-voltage contact as the optical pulse propagates I

I
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through the switch. The field is seen to "compress" as it collapses, forming a field peak at

the contact opposite illumination. This simulation is consistent with the electric field

profiles obtained experimentally for this illumination scheme with the electro-optic imaging

system. The field is compressed until, at 1200 ps, NDR effects take over. This results in a

sharp field gradient and rise in the field at the contact. This agrees well with the

experimental results in Fig. 15(b).

Illumination through both the ground and negative high-voltage electrodes was also

simulated. The calculated electric field profiles showed uniform collapse as in Fig. 15(c).

The simulated switching with two-side illumination was considerably more efficient than

one-side illumination, with more complete field collapse and faster rise time, also in

agreement with the experimental observations. The observed field peaking at the contact

was not reproduced in the simulations. But we believe that is due to geometric

considerations.

The gridded contacts on the switch had areas of bare GaAs and thus could not

represent ohmic contacts. To simulate this, the boundary conditions on the current density

were altered to represent contacts that would not pass electrical current. Two-side

illuminated switches with non-injecting contacts were simulated. The calculated electric

field profiles for this case showed the same uniform field collapse as the injecting case

except for an extreme field peak at the negative high-voltage electrode. This peak is

-20 times the applied bias field. As the electrode is gridded, there will be some areas of

the electrodes that are metallized and pass current and open areas that do not. The

simulations suggest that there will be a significant potential difference between the injecting

I and non-injecting regions. This explains the observed arcing between the non-metallized

and metallized areas. The simulations only show peaking at the contacts if the contacts are

noninjecting. Experimentally we observed that increasing the light under the contacts

reduces the field enhancement there. This is also in agreement with the simulation.
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The observed decrease in the electro-optic switch efficiency was not recreated in the

simulations. They do not show significant field remaining across the switch after several

nanoseconds. On the basis of this computer model, the observed decrease in electro-optic

switch efficiency is not due to negative differential resistance in the photoconductive I
switch. The failure of the program to recreate the reduced switching efficiency is most

probably due to the fact that the gridded electrode switches do not lend themselves to a I -D

analysis. To properly simulate the bulk switches with gridded electrodes, it would be

necessary to model the conducting and non-conducting channels created by the electrode

grid. There is probably considerable vertical structure that effects the field profile, as well.

Simulation of these effects would require a 3-1) model, which would be practical only if a

supercomputer were available. Also, the field probe can only access the switch field at the I
switch surface and the surface field may not be a true measure of the internal field structure

for switches with such considerable vertical structure. I
LOCK-ON MODELING

The computer program cannot fully describe the behavior we are observing in the I
surface GaAs switches biased above the lock-on threshold. The model is only 1-D and

therefore cannot explain two-dimensional phenomenon like channeling. In addition, lock-

on requires some mechanism for generating carriers to carry the current after the initial

photogenerated carriers decay. No such mechanism has been incorporated into our model.

Given these limitations the model does a spectacular job of modeling the experiments.

Using the experimental Gaussian illumination profile, the model shows the field collapses

in the center of the switch first. The speed of the electric field collapse accelerates when the I
local electric field falls below the threshold for NDR. Figure 25 shows the simulated

electric field across the switch. The field roughly follows the Gaussian distribution of

carriers until the NDR threshold is reached in the center. Then the filed at the edges

remains high while the center collapses. In Fig. 26, the same simulation is carried out to

I
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longer times. (Note the logarithmic vertical scale.) When the condition arises that the local

electric field is increasing (above the NDR threshold) and the local carrier density is

decreasing, regions of enhanced field called Gunn domains nucleate. The model shows

that these domains nucleate primarily at the negative high voltage contact as we see

experimentally. It is likely that the enhanced field at the negative high voltage contact

shown in Fig. 26 is a manifestation of a Gunn domain.

The secondary collapse of electric filed is not duplicated in these experiments for the

reasons stated above. It would be easy to conceive of adding a mechanism such as

avalanche carrier generation or field dependent ionization of traps which operates in these

high field region to generate the addition carriers.

CONCLUSION

The electro-optic imaging system is now in full operation. It has been used to

observe the dynamics of photoconductive switching in Si and GaAs. Silicon has been

found to be a rather simple photoconductive material. The field collapses with the integral

I of absorbed optical energy. There are no anomalies in the field profile after switching.

GaAs is much more complex. Both side illuminated and through the contact illuminated

switches have been studied. GaAs has two distinct regions of operation. At biases below

about 3-6 kV/cm (depending on material preparation), the switch behaves like silicon.

Above 6 kV/cm, the electric field across the switch exhibits transient anomalies.

Specifically, in both geometries, there are field enhancements at the contacts. The negative

contact generally has the greatest field enhancements. These transients may be implicated

the failure mechanism of these switches. GaAs switches can withstand at least 40 kV/cm,

under 10 psi SF 6 when they are not triggered. However, at 28 kV/cm they will undergo

surface breakdown after they have been triggered. Current channeling and local field

enhancements, which have been identified by the electro-optic imaging system, may be
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responsible for arcing. Theoretical modelling has identified the Gunn effect as the prime U
factor leading to the field enhancements.
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The field above GaAs power switches collapses
differently for different illumination schemes
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ABSTRACT

The development of high voltage semiconductor devices has

been hampered by the occurrence of flashover at the surface of

the semiconductor. The physical mechanisms responsible for this

phenomenon are not understood. We present new empirical informa-

tion which clarifies the processes responsible for surface flash-

over in a vacuum ambient by showing clearly that in flashover

* current flows primarily inside the semiconductor surface rather

than in the ambient. This observation is in fundamental

disagreement with the standard model for vacuum flashover of

insulator surfaces.

To Anpear in November Issue of IEEE Trans. Electron Devices
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There has been considerable interest recently in the appli- i
cation of semiconductors to high voltage switching

technology. 1 -21] A primary problem is that in most cases the

switches flashover at the surface under average applied fields

much less than the bulk breakdown field of the semiconductor.

This problem has plagued the development of high voltage solid i
state devices for more than 30 years, [22) but the physical basis

for this flashover phenomenon is still not understood. [15, 23-29]

In this paper we present new empirical information about I
surface flashover of silicon in a vacuum ambient which shows that

in breakdown the current is carried primarily inside the semicon-

ductor. This observation shows that the physical processes

responsible for flashover of silicon are fundamentally different

than those assumed in the standard model for flashover of insula- i
tors. [30 ] [31 ] When breakdown occurs we observe, as have other

workers, visible emission from a plasma in the ambient just out-

side the silicon surface. This plasma may influence the course

of the breakdown, but it does not appear to be the cause of the

breakdown event. This evidence supports the earlier suggestion

I
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of Williams and Peterkin 25 3 that surface flashover might be

caused by carrier accumulation at the semiconductor surface as a

result of electric-field-induced band bending, and that of Thomas

and Nunnally [29] that current filamentation in the semiconductor

surface plays an important role in the process.

I. EXPERIMENTAL SETUP

Fig. 1 shows the experimental setup we used. For all

results reported here the sample was a rectangular prism of nomi-

I nally intrinsic silicon with long dimension 10 mm. The other two

dimensions varied a little between samples and were about

I 7 x 2 mm. The samples were weakly n-type, with a resistivity as

measured with a four-point probe of 1.3-1.6 ka-cm, implying a

carrier density of about 3 x 1012 cm 3 . All samples were ground

I flat, etched chemically with an HF-based etching solution, washed

in deionized water, and blown dry with nitrogen. The etchant

I polished the sample chemically, leaving a shiny surface with con-

siderable "orange peel." The sample under test was mounted

between two parallel-plane copper electrodes, and contact was

made by bonding an indium solder alloy (Indium Corp. Alloy #1E)

directly to the silicon using an ultrasonic soldering iron.

Low-voltage I-V curves of samples prepared this way were straight

lines with slope corresponding to a sample resistivity of about

1.4 ko-cm. The assembly was then indium soldered to a holder in

the vacuum cell. The cell was evacuated with a small turbomolec-
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ular pump and was typically operated at a vacuum of about

10-7 Torr.

Voltage was applied to the sample in pulses. The pulse gen- I

erator consisted of a laser-triggered spark gap which discharged

a length of 50 0 coaxial cable into a matched 50 a resistor,

labeled R1 in Fig. 1. When fired without the sample in place,

the generator produced rectangular pulses of magnitude up to

about 35 kV with pulse length determined by the length of the

charged coaxial cable. The pulse risetime depended on voltage,

and was 15-20 ns for a 30 kV pulse. Jitter was typically 2-3 ns.

One electrode of the sample cell was connected to the generator

as shown, and the other was connected to a 50 0 termination, I
labeled R2. For all data reported here, a 30 kV voltage pulse

was applied across the 10 mm length of the sample, making the

average applied field 30 kV/cm. Capacitive divider voltage

probes, labeled Pl' P2, and P3 monitored the voltage on the

charged electrode of the laser-triggered spark gap, and on both I
sides of the sample. When used with a Tektronix 7834 oscillo-

scope, these probes had overall risetimes of about 1, 1, and 2 ns

respectively. The total sample current could be determined from

probe P3 by dividing the output voltage by 50 0. The current in

R1 was monitored using P4 to measure the voltage across a section I
of the distributed load.

Optical access to the front and back of the sample was pro-

vided by 4.5 and 2 inch diameter fused quartz windows, labeled W1  I
I
I
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and W2, respectively. The sample was mounted so that the broad

faces of the sample were visible through the two windows. A

locally-constructed shutter camera and a Hammamatsu C979 streak

camera were used to record the temporal and spatial development

of optical events in the sample chamber. Both cameras were capa-

ble of near single-photon detection sensitivity. The shutter

camera had a minimum shutter time of about 5 ns. The time reso-

lution of the streak camera depended on the streak speed and the

width of the entrance slit, and varied from less than 1 ns to

about 15 ns. The time scales of the electrical and optical diag-

nostics could be synchronized to within about ±1 ns, but in many

cases the effective time synchronization was limited by the tem-

poral resolution of the camera. In most experiments a spherical

I mirror, labeled Ml, was placed behind W2 to provide an inverted

image of the back side of the sample which could be recorded by

I the cameras simultaneously with the image from the front side.

I The effective optical aperture for all photos was determined by

the focusing lens, and was f/8.

II. EXPERIMENTAL RESULTS

Fig. 2 shows a sequence of shutter photographs of the emis-

sion recorded during flashover, and a typical breakdown current

oscillogram. The sample had undergone fewer than 30 shots.

Except for changes in the delay between the arrival of the vol-

tage pulse and the onset of the rapid current rise signaling

I
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breakdown, photos and current traces from samples which had

undergone many more shots (up to 1000) were similar. In many

cases the "aged" samples developed preferred breakdown paths

whereas the breakdown path for "new" samples varied randomly from I
shot-to-shot. Both front and rear views are shown in Fig. 2,

with the rear view being inverted by the optical system. The

positions of the edges of the sample for both views are indicated

in the figure by white dotted lines. The shutter camera was

capable of acquiring only one photo at a time, so these photo- I
graphs are each of a different shot. There was substantial

shot-to-shot variation, but the photos are representative of the

sequence of events. The shutter time was =5 ns, and the time

when each photograph was taken is shown in the representative

current trace in Fig. 2d. 3
Fig. 3 shows streak photographs of two breakdown events.

The horizontal dimension of the photos just spans the length of

the sample, and time increases downward. In order to see events I
from the entire surface of the sample, a cylindrical lens was

used to focus emission into a narrow, slit-shaped region. Since

no entrance slit was used, the time resolution was determined

from the dimensions of this region and was about ±4% of full

scale or 3.5 and 14 ns for Figs. 3a and 3b respectively. In Fig.

3a a spherical mirror was used behind the sample to record the

emission from both broad faces. Since the image of the rear face

is inverted, a front moving from left to right appears to move

I
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from right to left. This feature helps to separate events occur-

Iring on the two faces. In Fig. 3b emission is seen from only the

front face because the rear mirror was blocked.

The first optical event observable in Figs. 2a and 3a is a

small spot of light appearing near the cathode about 20 ns after

the arrival of the voltage pulse at the sample. By reversing the

polarity of the applied voltage pulse we verified that the spot

is associated with the cathode and not with a specific contact on

the sample. In all cases for which we have data, this first

I emission appeared after (typically -10 ns) the start of the rapid

current rise signaling breakdown. Within 10-50 ns after the

I appearance of the cathode spot, emission spreads to other areas

of the sample surface, moving roughly as a wavefront with a speed

in the range 1 - 5 x 107 cm/sec. As seen in Fig. 3b, the motion

was often sporadic, and the luminosity was non-uniformly distri-

buted across the sample surface. Emission also often appeared in

midgap, initially unconnected to either electrode. Fig. 2b shows

a shutter photograph of such an event. Shutter photographs such

as those shown in Fig. 2 show that the emission is localized to

one, or at most a few, channels.

Fig. 4 shows typical oscillograms of the current in a sample

during the earliest stage of breakdown, as measured by P3. The

trace in Fig. 4a was obtained from a "new" sample (< 10 shots),

and that in 4b from an "aged" sample which had been subjected to

=1200 shots. The first prominent peak in both traces is due to
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capacitive coupling, and provides a convenient time marker since

it results from the arrival of the voltage pulse at the sample.

For the "new" sample, a rapid current increase signaling break-

down occurred within 10 ns of the arrival of the voltage pulse at I
the sample. For the "aged" sample, on the other hand, a current

rising slowly from about 2.7 to more than 6 A flowed for =60 ns

before the rapid current rise signaling breakdown appeared. For

"aged" samples the delay time to breakdown varied randomly from

shot to shot over a typical range of 100 ns or more. It is i
interesting that for a series of consecutive shots the portions

of the current traces before the rapid current rise signaling

breakdown were quite repeatable. On one such sample, these por-

tions could not be distinguished from each other for traces from

ten consecutive shots.

The initial sample current of 2.7 A seen in Fig. 4b is that

expected from a sample with a volume resistivity of 2.3 ko-cm.

Low-voltage I-V curves of the same sample, both when "new" and I
"aged" were straight lines with slope corresponding to a resis-

tivity of 1.4 ko-cm. This discrepancy may be due to the con-

tacts, or it may reflect the thermal carrier generation rate.

Current limitation due to the contacts would be consistent with

our observation of luminous emission from t.e cathodic contact,

and with the results of Donaldson et. al.E 0 ] who found the elec-

tric field in a silicon sample under similar conditions to be I
non-uniform along the gap axis, with the largest field near the

I
I
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contacts.

The increase in breakdown delay with number of breakdown

events evident in Fig. 4 was seen in all samples we studied. For

one sample, after about 1000 shots breakdown almost never

occurred during the 250 ns charging pulse. The "aging" effect

could be partially reversed. The delay could be reduced substan-

tially by simply leaving the sample under vacuum (=10- 7 Torr)

overnight, or by admitting dry grade N2, 02, or atmospheric air

to the cell. For these treatments, the sample could usually be

"aged" again through the application of several hundred addi-

tional shots. The sample could sometimes be cycled in this way

several times.

The effect on breakdown of Exposure to air is shown in Fig.

5, where the delay times to breakdown are plotted for 50 consecu-

tive shots for an "aged" sample which had already undergone about

700 shots. The delay for these shots is highly variable. Also

shown in the figure are the delays for the following 50 shots

obtained after the sample had been exposed to atmospheric air for

two days. The delay is much less variable, and is clearly less

on the average than before exposure to the air.

We observed an interesting effect of illumination on the

breakdown of "aged" samples. In one such sample, breakdown

almost never occurred in the absence of illumination during the

S 250 ns voltage pulse. We carried out experiments in which a
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small portion of the laser beam used to trigger the laser-

triggered spark gap in the main pulse generator was used to

illuminate diffusely the front surface of the sample. A portion

of the main beam was split off, attenuated, and directed into a i
diffuser. The light scattered from the diffuser uniformly

illuminated the front surface of the sample located inside the

test cell. The laser pulse was about 15 ns long and struck the

sample 10-20 ns before the arrival of the high voltage pulse.

For intercepted illumination energy greater than some value which I
we estimate to be about 1 pJ, breakdown occurred within 5 ns of

the arrival of the high voltage pulse at the sample. By reducing

the energy below this value, the breakdown delay could be

increased continuously. For a fixed laser illumination energy,

the jitter in the breakdown delay was less than 5 ns. Surpris- i
ingly, it appeared that the 1064 nm fundamental wavelength of the

Nd:YAG laser was more efficient at inducing breakdown than was

the 532 nm second harmonic. i

CW illumination from an incandescent 40 W light bulb in a

desk lamp could also be used to decrease the breakdown delay time

in an "aged" sample. For the sample shown in Fig. 5 after it had i

been "aged" and "rejuvenated" several times the delay was con-

stant at 50 ± 5 ns. For full rated voltage on the lamp, break- I
down occurred within i0 ns of the arrival of the high voltage

pulse at the sample. The delay could be continuously increased

by decreasing the lamp voltage.

i
i
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III. DISCUSSION

In the commonly accepted model, surface flashover of insula-

tors in a vacuum occurs as a result of breakdown of gas desorbed

from the surface of the insulator. [30][31] Electrons emitted from

the cathode are responsible for desorbing this gas and for ioniz-

ing it through electron impact excitation, and the flashover

current flows in the resulting plasma. Our results show very

clearly that this model does not describe flashover of our sili-

con samples. Besides ionizing the atoms of the desorbed gas,

electron impact excitation also produces light emission, and such

emission is observed coincidentally with significant current flow

in vacuum flashover of insulators. [32] Microdischarges, a related

phenomenon, are observed in pre-breakdown activity of vacuum

gaps. [33 ] These discharges are thought to result from gas ejected

from the electrodes. Visible emission is observed from these

discharges for currents of the order of 10 MA.

In all cases for which we have data, breakdown started and a

current of several tens of amperes flowed before the appearance

of any visible emission at all. Further, the sample current typ-

ically rose to a value >300 A before emission appeared outside

the region of the cathode spot, and remained between 300-400 A

for 30-50 ns before the gap between the electrodes was bridged

with luminescence. Such currents could not flow through a gas

discharge as assumed in the standard model without inducing visi-

ble emission. Thus, the standard surface flashover model cannot
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describe flashover of our silicon samples. I

Where is the current flowing? It is unlikely that currents I
of this magnitude could be carried by a beam of ballistic elec- 5
trons in the vacuum. Transition radiation is generally observed

at the anode of vacuum gaps for prebreakdown currents greater 3
than about 1 mA/cm2 .[34 We do not see such a emission from the

anode of our gap, even though the current is many orders of mag- I
nitude larger than the reported threshold for emission of transi-

tion radiation. We conclude, therefore, that most of the current

must flow in the semiconductor.

The mechanisms responsible for this current flow are not as 3
clearly indicated. Williams and Peterkin have proposed the fol-

lowing model of surface breakdown in silicon. [25 3 Initially there 3
is a thin, conductive layer at the surface of the silicon sample.

This layer is similar to the inversion layer in MOSFET transis- I
tors, and is produced by carrier accumulation at the surface as 3
the result of band bending induced by a normal electric

field. [35 ] The source of this field might be charge in an insu-

lating surface layer (either fixed charge associated with surface

states or impurities in a native oxide layer), or charge bound toI

the surface of the layer (perhaps through the action of electron

impact). When voltage is applied to the sample a thermal run-

away process ensues in which ohmic heating of the conductive

layer increases conductivity through increased thermal carrier

generation. The ohmic heating increases in turn, leading to 3
I
i
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thermal run-away and breakdown. Although there are some diffi-

culties, the results we report here are generally consistent with

this model.

The question of the origin of the optical emission seen in

the photographs presented here naturally arises. The most likely

source is luminescence from gas evaporated from the semiconductor

surface as the result of heating. Emission would result from

electrical breakdown of the low pressure gas or, possibly, from

excitation associated with the evaporation event. A preliminary

examination of the spectrum of the optical emission showed that

it consists of discrete lines. The only line we were able to

clearly identify was the Ha line of atomic hydrogen. Each shot

caused a pressure rise in the cell corresponding to a liberation

of 1014i0 15 atoms or molecules. Analysis of the gas with a

residual gas analyzer showed mass components corresponding to H,

H2, C, 0, OH, H20, N2 or Si, and SiO. There were also a number

of components which we believe to correspond to hydrocarbon com-

pounds.

A simple calculation [2 5] shows that a uniform (non-

filamentary) heating process is unlikely to induce breakdown

through thermal runaway at the surface on a time scale consistent

with our results for "new" samples. For example, if heat flow

out of the surface conduction layer is neglected, and a surface

carrier density of 2 x 1017 cm-3 assumed, then for an applied

i field of 30 kV/cm and other parameters the same as the room

I
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i
temperature bulk values for silicon, ohmic heating would result

in a rate of temperature rise of about 2.5 x 1010 °C/sec. If we 3
arbitrarily assume that breakdown occurs when the surface tem-

perature has increased by 500 °C, we would predict a breakdown I
time of about 20 ns. While this figure might be considered con-

sistent with the 5-10 ns delay we observe from "new" samples, it

is about the shortest that can be produced using reasonable

values of the parameters involved, and more realistic estimates

of the effect of heat conduction out of the surface layer and of i

reduced carrier mobility due to the surface, elevated tempera-

ture, and high carrier densities would certainly increase it.

The localized nature of the observed optical emission I
implies that the gas is evaporated from channels on the silicon

surface, and suggests that current filamentation occurs inside

the semiconductor. The assumption of filamentary current conduc- 3
tion in the silicon is consistent with surface damage patterns

seen after a number of breakdown events, and is strongly sup- I
ported by electron photomicrographs to be presented elsewhere of

samples after flashover. Thomas and Nunnally have developed a

model of breakdown in which it is assumed that current flows in i

thin filaments at the surface of the silicon, [29) and they show

that simple resistance heating in the filaments can account for 3
breakdown on the time scale we observe.

On the basis of these considerations, we propose that the

following sequence of events is responsible for inducing 3

I
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I
breakdown at the surface of our samples. First, a layer of

enhanced conductivity exists at the surface of the silicon, as

discussed by Williams and Peterkin. [25 3 When voltage is applied

I to the sample, current flows in this layer, resulting in roughly

I uniform heating. After some time, current constriction begins

near the cathode, and current in this region becomes localized to

one or more thin filaments. The enhanced conductivity at the tip

of each filament induces increased heating there, and causes the

filament to grow in length. Breakdown is complete when one or

more filaments reach the opposite electrode.

The current trace from the "aged" sample shown in Fig. 4b is

consistent with this model. The slowly increasing current

observed during the first 60 ns of the voltage pulse is due

partly to bulk conduction, and partly to conduction in the

assumed surface layer. The rate of rise of current is much too

rapid to be due to heating of the bulk material, and is probably

due to heating in the surface layer. The observation that the

current traces from consecutive shots were quite reproducible

during this time is consistent with this uniform heating

interpretation. About 65-70 ns after the start of the voltage

pulse current we believe that constriction began near the

cathode, and one or more current filaments started growing

towards the anode. At this time, the current began to increase

much more rapidly, and about 10 ns later visible emission

appeared from the cathode region.

I
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Current traces such as that in Fig. 2d are also consistent i

with our model. After an initial fast rise, the current rise i

slows and then becomes noticeably flat at a value corresponding

to negligible sample resistance and complete breakdown. The 3
delay time from the application of the voltage pulse until com-

plete breakdown could usually be determined from such current I
traces to within 5-10 ns. In all cases for which we have data, 3
this time of complete breakdown coincided to within about 10 ns

with the time when the visible emission first continuously 3
bridged the gap. Assuming the visible filament to be an indica-

tor of the position of the underlying current filament(s), this i

observation supports the important role in breakdown played by

current filamentation, as postulated by Thomas and Nunnally.
[29 ]

The physical mechanisms responsible for the optical trigger-

ing of breakdown which we observe remain unclear. Enloe and Gil- i

genbach have reported the optical induction of breakdown of a

stressed insulator, [36) but it is clear that this is a different 3
effect than that which we observe for two reasons. First, we

observe induction of flashover by 1064 nm laser radiation with a i
threshold fluence of less than 1 AJ/cm 2 , and even by the radia- i

tion from a 40 W incandescent light bulb; whereas Enloe and Gil-

genbach report a threshold fluence of about 10 mJ/cm2 of 248 nm 5
radiation. They show that the effect they observe is the result

of multiphoton ionization of and subsequent electron emission I
from the surface of the insulator. It is very difficult to 3

i
I
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explain the much lower threshold fluence we observe with near

infrared light in terms of such a mechanism. Second, for the

effect reported by Enloe and Gilgenbach flashover results from

the charging of the insulator surface. Even if some charging

process were operative in our case, the accumulated surface

charge would be minimal bacause the dielectric relaxation time of

our silicon samples is of the order of 1 ns.

The results we report suggest that the triggering of break-

down is the result of enhanced conductivity near the surface of

the sample, which would be consistent with our proposed model.

The observation that near infra-red is more efficient than visi-

ble light in inducing the effect is surprising, however. Perhaps

in the "aged" samples the surface is damaged sufficiently that

light absorbed in the top layer does not contribute substantially

to the conductivity. The infra-red light would penetrate more

deeply to undamaged material and result in a greater increase in

current density.

The physical reasons for the "aging" effect seen in Fig. 4

also remain unclear. The most likely explanation of the effect

is that a surface layer, probably an oxide, plays an important

role in the breakdown. Charging of this layer could result in

the surface-normal fields postulated by Williams and Peter-

kin. (25] Repeated flashover events might remove this layer and

damage the silicon surface, thereby reducing the conductivity of

this surface layer and delaying the onset of breakdown. The

I
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I
procedures for reversing "aging" would tend to regrow this oxide

layer on the damaged surface. An alternate explanation is based

on surface damage. Each breakdown event damages some portion of

the surface of the silicon. Damage would reduce carrier mobility I
in the inversion layer and could introduce carrier traps. Both

effects would reduce the surface heating rate, thereby increasing

the delay to breakdown. This latter explanation is consistent

with the difference we observe between the effects of visible and

infrared illumination on breakdown. 3

IV. SUMMARY U
Our results clearly show that the standard 'iodel of surface i

flashover of insulators in vacuum [30 ] [31 ] does not describe sur-

face flashover of silicon in a vacuum ambient. The physical

mechanism(s) responsible for flashover of silicon are not indi- 3
cated as clearly, but it appears that breakdown proceeds through

heating of the silicon surface, followed by current constriction U
in this layer and the growth of current filaments. These results

support and extend the general models proposed by Williams and

Peterkin, [25 ] and by Thomas and Nunnally. [29 ]  3
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FIGURE CAPTIONS I
1. Schematic diagram of the experimental setup. I
2. Shutter photographs (a, b, and c) and a representative

current trace (d) showing the progress of surface flashover

in a vacuum ambient on a silicon sample which had undergone

< 30 shots. The applied voltage during the pulse was 30 kV U
across a 1 cm sample. Each photograph is from a different

shot, and the current trace is that recorded for the photo in

c). The timing of each photo is shown by the vertical arrows

in the current trace. A spherical mirror was used behind the

sample to provide a simultaneous record of events on both the I
front and rear faces of the sample. The image from the rear

face is inverted. In the photos, the upper photo is from the

front face, the lower from the rear. In each photo, the 3
boundaries of the sample are indicated by the white, dotted

lines. I

3. Streak photographs and corresponding current traces of two 3
breakdown events. The horizontal axis of the photos

corresponds to the spatial dimension along the inter- i
electrode axis, and the vertical to the temporal dimension, i

with time increasing downwards. The vertical edges of the

photos correspond to the positions of the two contacts to the 3
sample, and a cylindrical lens was used to concentrate emis-

sion to a thin line corresponding to ±4%, or about 0.7 i
I
I
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division on each photo. The timing synchronization between

photo and current trace is accurate to within this uncer-

tainty.

a) Streak photo and current trace showing the early stage of

breakdown. The white, dotted line is an artifact intro-

duced to help in determining timing synchronization with

the current trace. A spherical mirror was used behind to

sample to provide a record of events on both faces of the

sample simultaneously. Both images were focussed to a

single line by the cylindrical lens. The image from the

rear surface is inverted, making the front appear to

travel in the opposite direction to that which it actu-

ally travelled. Fronts are seen on both faces in this

photo, both emanating from the cathodic contact (on the

left in the photo of the front surface). It is clear

that visible emission first appeared some 10-15 ns after

the onset of the rapid current rise leading to breakdown.

b) Lower temporal resolution streak photo and current trace

showing the entire course of a breakdown event. In this

case the rear mirror was blocked, and only emission from

the front face is recorded. As in a), the cathodic con-

tact was on the left.

4. Current traces of breakdown events in a) a "new" sample which

had undergone < 10 shots, and b) and an "aged" sample which



-27- I

had undergone l200 shots. The initial peak is due to capa-

citive coupling and reflects the arrival of the voltage pulse 3
at the sample. I

5. Plot showing the delay between the application of the voltage

pulse and the onset of the rapid current rise signaling

breakdown for 100 consecutive shots from a sample which had

already undergone about 700 shots. At the point indicated by I
the vertical arrow experimentation was suspended, and room 3
air was admitted to the cell. After two days the cell was

then evacuated again, and the delay for 50 more shots i

recorded. I
I
I
I
I
I
I
I
I
I
I



C\

IC
IC

ILl
I /)c

Ic

0

I U)U

C 0)

Io >
0 -:

LL-



I
I
I
I
I

______ o I
0

a0 U
- w

o mm
_ '-4 U
V -4

I',
C~2
- #~% II

+

CQ I
o 0 0 0 0 0

0 0 0 0 0 I
(y) iu~un~

+ I

I:?.

I



I (a)

to

Current (A) 1cm

I
I (b)2

si-

0 100 00 300 400+4

I~ 0 2 o0 ~ ~

Current (A) 1 cm

Figure 3



7.1 10

(Alp~ /I2juin



00

0

Co )

C

-o I'

(0U 0.O~aI 00 0eg



II.A

SOME PLASMA PHYSICS ASPECTS OF PULSED
POWER

Alan Garscadden
AF Wright Aeronautical Laboratory

Wright Patterson AFB
Ohio 45433-6563



II.B

RESEARCH RESULTS FROM THE USC PULSE
POWER APPLIED PHYSICS PROGRAM

Martin Gundersen
Dept of Elec. Eng-Electrophysics

SSC-420, MC 0484
Los Angeles, CA 90089



A REVIEW OF SOME RECENT USC PULSED POWER PHYSICS RESEARCH

M. A. Gundersen

Contributors include

Gas Phase

W. Hartmann, G. Kirkman, H. Bauer, R. Liou, H. Figueroa, Y. Hsu

Solid State

J. H. Hur, P. Hadizad, S. G. Hummel, K. M. Dzurko, P. D Dapkus, C.W. Myles (TTU),
and H. R. Fetterman (UCLA)

University of Southern California

Los Angeles CA 90089-0484

INTRODUCTION

The USC program has active solid state and gas phase research activities. These are
described separately, and some of the recent results are summarized below. The most
important single result of the last few years is probably the delineation of the cathode
emission mechanism in the pseudospark and back-lighted thyratron (BLT) - the super-
emissive cathode.

GAS PHASE EFFORT,

By way of review, a schematic of a typical BLT is shown in Figure 1. Two
cylindrical cap electrodes face one another end-on and hold off the applied high voltage
across a narrow gap. The device envelope contains a low pressure (< 0.5 torr) gas, such
as hydrogen, nitrogen or argon.

ToL r Mo Cathode Mo Anode[

cat An

Lz L'2 "* _:--2-5mmn

Figure 1. Structure of a BLT switch with optical triggering through an optical fiber. The switch is filled
with low pressure (0.01-0.3 Torr typical) gas and is triggered by unfocused UV light incident on the
back of the cathode surface. Right. Detail of super-emissive cathode electrode structure indicating the
region that is ion-heated. The super-emissive area is approximately 1 cm 2 .
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Electrons generated by the trigger pulse - optical or electrical - pass through the small i
aperature in the cathode and initiate the discharge.

The BLT and pseudospark have been shown to operate with a self-heated super
emissive cathode producing electron emission current densities >lOkA/cm 2 .
The high cathode emission (>> externally heated cathodes) and current densities obtained in
a non-arcing mode and with a simple, robust structure, strongly encourage consideration of I
new applications. The emission is observed to occur over a surface area = 1 cm2 , and the
cathode operates without forming an arc. This is in contrast to the high current densities
achieved over very small areas in field emission devices and the high, yet rather disruptive,
currents achieved in arc discharges. Although in the past comparable but localized current
densities have been achieved through the formation of filamentary arcs, devices used for
applications (e.g. spark gaps, felt cathodes, and field emission devices) tend to be limited.
Problems associated with arc discharges include the melting, sputtering and cratering of
electrode material, and addition of electrode material to the arc plasma. This new cathode
supports currents that formerly required arc-type devices, such as spark gaps. It appears
feasible to extend performance to devices requiring peak currents over 100,000 A, and
these results suggest that high brightness cathode design may be significantly improved.

Super-emissive Cathode

The pseudo-spark and back lighted thyratron operate with a large-area (-lcm2) i
superemissive cathode (-104 A/cm2 ). The discharge is a superdense glow with a cross-
section of the order of 1cm 2 , rather than an arc. Streak camera recordings show that the
plasma extends radially outward from the center aperture and is homogeneous. Studies of
the cathode with a scanning electron microscope indicate that the discharge produces a
uniform surface melting. The data supports the mechanism wherein the cathode surface is
heated to the melting point by an intense ion beam present during the avalanche phase of
discharge. This high temperature, together with the high field across the cathode sheath, is
responsible for the extremely large and uniform field-enchanced thermionic emission over a I
large area.

Evidence for the anomalously large cathode emission includes scanning electron
microscope pictures and streak camera data. Cathodes studied with a scanning electron
microscope following operation at 6-8KA, -,lmsec pulse length, 105 pulses in a low-
pressure (-27Pa) H2 discharge show evidence of melting of a thin surface layer within aI
radius of -4mm, indicating that the discharge is a superdense glow with a cross-section
area of the order of lcm2 , rather than an arc. The cracks on the cathode surface also
indicate that the surface has been melted, probably to a depth of several micrometers, I
within a very short time interval, subsequently undergoing a very rapid quenching due to
heat conduction into the cold bulk material of the cathode. Streak camera recording shows
that the plasma extends radially outward from the center aperture and is homogeneous and
it is straightforward to clearly distinguish between arcing and glow modes.

Previous studies show that a mechanism, wherein the cathode surface is heated by an
intense ion beam present during the avalanche phase of a discharge, is responsible for the
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cathode emission. In the avalanche phase this ion beam will have an energy related to the
initial voltage of the electrode gap, while during the steady-state phase the beam will have a
lower energy related to the cathode fall voltage. An ion beam with 10-20MW/cm 2 lasting
-100 nsec was shown to be sufficient to heat a thin surface layer ( several mm deep) to a
temperature near the melting point of Mo. A high field ( -10 8 V/cm ) could exists at the
surface in the plasma sheath. The combination of high temperature and field can be a
possibility for this extremely large field-enchanced thermionic emission after the initial
cathode surface heating.

The USC project has demonstrated several new applications of the BLT device. These
include:

Marx bank operation

This is important because it is a proof of principal experiment that demonstrates a
method of optical control that is potentially very important for high power modulators. If
modulators controled through optical fibers can be used for large systems with many
modulators, the methodology for design will change.

The BLT-based Marx bank offers attractive possibilities for improved pulsed power
performance for a number of applications. The BLT has been implemented in a Marx bank
at USC, and has demonstrated switching of > 100 kV, with unsophisticated BLT switches.
There are various possibilities for implementation. For example, high current can be
straightforwardly achieved in a small device, and improved isolation can be obtained by
optical triggering. At USC a small, single aperture device has been operated that switched
81.6 kA peak current in a relatively short (= 400 nsec) ringing pulse (= 75% reverse
current) at 20 kV. Of related importance is that the USC results do not show arc-type
behavior during this experiment.

Modeling of the BLT plasma

Temperature, energy, and densities of two electron distribution function components,
including an isoptropic "bulk" part and an anisotropic beam, have been analyzed for a
hydrogen pseudospark and/or back-lighted thyratron switch plasma with peak electron
density of 1-3x1015 cm "3 and peak current density of 104 A/cm 2 . Estimates of a very
small cathode fall width during the conduction phase and high electric field strengths lead to
injection of an electron beam with energies >100 eV and density of 1013-1014 cm -3 into a
Maxwellian "bulk" plasma. Collisional and radiative processes of monoenergetic beam
electrons, "bulk" plasma electrons and ions, and atomic hydrogen are modeled by a set of
rate equations and line intensity ratios are compared with measurements. Under these high
current conditions, for an initial density nH2-1016 cm -3 the evaluated "bulk" plasma
parameters are electron density of 1-3x10 15 cm-3 and electron temperature of 0.8-1 eV, the
estimated "beam" density is = 1013 - 1014 cm-3. These results suggest the possibility of
producing in a simple way a very high density electron beam.

The purpose of this work is to develop models that provide quantitative information
about electron temperature, energy, and density of two electron components, i.e. an
isoptropic and anisotropic one, in either a pseudospark or a back-lighted thyratron (BLT)
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switch plasma during the conduction phase. It is of interest to understand the plasma
responsible for conducting such a large current and current densities in a glow plasma, both
for the purpose of understanding the inherent limitations of the switch, and in determining
new applications for the plasma and the cathode. The knowledge of the velocity I
distribution is important to analyze transport properties such as conductivity, radiative
processes and the production of particle beams. A quantitative knowledge of the plasma
physics, parameters and properties will be useful for applications that include the
production of particle beams, plasma based particle accelerators and plasma lens devices.

In a high voltage (=10 - 50 kV between electrodes) pseudospark operating with i
hydrogen gas, the initial density of molecular hydrogen nil2 is typically 1016 cm-3 , and the
peak electron density was measured as 1-5x1015 cm "3. In earlier work it was found that a
typical hydrogen thyratron "bulk" plasma with an initial density nH2=1016 cm-3 is

Maxwellian with electron temperature of I eV, electron density of about 5x10 14 cm -3 and
dissociation degree of 0.2. In this paper, calculations are performed for a single gap
geometry of a typical BLT or pseudospark and for external circuits with about 0.25-1 pts
time to maximum current. Consideration of the current density and electric field strength
lead to the assumption of a cathode fall produced electron beam and are discussed below. I
Electron densities of 1-5x10 15 cm -3 and an estimated electron temperature of about 1 eV
cause a very small cathode fall width of several gam during the conduction phase which
results in a high electric field inside the cathode fall which is estimated to about 106 V/cm.
Hence, because the device geometry is confined and the cathode fall is close to the "bulk"
conducting region, it is necessary to consider a strong anisotropic electron component, e.g.i
an electron beam. Considering only electron-electron encounters the mean free path of

electrons with initial energies of 100 eV is estimated to be = 1-5 cm for ionization degrees
of 0.1 - 0.5. Because the gap spacing is much smaller than this mean free path, injected
electrons will not become thermalized during the gap penetration, i.e., their distribution
function becomes not too broadened and is therefore assumed to be a Dirac delta function in
energy.

The model thus consists of two electron groups: a monoenergetic electron beam,
which penetrates a Maxwellian "bulk" plasma, directly excites and ionizes atomic I
hydrogen, and a 'background' Maxwellian "bulk" plasma. Collisional processes of both
electron-groups with hydrogen ions and atoms and radiative transitions are considered.
Re-absorbtion of spectral lines is modeled by the radiation escape factors. Calculations are
performed for different initial densities of atomic hydrogen and for optically thick and thin
Lyman series. The solution of the appropriate set of rate equations yields the population of
atomic levels and the "bulk" electron density as a function of electron beam density and
energy and electron temperature of the "bulk" plasma. It is shown that a steady state
assumption fails for the process of impact-ionization due to a pulse beam electrons with a
pulse duration of 100-300 ns. Once the beam dissapears the relaxation of excited states
occurs immediately and a steady state condition is applied to the remaining "bulk" plasma.
Comparision of calculated and measured line intensity ratios of Ha and Hp lines yields the
"bulk" electron temperature and electron density.
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Figure 2. Distribution function of injected electrons, initial energy of 50 (ahve) and 100 eV (below)

at anode after 3 mm penetration of "bulk" plasma for different values of the electric field E and "bulk"
densities n. Solid line: n = lx10 15 cm-3, dashed line: n = 2.5x10 15 , dash-dot line: n = 5x10 15.

A result of this is the prediction of a new electron beam source. An analysis Of the
transport of an electron beam that is produced during the conductive phase operation in the
cathode fall of a pseudospark or back lighted thyratron for applications that require a high
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brightness electron source was performed (Fig. 2). The beam is estimated to traverse the
device without thermalization if the plasma density is < 2.5x1015 cm-3 . High brightness
electron sources are necessary for various new plasma based devices, and these results
encourage consideration of this electron beam as a new candidate for applications including I
microwave generation sources, electron sources for accelerators and plasma based
accelerators which require improved cathodes.

High current and high voltage operation

We report successful operation of flashlamp-switched multiple-stage back-lighted
thyratrons at very high pulsed power levels, including 100 kV stand-off voltage and >70
kA switched peak current. Simultaneous optical triggering of each gap for precision
timing, and plasma triggering, are also discussed. The results suggest that fairly simple
multiple-gap configurations of the device will be useful for applications such as multiple
high power modulator systems for accelerators.

Although operation of a single-stage 100-kV thyratron has been reported by Mancebo,
this interesting switch has not been implemented as a commercially engineered device.
Multiple-stage commercial switches have been reported for reliable operation at voltages up
to -250 kV. The size of these high-voltage multiple-stage thyratrons is proportional to the
number of grids required and other factors. The BLT switches described are simpler and
smaller than these multiple-stage thyratrons.

Current Quenching

Current quenching during the conductive phase limits peak conduction current in
certain thyratron switches. The quenching phenomenon also occurs in the pseudospark.
However, a remarkable feature is that current quenching is observed only below currents of
= 2-3 kA, near the onset of super-emissive behavior, and thus in the pseudospark is not an i
upper limit to high current operation.

One high current effect that has been observed in certain thyratrons is current
quenching, or the sudden breaking of current during conduction. Although current
quenching is well known for thyratrons, the effect is not well understood. Mechanisms for
quenching have been proposed including gas heating, ion pumping, pinch effect, pumping
of the grid-anode space, cathode double sheath, and plasma instabilities. The quenching
phenomenon is also a function of thyratron design and geometry, and different quenching
mechanisms may occur under different circumstances. Thyratron quenching is typically I
observed to occur at current densities of = several 100 A/cm 2 , limiting charge transfer to
-10 -3 As/cm 2 without arcing. Quenching can thus impose anupper limit for the charge
transferred in a single shot in conventional hydrogen thyratrons.

In contrast to this behavior it is found that quenching sets a lower limit for the charge
to be transferred in the pseudospark. Quenching is observed for pressures between 15 and i
40 Pa H2, and discharge current = 1-2 kA. Above these limits no quenching is observed,
although the discharge still is a spatially homogeneous glow.

6
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The initial phase of the discharge is a transient hollow cathode discharge (hcd) from
the back of the cathode. This is followed by a transitional phase where the electron beam
emerging from the hcd produces an expanding plasma column on the axis of the discharge
geometry. A third phase occurs when the radially expanding plasma column reaches the
wall of the cathode hole, thus electrically shielding the hollow cathode space from the main
anode-cathode gap. In this last phase, the cathode surface facing the anode has to take over
the discharge current and conduct very high current - the super-emissive phase.

The early transient part of the discharge can be characterized as beam-dominated due to
the high voltage drop in the cathode fall and the low collisional scattering rate for beam
electrons, and ionization is then governed by beam electron collisions. As the electron
density increases, the cathode fall voltage drop decreases, and the bulk plasma begins to
contribute to the electron current. As the secondary electron emission coefficient at the
cathode surface falls below unity, the discharge becomes unstable in regard to the current
transport capability of the plasma. We can roughly distinguish between two cases:

i) The bulk plasma ion current density is larger than the ion flux that can be provided
by ionizing processes. Hence, a double layer will build up in the bulk plasma, resulting in
an internal voltage drop that compensates the externally applied voltage and thus reduces
the total discharge current to a value that is in in agreement with the ionization rate and
thermal drift of the ions and electrons. Quenching of the discharge current is thus caused by
ion pumping within the bulk plasma, and it's limited capability to provide a sufficient flux
of ions by ionization processes.

ii) The plasma boundary can provide a sufficient ion current density due to a high
ionization rate and a high flux of ions from the bulk plasma, but runs out of neutrals due to
an excessively high ion pumping rate at the range of current densities considered here; this
holds if the supply of neutrals from the cathode surface is insufficient (which could also
happen in the case i)). Hence, current quenching is caused by ion pumping with an ion
depletion occuring in the plasma boundary region of the discharge. Quenching may thus be
expected because ion pumping is unavoidable in low-pressure, high-current density glow
discharges, including all thyratron-type of discharges working in a diffuse glow mode.
Heating of the cathode surface may be expected to produce neutral hydrogen, which for the
pseudospark will tend to replenish neutral gas.

New applications: millimeter wave generation

Experimental demonstration of 100 GHz radiation from BLT.

We have measured the radiation produced in Ka band (26.5-40 GHz) and W band (75-
110 GHz) and find strong signals during period of the formation of the discharge. We
have also measured the electron beam current and plasma density in this discharge. A
theoretical analysis is given to describe the beam-plasma interactions that may occur in this
discharge, however a more detailed analysis and additional experimental studies are
required to determine precisely the emission mechanism.
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The experimental set up for the millimeter wavelength radiation and electron beam I
measurements is shown in figure 3. Radiation is measured using horn antennas and
detector combinations for the two bands. The total current through the discharge is
measured using a 5 nQ current viewing resistor, and the electron beam current is measured
using a fast Faraday cup. All time resolved measurements are taken using a fast transient
digitizer and plug in amplifier with 500MHz bandwidth. The discharge current signal was
used as a trigger to allow for the correlation of all signals on a common time axis. The
electron density in this discharge was measured spectroscopically using the stark broadened
Balmer beta emission line of hydrogen. I

The time resolved measurements of the emissions in Ka and W band are shown in
figure 3 correlated to the discharge current through the device. The microwave signals are
observed during the formation of the discharge plasma when the electron beam is present.
The lower frequency signal is observed first -- when the plasma density and frequency are
lower.

The transmission of the radiation through acrylic plates of 25, 50 and 75 mm thickness
was measured. The attenuation was observed to correlate well with published
measurements for these materials for K and W band radiation.

The plasma densities in pseudospark and back-lighted thyratron switches have been
observed to be of the order of 1014 to 1015 cm- 3 when switching peak currents of a few I
kA. The plasma density increases rapidly during the current rise and then slowly decays
after current maximum. At the beam and plasma densities measured we expect to observe
radiation at the plasma frequency given approximately by 9000 ne 1/2 Hz where ne is the n
bulk plasma density. Radiation is therefore expected to be produced at about 100 GHz
during the formation of the discharge plasma when the electron beam is present. In the
experiments described above higher frequency radiation may have been produced that was
not measurable by our detectors.

Several models exist for producing mm-wavelength radiation at frequencies >IOOGHz I
using the beam plasma interactions in the BLT. The generation mechanism depends on the
spectrum of plasma electrostatic waves excited in a plasma by an incident electron beam.
The case of a beam incident on a plasma is similar to that of a beam-beam interaction; the
plasma can be considered to be a beam with zero directed velocity. The dispersion relation
in the case of a beam-plasma interaction is that of the two stream instability

2 2

w2l+ (w - kzu) 2  = 1, where the target plasma has frequency wpl and the

2
beam, of velocity u, has frequency wp2, where wp = 4pne2 /m, and n is the charge density.

Higher frequency radiation may be produced by using the two beam-plasma I
interaction, and a higher plasma density will produce higher frequency radiation. This can
be obtained by operating the BLT at higher voltages and discharge currents. In the
experiments described above the radiation is produced during the discharge formation while
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the plasma density is growing. The Ka band signal corresponds to a density of -2x1013
cm " 3 , W band - 1x014 cm - 3 , and it is reasonable to expect 140 GHz if the density
increases to >2x10 14 cm -3 with the beam still present. Thus a single BLT could be a
broadband source of radiation from < 26 GHz to >140 GHz.

Ka-Band -Band' 4~
(26.S540 (90.140 Dvkz~~G JG

. ATIHODE

~~DensityANE

.3.
II

0
so 0 0 -to 0go 0 0 90 6

Time (nsec)

Figure 3. Experimental apparatus for preliminary results, and (left) data, including emission at > 90 GHz.
Radiation and estimated plasma density versus time. The radiation power was measured in both Ka-Band
(26.5-40 GHz) and F-Band (90-140 GHz). The plasma density, in an Ar background gas, is estimated from
data for a hydrogen plasma and corresponding discharge current. The data show a strong correlation between
plasma frequency and observed frequency of microwave and millimeter wave emission.

Transition of technology

BLT devices are being fabricated by ITT and Integrated Applied Physics inc. as well
as by laboratories in Europe and Japan. Testing being undertaken at University of Texas at
Arlington, Naval Surface Warfare Center Dahlgren VA, and in Europe and Japan. The
BLT is being studied in Japan for laser fusion applications, and for laser isotope
separation. ITT has built a BLT that has switched 30 kA at 60 kV in testing at NSWC
Dahlgren. Versions of the switch are now being tested by a number of laser companies for
excimer laser and other applications.

New directions and future applications

Plasma based devices are under consideration for applications include not only
practical high power switches, but also advanced accelerator technology, improving
accelerator beam luminosity, and as sources of electrons, ions and electromagnetic
radiation. The USC effort addresses practical device implementation problems in the
development of these plasma based devices, and is based on a new device with particularly
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attractive properties for applications to plasma based accelerators, lenses, and other types of
plasma sources.

These results will be of importance for new applications, including plasma based
(wakefield-type) accelerators. The motivation for thinking of plasmas as a posstble
efficient accelerating medium lies in the fact that a plasma can support very large
accelerating fields which scale as SQRT(n) where n is the plasma density. Thus, for a
density of 1016 cm 3 , the maximum longitudinal accelerating field will be on the order of 10
GeV/m, which exceeds current accelerating gradients. Although there will be trade-off
issues related to background collisional processes that have yet to be quantitatively Idetermined, it appears that in order for a plasma based accelerator to be realizable, long

plasma sources of several meters in length and densities higher than 1016 cm -3 will have to
be developed. These plasmas will likely be pulsed. We have developed a reliable plasma
source that meets many of the conditions required for a wakefield accelerator, or plasma
lens - including reliability, durability, high repetition rate, shot-to-shot reproducibility, and
negligible jitter. The BLT appears to be scalable to increased plasma densities without
compromising performance. Applications to electromagnetic wave generation in several
ways, including plasma loaded free electron lasers, other pulse generation applications,
such as EMP, excimer and other laser development, will also be affected. The electron and
ion beams may also be expected to be of interest for microwave, accelerator, and other
technology, such as X-ray generation.

SOLID STATE EFFORT- THEORETICAL AND EXPERIMENTAL III-V U
BASED CONCEPTS FOR PULSED POWER APPLICATIONS

The solid state work has successfully produced an optically triggered thyristor based in I
GaAs, developed a model for breakdown, investigated and are developing 2 related
devices, are getting at the basic limitations of GaAs for these applications, and are
developing models for the physical processes that will determine device limitations. We
have developed important collaborations, with Harold Fetterman of UCLA, Ch. Myles of
Texas Tech, and Dan Dapkus of USC.

Theory of avalanche breakdown in AlxGal.xAs/GaAs heterojunction.

One promising advantage of GaAs based devices over Si based devices is that band-
gap engineering can be incorporated into the device design through the use of
heterojunctions. By employing a p-n AlxGal-xAs/GaAs heterojunction for the base region
of an opto-thyristor, one can achieve a better coupling of triggering photons to the high I
electric field region at the base junction. Therefore, the design of a heterojunction pulsed
power device requires an understanding of breakdown characteristics of p-n
heterojunctions.

Avalanche breakdown was modeled by considering the electric-field-dependent impact
ionization coefficients of GaAs and AlxGaI-_xAs for all values of x. The analysis showed
that as x in AlxGal-xAs increased from x=O to x=0.45, the avalanche breakdown voltage

I
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Iincreased. This is the range of x for which AlxGaI-_xAs is a direct-band-gap material. For
x>0.45, the avalanche breakdown voltage decreased; thus, the maximum avalanche
breakdown voltage in AlxGal-xAs/GaAs heterojunctions occurs for x=0.45. Fig. 4 shows
the x dependence of the avalanche breakdown voltage. The results indicate that the use of a
heterojunction in the base region of a thyristor for pulsed power applications can improve

I the voltage blocking capability of the device.
An optically gated GaAs bipolar junction thyristor, with a semi-insulating base layer,

has been studied, and the characteristics of the device as a pulsed power switch are
presented. The maximum DC blocking voltage of the device was larger than 800 V, the
maximum peak current in pulsed mode was higher than 300 A, and the current rate of rise
was better than 1.5x10 10 A/sec. These results demonstrate that GaAs based junction
devices have significant potential as switching elements for pulsed power systems requiring
very fast closing times.
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ND = 1014 cm 3
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Fig. 4. Change of avalanche breakdown voltage for p-n AIGaAs/GaAs heterojunctions as a
function of AlAs mole fraction x in AlxGaI-xAs at T=300K. The pair of numbers for the lower two plots
represents, from left to right, the donor concentration ND, and acceptor concentration NA. The voltage
change is with respect to the homojunction value. The maximum breakdown voltage occurs for x near 0.45
which is close to the direct-to-indirect-band-gap crossover.
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Demonstration of a fast GaAs pulsed power opto-thyristor I
Switching devices are essential components of pulsed power systems such as high

power pulsed lasers and particle accelerators. Some of the desirable properties of these
switches include high blocking voltage, large peak current, large current rate of rise, low
forward drop, large gating gain, gate isolation and long service life. Attractive candidates
for these pulsed power switches are optically gated semiconductor switches. The III-V I
compound semiconductors, especially GaAs and its related ternary compounds, possess
inherent material and junction properties that can provide high di/dt, and thus are attractive
materials for pulsed power devices. For instance, GaAs with a larger band gap than Si can
tolerate higher temperature and higher radiation energy. The larger band gap also provides
larger breakdown voltage in junction devices. The direct-band-gap structure of GaAs
allows efficient absorption and generation of photons, which are critical in optical gating
operation. In addition, GaAs with a larger electron mobility than Si should switch faster
and have lower on-resistance for the electron drift dominated devices.

Thyristors based on the GaAs/AIGaAs materials system have reported in the Soviet
literature (Yu..M. Zadiranov et.al. Sov. Phys. Tech. Phys., vol. 32, p. 466, 1987, for
example) di/dt values of -5x10 1 0 A/sec. However, the peak currents reported in these
studies were less than 10 A. An interesting observation made by these studies is that the
tur-on time is shorter than the calculated transit time of cariers travelling across the base
layers with saturation velocity. Although no rigorous theory exists to explain this fast turn-
on of the GaAs thyristors, it is believed that the internal generation and re-absorption of
photons within the base region is an important mechanism for the fast turn-on. The 1
optoelectronic operation of these thyristors is extremely important, since it provides
homogeneous turn-on of the whole device. In Si devices, it is widely accepted that the
turn-on time is limited by current spreading.

In an effort to evaluate the feasibility of III-V compound based junction devices in
pulsed power applications, a GaAs based opto-thyristor with a semi-insulating base layer I
has been studied, and the results are presented in this paper. It was found that the

maximum DC blocking voltage of this device was larger than 800 volts with dark leakage
current of -12 .tA. The device was able to switch a current pulse with maximum peak
current of approximately 300 A and with di/dt of better than -1.5x1010 A/sec.

Fig. 5 shows a cross section of the thyristor structure. A Cr-doped, Bridgman grown
semi-insulating (100) GaAs substrate was used as the starting material, and the epitaxial
layers in the device structure were grown by metal organic chemical vapor deposition
(MOCVD). The substrate was chemically etched prior to the growth of n-barrier and p+- I
emitter layers on one side of the substrate. The thicknesses of these layers were both 1
Lm, and the doping concentrations were -1017 cm "3 and -5x10 18 cm -3, respectively. The
other side of the substrate was then mechanically lapped to a thickness of -200 im and
chemomechanically polished using a combination of sodium hypochlorite and colloidal
silica. The lapped and polished surface was cleaned and chemically etched, following
which p-barrier and n+-emitter layers with thicknesses of 5 .m and 1 im, and doping
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concentrations of -2.5x10 1 7 cm -3 and -1019 cm- 3, respectively, were grown. The p-
barrier, semi-insulating substrate, and n-barrier layers thus form a p-i-n base of the
thyristor. The n-type ohmic contact was formed by evaporating in sequence 1500 A of
Au:Ge and 400 A of Ni. The p-type ohmic contact was formed by evaporating in sequence
100 A of Cr and 1200 A of Au. A 1-mm diameter, dot pattern was used for the ohmic
contacts. The fabricated substrate then was cleaved to obtain individual thyristors with area
of -5x5 mm2.
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Figure 5. Right. Cross section of GaAs opto-thyristor structure with Cr-doped, Bridgman grown,
semi-insulating GaAs base layer. Lower left. Circuit for measurement of the switching characteristics of
the GaAs opto-thyristor. The optical gating source was an AIGaAs laser diode with an output pulse width

of -80 nsec, a peak wavelength of 848 nm, and a pulse energy of 1-2 pJ. Upper left Typical profile of a
current pulse switched with the GaAs opto-thyristor. The blocking voltage was 800 V. The storageI capacitance and the load resistance were 4 nF and 5 mQ, respectively.

The DC current-voltage (I-V) characteristics were measured for both the as-cleaved
samples and the etchant-treated samples. The maximum forward blocking voltage (VAK)Iof the as-cleaved samples was approximately 600 volts with dark leakage current of = 5
pA. For the etchant-treated samples, the maximum forward blocking voltage was greater
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than 800 volts with dark leakage current of =12 pA. This improvement in maximum
blocking voltage for the etchant-treated samples over the as-cleaved samples indicates that
the blocking capability depends, in part, on the edge-surface quality of the device.

The forward blocking voltage of the opto-thyristor has been compared with the I
breakdown voltage due to band-to-band avalanche breakdown in the base region and the
punch-through in the barrier layers. For the structure under investigation, it is assumed
that the electric field is constant across the semi-insulating layer of the reverse biased p-i-n
base structure, and that the impact ionization would occur within this layer. An analytical
evaluation gives the bulk avalanche breakdown of Vbr= -=3700 V. The transistor effect can I
be taken into account reducing the device breakdown voltage as calculated to be Vr= 2740
V. The measured blocking voltage of the GaAs opto-thyristor is much smaller than the
calculated value. We attribute this to deep-level effects and edge breakdown.

The switching characteristics of the opto-thyristor were measured with a capacitive
discharge circuit as shown schematically in Fig. 5. Care was taken in the design of the 3
circuit to reduce the inductance which would limit the di/dt of the pulsed current. A 5-mQ,
low inductance, current viewing resistor was used to monitor the current and as the load
resistor in the test circuit. A 4-nF, low inductance, disk capacitor was used as the energy l
storage device in the test set-up. The opto-thyristor was optically triggered with an AlGaAs
laser diode. The laser diode was operated in single pulse mode with a laser pulse energy
of typically 1-2 g.J, and a pulse width of -80 nsec. The peak lasing wavelength was 848
nm.

Fig. 5 also shows a typical profile of a current pulse switched with the opto-thyristor.
At a blocking voltage of 800 volts, the peak of the switched current was approximately 300
A with di/dt of -1.5xl0 10 A/sec. An analysis indicates that the inductance in a series-RLC
circuit is -30 nH. With C-4 nF and L=30 nH, the resistance in the circuit must be less
than 0.5 Q in order to obtain a peak current of -300 A. This suggests that the effective on-
resistance of the device is less than 0.5 . I

The observed forward drop field corresponds to that observed for bulk semi-insulating
GaAs under high current, "lock-on" conditions, and suggests that the thick base region
exhibits a lock-on characteristics similar to bulk GaAs. I

An optically gated GaAs thyristor was developed specifically for pulsed power
applications, with emphasis on di/dt. The devices were fabricated by employing MOCVD
grown epitaxial layers on both sides of a semi-insulating substrate. Devices that were
etched after cleavage were able to block voltages greater than 800 volts, and were able to
conduct peak currents as high as 300 A. The di/dt's for these devices were better than I
1.5x1010 A/sec. The edge breakdown seems to limit the blocking voltage and the device
lifetime. The forward drop was -100 V and is believed to be determined by the lock-on
effect occurring in the thick base region of the device.

Further investigation is necessary to reduce the edge breakdown effects such that the
blocking voltage of the device is determined by the bulk avalanche breakdown voltage. n
Future work will involve isolating the device from the wafer edges with a guard ring
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around the device and passivating the surface, and positively bevelling the device edges to
reduce the electric field at the edges. Possible problems of ohmic contacts at high current
levels and other failure mechanisms will also be studied. We conclude that the results
presented in this report demonstrate that the GaAs based opto-thyristor has significant
potential as a pulsed power device, and that the optoelectronic properties may significantly
improve the di/dt capability of the thyristor switching.

Theoretical considerations and fabrication principles for the design and development of
GaAs based "Static Induction" transistors and thyristors for pulsed power applications are
presented. Compared to silicon SITs, lower on-resistance and faster switching speeds are
expected. Devices are being fabricated based on implementation of chemically etched
"recessed-gate" Schottky structures for improved blocking voltage capability.

A thyristor- like optoelectronic switch with high current density, based in GaP, was
investigated. The switch is based on the optoelectronic bistability exhibited by certain GaP
light emitting diode-type structures at 77K. The bistability is based on the negative
differential resistance that occurs during the forward biased current-voltage (I-V)
characteristic. A model has been developed to explain the observed s-shape I-V
characteristic and describe the dependence of the I-V characteristic on the geometry of the
device, doping species and concentrations. The switching time depends on the intensity of
optical gating signal, bias voltage and doping concentrations. The device has high current
density capability (-104 A/cm 2 ), can be triggered optically, and its geometry and doping
concentrations can be readily controlled and varied. The model has a general applicability
to III-V based pulsed power switches.
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I Abstract

A comprehensive model for the optically triggered pseudospark. or
Back-Lit-Thytraron (BLT) is presented. The model accounts for ballistic
electrons by using a multibeam-bulk formulation. The onset of a hollow cathode
effect (HCE) during commutation. which has been inferred from experimental
results, is predicted by the model. The majority of electrons emitted from the
inner surface of the cathode are trapped by the HCE, but they do generate
secondary beam and bulk electrons which may escape from the cathode.
Modifications to the conventional BLT geometry are discussed.

I. Introduction

The pseudospark is a low pressure discharge (< 1 Torr) which operates as
a glow yet has many of the characteristics of high pressure sparks or arcs.1-9
The pseudospark was first developed by Christiansen, et. al. as a particle
beam source.o Subsequently, the pseudospark was configured as a high voltage
switch. One variant of the pseudospark switch introduced by Gundersen et. al
is optically triggered and has come to be known as the Back-Lit-Thyratron. or
BLT. 1, 2 Its conventional geometry consists of a hollow cathode and anode in an
inverted cup structure. (See Fig. 1.) The opposing faces of the electrodes
have central holes and are closely placed to obtain a high holdoff voltage
according to Paschen's Law. The BLT is triggered by using the photoemission of

electrons from the inner surface of the cathode generated by a UV source,
typically a flashlamp or laser. This method of triggering allows the device to
electrically float since the triggering light may be generated remotely and
coupled into the device using conventional optics or fibers.

The nonplanar geometry of the BLT is, in fact, necessary for its unique
operating characteristics. High voltage is held off by the closely spaced
faces of the anode and cathode. Breakdown and avalanche, though, require a

longer path length than provided by the cathode-anode spacing. The generation
of photoelectrons on the inner surface of the cathode provides electrons which
have a longer path to the anode. Some amount of electric field penetration
into the interior of the cathode, though. is required to consistently initiate
the avalanche. Optimum operation of the BLT is then a compromise between two

effects. Minimizing the size of the cathode hole will minimize the the
penetration of anode potential into the interior of the cathode and therefore
maximize holdoff. Having a high degree of potential penetration, though, will
promote switching and insure a short period of commutation.

The discussion above, though, is largely based on the vacuum
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configuration of the electric potential. Th- BLT is inherently a i
multidimensional dynamic device. In particular, the generation of space charge
during switching deforms the electric potential in the interior of the cathode
in the vicinity of the cathode hole."1' 1 2 This process increases the
penetration of the electric potential into the interior of the cathode and
leads to a hollow cathode effect (HCE).'3 In the HCE electrons emitted from
the cathode oscillate in a potential well and slow dominantly by ionizing I
collisions. In the BLT, the onset of a lICE generates a dense plasma within the
cathode, thereby providing the means to close the switch.

Due to the transient and multidimensional nature of the BLT, constructing I
a viable model is problemmatic. The voltages (10's kV to 100 kV), gas
pressures (< 1 Torr), electrode separations (m's), anode depth (cm's) and
switching times (10's ns to l00'ns) place the BLT in a regime where the
electron energy distribution (EED) is not in equilibrium with the local
electric field. The observation of both dense glows and directed beams'' 4 in
pseudosparks suggest that representing the electron swarm as a single fluid I
may not be an adqequate description.

We are developing models to predict the triggering and switching
performance of the BLT. The goal of this work is to provide a general
computational design tool to both investigate the basic physics of psuedospark
devices and to contribute towards optimizing their operation. In developing
models for low pressure discharges many simulation techniques may be employed. I
From computationally less intensive to more intensive techniques, these
methods range from fluid representations for the electrons and ions using the
local field approximation (LFA) to Particle in Cell Simulations (PICSJ which U
make no apriori assumptions on the EED or transport coefficients. ",1 The
former method does not adequately represent the nonequilibrium aspects of the
EED. The latter method is, at the moment, too computationally taxing for our
purposes. Our approach has been to conceptually separate the electrons into atleast two groups; the beam and the bulk.1 7 ' 18 In this formulation, the bulk

component is represented by a fluid while the beam component is ballistic in
nature. This technique has recently been applied to investigating the I
conduction phase of the BLT. 9 We are extending the technique to investigatethe beam generating capabilities of the BLT.

II. Description of the Model

In this section, our model for the BLT will be described. The basic i
framework of the mcdel takes responsibility for the conservation of particles;
electron and ions." This is performed by solving their respective continuity
equations. Enhancements to the model include solving the momentum and energy 3
equations, and accounting for electrons in the high energy tail of the EED.
The basic model consists of a 2-dimensional, two fluid representation for the
electrons and ions whose densities are solved for in conjunction with

Poisson's equation for the local electric potential. The user may define the
arrangment and dimensions of the electrodes. Our implementation of the
electron and ion continuity equations are 3

I
I
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The subscripts e and i denote electrons and ions respectively. In Eqs. 1 and
2, n is a density, kI is the ionization rate coefficient, v is an advective

velocity, D is a diffusion coeffient, and S accounts for the secondary
emission of electrons from the cathode by ion bombardment and photoemission.
The continuity equations are constructed using finite differences on a
nonuniform cylindrical mesh having azimuthal symmetry. The equations are
integrated in time using a fifth order Runge-Kutta method.

The parameter space in which a model based solely on the continuity
equations is accurate depends largely on the accuracy of the transport

coefficients or variables: ki. ve* vi ,  , and D1. If p*d (pressure *

electrode separation) is sufficiently large and E/N is sufficiently small, thetransport coefficients may be obtained using the Local Field Approximation
(LFA). In this approximation all coefficients are functions only of the

instantaneous local electric field. For example, v = p. , where p is the
particle's mobility and E is the local electric field. In using the LFA
inertial effects are ignored, and electrons have no memory of a previous
velocity or trajectory. The LFA is, in fact, satisfactory in certain portions
of the BLT, but is not accurate in regions where there are large gradients in
the electric field amd inertial effects dominate. When the LFA is not
accurate, higher order moments of Boltzmann's equation must be included to
account for nonequilibrium in either momentum or energy.

We included the momentum and energy equations for electrons in our model
to account for inertial effects. Transport coefficients for the ions, though,
are obtained using the LFA. Our implementation of the momentum equation is

de qe e ee ec+4
d(ne e  mne .- -v-

d t -m ve neV - neve c  (4)
e

where, me is the electron mass, and vc is the collision frequency for momentum

dissipation. Our implementation of the energy equation is

d(ne) -

S PE + V--vT e- v-(Vne a - DVnea ) - I n ei (5)i

where e is the swarm averaged energy, j is the electron current density, T ise

the equivalent electron temperature, K is the electron thermal conductivity
and and 9 is the rate of loss of energy by collisions for process i. All
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coefficients in Eqs. 4 and 5 are a function of e and are obtained in the
following manner.

When implementing the LFA, the energy equation reduces to

e2 E2  Aik(e)N (6) I

where ki is the rate coefficient for process i and Aei is the energy loss for 5
that process. By solving Eq. 6 one may obtain, for the gases of interest, a
unique correspondence between E/N, average energy and distribution averaged

transport coefficients. That is, one may construct a function e = F(E/N), and

its inverse E/N = F- (e). Taking advantage of this correspondence, one car
obtain transport coefficients by using their functional form obtained from the
LFA but using the energy equivalent value of E/N as the arguement. For

example, Mi = PLFA(F- '1 ()). The nonequilibrium nature of the EED is manifested

by the energy equivalent E/N not being equal to the local instantaneous E/N.

Although the majority of the electrons in a pseudospark discharge are
well described by swarm averaged transport coefficients, in many cases there
is a ballistic component to the EED. This ballistic component represents
electrons which, since their initial ionization or emission, have had few, if
any, momentum transfer or energy loss collisions. Accounting for the beam
component of the EED is difficult since beams may be generated at the site of I
any ionization or electron emission if it is adjacent to or in a region of
high electric field gradients. The ballistic component beginning at any given
site can be thought of as a "beamlet" which has a unique trajectory and I
energy. Given this uniqueness, beam electrons in the model are conceptually
separated into two components; primary beams and secondary beams. The primary
beams represent those electrons emitted from the cathode, either by ion
bombardment or photoemission, and have not suffered inelastic collisions.
Primary beam electrons which do suffer inelastic collisions are taken out of
the primary beam component and placed in either a secondary beam or into the
bulk electrons. The seconday beams are then treated identically to primary I
beams with the exception of their source of origin.

To account for the unique paths of the beam electrons, the computational 5
grid used for the beamlets differs from that used for the bulk electrons.

Conceptually each beamlet, i, follows an independent path, si, obtained by

integrating its equation of motion defined by its vector velocity. The path I
consists of steps of length As. The location of beam electrons in beamlet i at
step j is s j. The velocity of beamlet I is simply 5

-i s iJ g4 ds
S io "eI i7I
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(sio) to location sij. The paths s i overlap the computational grid for the

bulk electrons and the site on the bulk grid which underlies location s.. is

r(s. ). Since beamlets can start from any location within the BLT the energy

of a beamlet is not necessarily equal to the local plasma potential, as would
be the case for a beamlet which starts at the cathode. The energy of a beamlet
at location sij, Eij is conceptually q(#(sij)-#(sio)) where # is the local

electrical potential. In practice, Eij is obtained directly from its velocity.

All electrons emitted from the cathode are initially classified as
primary beam electrons. Therefore, all electrons ultimately trace their
origins to beam electrons. The coupling between the beam and bulk components
is through the source term, S. The source term represents beam electrons which
undergo inelastic energy loss collisions or generate secondary electrons by
ionization. This source term is

On [(r b)]
Ot b

Ij -ij.[N*(oT(eij) + aI(aij))l'rij - R (sij)] - 6(r (8)

where the sum is over beamlets i and path locations J. aT is the total

inelastic cross section, aI is the ionization cross section. F is the flux of

beam electrons, and R is the ratio of the volume of the computational cell ofI v
the beam to that for the bulk electrons. Y ij is a local weighting fumction

which determines the fraction of ionizations which feed the bulk (as opposed1to secondary electron beams).
When a beam electron undergoes a collision and enters the bulk component,

it brings with it energy which must be accounted for in the energy equation
I for the bulk. This contribution is

[61[n a( ")]] ~

I (Eij-aI).aI(etj))riJRv(Sj)]-6(b(stj)) (8)

where ek is the excitation energy of process k. and eI is the ionization

I energy.

III. Beam Generation in Pseudospark Thyratrons

The beam-bulk model has been used to simulate electron transport during
the commutation phase of switching in the BLT. We have chosen a geometry which
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will demonstrate both the switching and beam generating capabilities of the
BLT. The electrodes of the BLT we modeled consisted of a cylindrical hollow
cathode and hollow anode with a central hole and a collection plate for the
beam, as shown in Fig. 2. This geometry differs from the conventional BLT
switch by the hole in the rear of the anode which allows beams to escape. In
this study, the cathode is grounded, and the anode and collection plate are
charged to 10 kV. The gas is hydrogen at 0.4 Torr unless stated otherwise. The I
anode-cathode separation are 0.4 cm, and the radii of the cathode and anode
holes are 0.4 cm. We define the switch to be closed when its resistance falls
to = 10 Q2. Switching is initiated by illuminating the inner surface of the
cathode by a laser (13 ns FWHM).

The secondary electron beam flux (displayed using a dot plot) and one of
the trajectories of the primary electron beams (displayed using lines) 60 ns
after illumination of the cathode are shown in Fig. 2a as a function of
position. Primary beam electrons emitted from the cathode tend to become
trapped inside the hollow structure with only a small fraction escaping from I
the cathode. Primary beam electrons oscillate within the potential trap formed
by the hollow cathode, as shown in Fig. 2b, and generate both bulk and
secondary beam electrons. This is the well known HCE.13 Although switching in
the model can be obtained when excluding beam electrons and eliminating high
energy pendulum electrons, we do not believe this is an accurate
representation. Some aspect of the HCE persists even with the bulk electrons.
The high emittance beam of electrons which is detected along the axis of I
experimental devices consist, according to our model, dominantly of secondary
electrons. The secondary electrons are generated in the vicinity of the
cathode hole, and are not subject to the HCE. BLT's operating in this fashion
are similar to the hollow cathode beam generators developed by Rocca et al.20,
and the hollow cathode switches investigated by Ngo et. al.2 1

The relative contributions and locations of primary and secondary beams U
change during triggering and commutation, as shown in Figs. 3 and 4. Here we
see the relative primary (Fig. 3) and secondary (Fig. 4) beam fluxes early
during triggering when the UV flux is present and just prior to switch I
closure. At the time of triggering the primary beams occupy a large portion of
the cathode cavity. Only a small fraction of the beams escape. Secondary beams
are themselves generated throughout the cathode cavity at this time and escape 3
along the axis. Just prior to closure (approximately 50 ns after triggering
for these conditions) the primary beams are generated only in the vicinity of
the cathode hole. This is a result of there being significant ion bombardment
only at this location. The relative intensity of primary beams emanating from
near the edge of the cathode hole, though, increases. Due to the coarseness of
our computation mesh, there may be missing primary beams which actually escape
from the cathode. These are shown schematically as the dotted area in the 1
figures. The total current in these beams, though, is expected to be small.
The trajectories of the secondary beams do not significantly change during
commutation, as shown in Fig. 4. The sites of generation of the secondary
beams move somewhat closer to the central hole to reflect the migration of I
primary beams to these locations.

The separation of the EED into bulk and beam components may be misleading I
since even the bulk electrons may display beamlike behavior. The beamlike
behavior is caused by rapid acceleration of the bulk electrons near the
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I
entrance to the cathode-anode gap. The beam like behavior of the bulk
electrons are shown in Fig. 5a where the beam and bulk curent densities are
compared at a time intermediate between triggering and closure. The bulk flux.
though directed, has an average energy of only many 10's of eV and its
momentum quickly dissipates. The directed bulk flux can therefore be described
as having a low emittance. The beam electrons, by definition, are ballistic in
nature and have a higher emittance. The beamlike nature of the bulk electrons
can be assessed from Fig. 5b where the bulk electron density and bulk flux are
plotted at switch closure. The bulk electrons are somewhat somewhat diffuse in
the anode region with a small proportion actually directed along the axis.

The total current and fractional current in the beam are shown in Fig. 6
as a function of time from the onset of triggering to switch closure. Early
during commutation when the cathode is being illuminated, current is
dominantly in the beam but that dominance dies out after the illumination
ends. The fractional beam current then builds as secondary electrons are
generated near the cathode hole. Beam current at switch closure is 16.7 A,
representing 1.6X of the total, which agrees well with the experimental
results of Kirkman and Gundersen.22 After switch closure, the voltage begins
to collapse and the fraction of current in the beam begins to decrease. The
predicted time of beam generation is typically a few tens of ns on the leading
edge of the current pulse, commensurate with experimental results.9 '1 4 The
beam generating capability of the BLT depends critically on the operating
pressure since the penetration distance of beams decreases with increasing
pressure. This is demonstrated in Fig. 7 where the total electron density in a
multi-grid BLT is plotted for pressures ranging from 0.4 to 2.0 Torr. At
pressures exceeding 1 Torr, the bulk electron density fails to penetrate
beyond the anode hole.

IV. Nonstandard Geometries

One of the purposes of constructing models of the sort described here is

to examine new designs and parameter spaces less expensively or faster than is
possible in the laboratory. With this goal in mind, we have started a study of
nonstandard geometries, as shown in Fig. 7. As an example, we will briefly
discuss a study of the effects of using a slot in the cathode. It is common
practice in conventional thyratrons to use a slotted control grid. The purpose
of the slots is to increase the cross sectional area available for current to
pass through to the anode. Since the BLT does not have a control grid, the
analogous strategy would be to place slots in the cathode. Ideally, these
slots should be small enough to prevent penetration of the electric potential
prior to triggerering, but large enough to encourage current flow during the
commutation and conduction phases of operation.

The geometry in this study is the same as described above with the
exception of the addition of a single annular slot in the cathode. Recall that

a key feature of the BLT is the onset of the HCE in the interior of the
cathode. The onset of the HCE requires that primary electrons oscillate in the
potential well formed within the cathode. By placing a slot in the cathode,
the onset of the HCE is somewhat disrupted. Evidence of this disruption is
seen in Fig. 8 where selected trajectories of primary beamlets are shown for

BLT's with and without cathode slots. A fraction of the primary beamlets
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escape from the interior of the cathode by passing through the slot. An 1
immediate consequence of the loss of these beamlets is that the production of
secondary beamlets and bulk electrons is somewhat diminished, as shown in
Fig. 9. Some small amount of flux is drawn through the slot as a short burst I
of current. Under normal conditions, the bulk electrons are drawn away from
the interior of the cathode and towards the cathode hole. This diminishes the
current carrying potential of the slot, as shown in the plots of electron I
density in Fig. 10. Near the end of commutation, the cathode slots are nearly
empty.

The final result is that the slots have a negative or small effect on I
switch performance. Commutation is delayed slightly due to the loss of some of
the initial pendulum electrons, as shown in Fig. 11. After the electron swarm
translates towards the cathode hole the effects of the slot diminish and the
rate of current rise is nearly unchanged from the case without the slot. In
order for the cathode slot to have a beneficial effect it must be sufficiently
isolated from the central hole so that the HCE is not disrupted, and so it may I
independently operate as a cathode hole.

V. Concluding Remarks I
In conclusion we have developed a model which uses two groups of

electrons, the bulk and multiple beams, to describe the transport of electrons
in an optically triggered pseudospark. The onset of a hollow cathode effect
during commutation, which has been inferred from experimental results, is
predicted by the model. The majority of primary beam electrons are trapped by
the hollow cathode effect but do generate secondary beam and bulk electrons
which may escape from the cathode. Our results indicate that experimentally
measured beam currents are composed primarily of secondary beam electrons. 3
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Figure 1. Schematic of the conventional optically triggered pseudospark,

or Back-Lit-Thyratron (BLT). The diameter is 4-5 cm and length
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Figure 2. Plasma parameters for a BLT (0.4 Torr H 29 10 kV): a) Primary
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MAGNETIC CONTROL OF LOW-PRESSURE DISCHARGES

Glenn A. Gerdin and Karl H. Schoenbach
Department of Electrical and Computer Engineering

Old Dominion University
Norfolk, VA 23529

ABSTRACT

Since hollow cathode discharges (HCD) can be operated in excess of 100 kA, successful
interruption of such discharges could have a major impact on pulsed power technology. We
have been modeling such discharges with a Monte-Carlo scheme to follow the non-
equilibrium dynamics of the electrons moving in these configurations; in this manner we
are able to simulate our previous observations of the magnetic suppression of the low-
impedance HCD mode. The simulation scheme has been modified from the previous
Cartesian grid to polar coordinates, so that the motion of the electrons in one plane of the
cylindrical hole in the cathode can now be modeled. A non-iterative electric-field
calculation has been used to estimate the electron multiplication factor as a function of gas
pressure for an HCD configuration of similar dimensions to those of our experiment; the
results show features similar to the transitions from the high-impedance mode to the low-
impedance mode. A similar set of calculations involving an axial magnetic field has shown
features qualitatively similar to the suppression of the low-impedance mode which we
previously reported. These results suggest that the application of a sufficiently strong axial
magnetic field should be able to interrupt the radial component of the HCD current
through the effect similar to that of magnetic insulation. The significant progress in HCD
modeling has permitted the design of an improved discharge configuration.
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1. RESEARCH GOALS i

While the ultimate engineering goal for this research is the development of a
magnetically-controlled plasma-discharge opening switch, the scientific goals are to build the I
scientific data base so one could understand how such a switch would operate and how one
could optimize the performance of such a switch. Since hollow cathode discharges (HCD)
have been shown to carry over 100 kA, and since we have shown experimentally that an
applied axial magnetic field can be used to suppress the initiation of the low-impedance
HCD mode, even when all other conditions were favorable, our research has been
concentrated on understanding HCD phenomena both though experiment and theoretical 3
computer simulation. The goals of the experimental program are 1) to perform experiments
to test the predictions of the computer simulations and to strengthen the scientific data
base, 2) to explore the use of magnetic fields to alter the impedance of the HCD, and 3)
to design an optimal experiment to test this concept as a high-power opening switch. The
goals of the theoretical computer-simulation effort are 1) to model the behavior of both the
high and low impedance HCD modes, with and without axial magnetic fields, to facilitate
the understanding of the experimental data to strengthen the HCD data base, 2) to attempt
to identify the underlying mechanisms which could be exploited in the design of an opening
switch, and 3) use these computer simulations in the design of an "optimal" experimental
configuration, that will truly test the concept.

2. APPROACH 3
To better test the results of the theoretical models and the computer simulation, the

hollow cathode device needed to be redesigned to provide for better visual access to the
interior of the cathode hole, and to provide for the penetration of a fast risetime magnetic
field. Also, previous attempts to observe the effect of an axial magnetic field, with
millisecond risetime, on a long-pulse high-current HCD, revealed problems with electrode
heating, so the pulse-forming network was also redesigned to deliver a longer pulse (to 100
p~sec from 10 psec) at higher impedance (to 500 n from 50 0). The magnetic field circuit
was also modified, so that it could deliver axial fields of up to 0.3 Tesla with a risetime
of less than 100 p4sec. Using this new apparatus, it is hoped that a more detailed I
comparison can be made between experiment and simulation, and some tests of the
interruption mechanism can be performed.

Our Monte-Carlo computer-simulation code, necessary to study the effects of the
non-equilibrium pendel electrons which have a dominant influence in the HCD, was
modified from the previous Cartesian grid to polar coordinates so the planar (r, ) motion I
of the electrons in one plane of the cylindrical cathode hole could be simulated. This code
is now being expanded to a hybrid approach, to obtain a self-consistent electric field profile
in this plane of the cathode hole. The code also permits the simulation of the effect of I
axial magnetic fields for the first time; since we are proposing to use such fields to control
the HCD, this ability is essential to our computer-simulation effort. The overall scheme is
to start with an initial guess of the electric field profile, and to use the Monte-Carlo code I
to follow the electron dynamics and use the results (e.g., the electron drift velocity and the
ionization rate coefficients) in a fluid model, to determine charge density and current
distributions in the (r,o) plane. These results would then be inserted into Poisson's equation I
and Ampere's Law to obtain new field profiles, which would form the basis for the next

2



iteration beginning with another Monte-Carlo simulation of the electron dynamics. After
the convergence of the field profiles, the result would be truly self-consistent, putting the
comparison between experiment and simulation on a firmer basis. Because the actual orbits
of the electrons are followed, it should be possible to identify mechanisms involving them,
especially in the presence of an axial magnetic field, which could be exploited in the design
of an opening switch.

3. STATUS

The new apparatus has been designed and constructed and is in the initial stages of
being tested. The Monte-Carlo code is now fully operational. We are using it in its present
form, to simulate our previous experimental conditions to see if it can predict phenomena
similar to those observed, even if the electric-field profile is not self-consistent but only an
"educated" guess. The results of these simulations qualitatively reveal the same trends
observed experimentally, such as the transition from the high-impedance to the low-
impedance HCD mode with increasing gas pressure, and the suppression of the radial HCD
by applying sufficiently strong axial magnetic fields. These simulations suggest that the
underlying mechanism is a magnetic insulation effect. A report discussing these simulations
appears on the following pages.

3
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MODE TRANSITIONS IN HOLLOW-CATHODE DISCHARGES I

G.A. Gerdin, K.H. Schoenbach, L.L. Vahala, and T. Tessnow

Department of Electrical and Computer Engineering
Old Dominion University I
Norfolk, VA 23529

INTRODUCTION 1
Hollow-Cathode Discharges (HCD) have been studied for many years.' A major

cause for the interest in these discharges is the relatively high current densities that can
be conducted through the HCD; currents of over 100 kA with rates of rise of 2 * 102 A/s
have been observed.2 This ability to carry high currents, plus the observation of sharp
impedance changes with pressure,3 ' seem to make the HCD a candidate for a high-power
switch. Furthermore, the observation that an axial magnetic field of sufficient strength B,,
can be used to suppress the transition from the high-impedance mode to its low-impedance
mode," could indicate a means of switch control. To put these possibilities on a firmer
footing, it is desirable to simulate the HCD computationally, to see if these HCD
phenomena can indeed be explained on the basis of first principles. Once this is achieved,
it is much easier to understand the underlying physical mechanism causing these mode
transitions. The nature of this mechanism could then suggest confirming experimental tests,
and suggest a means of control of these impedance transitions, and hence lead the way
toward the development of a high-power switch. In this paper, substantial improvements
in our ability to simulate the HCD are reported, and the results of some preliminary
calculations are compared with experimental results. 3

Previous Theoretical Work

Since the pressure and gap length at which these HCD mode transitions occur is on U
the left-hand side of the Paschen curve,3 ' the mean-free path for electron elastic
collisions A.o is not small with respect with respect to the dimensions of the system, so
models using the local field approximation (LFA),' * where the electron drift speed is
directly proportional to the local electric field times a mobility, can not describe the
entire electron population. Some high-speed electrons can oscillate back and forth
between the surface of the cathode hole and the axis of the hole several times before
escaping, and cause increased ionization over that predicted by an LFA model; these
electrons are called "pendel" electrons. In the LFA models, the effect of these pendel
electrons can be included in terms of a modified ionization coefficient,* but one expects I
these models to only give qualitative results in general, although certain features of the
electrical breakdown in the HCD can be modeled reasonably well.'

To account for the pendel and other non-equilibrium electrons (i.e., those electrons
not treated by the LFA models), methods involving Monte-Carlo calculations, solutions
to the Boltzmann equation, and the convective scheme'" could be employed. These

4 I
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I techniques have been applied to glow discharges, and the results of the first two
methods have been reviewed in the literature.."".2

PRESENT APPROACH

To model the HCD plasma and mode transitions, a one-dimensional Monte-Carlo
computational technique has been implemented. The single dimension represents the
radial dimension of the cathode-hole plasma, which is assumed to have both axial andazimuthal symmetry to a first approximation. The motion of the electrons is in the (r,o)

plane, which is represented in Figure 1 by a dashed line 7abeled S. This is justified in
treating the HCD mode transitions, because it is experimentally observed,"- that the
pressure at which these transitions occur, is independent of the distance between the

I cathode and the anode, and is dependent only on the applied voltage" and the diameter
of the hole.'

The overall scheme to be employed in the present simulations is a hybrid approach,'3
where the electron kinetics is modeled by means of a Monte-Carlo technique, and the
results (e.g., electron drift velocity and the ionization rate coefficients) are used in a
fluid model, to determine the charge density and current distributions of the ions and
electrons between the inner wall of the cathode hole and its axis. This is an iterative
method,'3 which starts with an initial guess of the electric field distribution between the
cathode wall and the device axis, with the subsequent results of the Monte-Carlo and
fluid calculations (i.e., the spacial distribution of the electron and ion charge densities)
inserted into Poisson's equation which yields a new electric field distribution.

The results reported here represent the initial stage of the iteration scheme. Here
the initial field distribution is imposed, and the electron distributions, in space, and in
velocity are computed from our Monte-Carlo code for various neutral gas pressures.
The subsequent fluid and iterative calculations are beyond the scope of this work. Thus,
the results of these calculations will be selected to illustrate the ability of this approach
to treat non-equilibrium electrons and their predicted motion under experimental
conditions. Even these initial calculations could be helpful in revealing other
phenomena associated with these electrons, which may have been previously overlooked.
In addition, a substantial improvement has been made in the Monte-Carlo code, which
now treats the fully circular nature of the cathode hole (see Figure 1), instead of the
two-parallel-plate cathode configuration previously considered."

Physical Model of the Mode Transition.

As an example of the utility of such a model, calculations were performed to
simulate the transitions from the high-impedance mode (HIM) to the low-impedance
mode (LIM), using experimental parameters. To model this transition, a model for the
HIM is needed which is compatible with the experimental observations. It is assumed
that the HIM consists of three regions (see Figure la): the positive column-negative
glow region (PCNGR), the cathode-fall region (CFR), and a cathode-hole plasma
(CHP). In this model, the plasma densities of the CHP and the PCNGR are
comparable in the HIM so that each represents a source of ions which bombard the
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inner surface of the hole, giving rise to secondary electrons which carry the current I
through the PCNGR and CFR. Since the magnitude of the component of ion flux from
each region is proportional to the plasma density in that region, the device current is
determined by roughly equal ion fluxes from each. In the LIM, the density of the CHP I
becomes several orders of magnitude higher than that in the PCNGR, so that the CHP
dominates as a source for ions which ultimately generate the device current. Thus, if
increasing the pressure by a small percentage caused a sharp increase in CHP density I
in the model, this would be viewed as a transition from the HIM to the LIM.

Intuitively, one might expect that for a given applied voltage V,, an azimuthally
symmetric potential difference should exist between the wall of the cathode hole and
its axis, with the ionization mean-free path ,k, being greater than the hole radius Ro for
the discharge to be in the HIM. Increasing the gas pressure should shorten A, and hence
cause a transition to the LIM near the point where A, w R.. Since A, is inversely
proportional to the gas pressure for such discharges with low percentage ionization,
then the transition pressure should only be a function of Vo and Ro as is consistent with
experiment."- Thus, to a first approximation, the effect of the anode is only to establish
a boundary condition for the electrical potential on the device axis, and that the
dominant mechanism in determining the mode transition, is the radial (and azimuthal)
motion, production, and loss of the charges in the CHP. In the one-dimensional model,
axial motion, will be approximated by a loss time r.

This three region model for the HIM is consistent with experimental observations I
involving the length of the anode-cathode gap, the energy and spatial distribution of the
electron beam generated in this mode, and the appearance of the HIM. First, the
position of the anode should not be important as long as the length of the anode-
cathode gap is greater than the thickness of the CFR.-' Second, the PCNGR and the
CFR constitute the basic configuration of the high-voltage glow discharges between
parallel plates,'5" which also produced electron beams collimated along the device
axis." For the high-voltage parallel-plate discharges, all but about 10 V of V, appear
across the CFR, and the energy spread of electron beams produced were within 10%
of eV0.1 For high-voltage hollow-cathode configurations, Rocca et al.," observed a dark
space in the region corresponding to the CFR at the mouth of the gun and determined
from the energy distribution of the electron beam generated, that over 90% of V0,
appeared across this region; it was estimated that less than 10% of the remainder was
responsible for the generation of the hole plasma." Third, the electron beam produced
by the HCD in the HIM, was found to be strongly collimated along the device axis;"
presumably the filamentary appearance of the discharge in this mode' is due to the
excitation and ionization of the gas caused by the passage of the electron beam (see
Figure la).

To complete the model, one needs to predict how r will scale with pressure and to
"guess" the radial potential profile for the CHP. Since A., > R0 near the transition
pressure, r c h/v, where h is the depth of the hole and vm is the mean speed of the I
electrons in the CHP. Thus to a first approximation, r should be independent of gas
pressure. For the radial potential distribution of the CHP, 4,0(r), the vacuum potential
distribution at the open end of the hole ' is used as the initial "guess"; here $0(r) is
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I parabolic, where the potential difference between the central potential and the cathode
potential AO = 0.2 * V0. This is a region which is believed to have the strongest
influence on the transition." However, since the three region model for the HIM
appears to represent a considerable distortion of the potential distribution from the
vacuum case, results will also be presented with Ao = 0.1 * V,, which may be more
compatible with experimental conditions.' The answer as to whether either of these
"guesses" is close to being correct, awaits the results of the iterative scheme discussed
above, which is beyond the scope of the results reported here.

The Monte-Carlo Model

In this model, the planar motion (r, 0) is calculated for primary electrons originally
released from the cathode at a random initial energy W0 (where 0 < W.o < 10 eV),
and random initial planar direction. This motion is in the plane represented by the
dashed line labeled S in Figure 1. Each primary particle is followed in the model for1 a constant length of time r, which represents a mean loss time due axi~dl motion. The
secondary electrons are produced by the ionization events, and the energy of the to
outgoing electrons is assumed to be shared equally. The planar motion of the secondary
electrons is also followed in either of two possible models: 1) that the lifetime of the
secondary electron is a full r and that of the primary is that what is left of its original
r, say r - t, or 2) that since both electrons have the same energy after ionization event,
they are indistinguishlable, and hence both have a lifetime of r - t. Both models have
been used and they give qualitatively similar results. However, calculations using the
first model take considerably longer to perform, since each of the secondaries have a
higher probability to create additional secondaries, because every particle created has
the same lifetime r. Results of the second model will be presented here for the
purposes of illustration.

Scattering, excitation, and ionization events encountered by all these electrons, are
treated through the use of the total cross sections for these processes in helium gas.'
The scattering process is assumed to be isotropic; the total number of primary electrons
is held fixed at one hundred particles.

RESULTS

In the present results M, the primary electron multiplication factor (i.e. the number
of secondary electrons produced for each primary electron released from the cathode)
will be calculated as a function of gas pressure p0 for B. = 0, to model the mode
transitions. If the potential distribution were fixed, and p0 is varied, one might expect
M to increase rapidly in the vicinity of p0 where a radial breakdown occurs. This
behavior could explain the mechanism for the HCD impedance transitions, if these
transitions are related to radial breakdown. As can be imagined, M is roughly inversely
proportional to the length of time (or lifetime) r, that the electrons are followed in the
program; r is taken to be independent of the pressure at fixed V0 as consistent with the
model. r was previously taken to be 80 ns, to simulate the net electron drift velocity in
the axial direction," in this study, r was varied about 80 ns until an increase in M
appears at about the sanie pressure as the mode transition occurred in the experiment.
In the model, this occurs when r , 40 ns, as can be seen in Figure 2. In that figure, the
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In the model, this occurs when r s 40 ns, as can be seen in Figure 2. In that figure, the I
variation of M with p0 is presented for r = 40 ns, V0 = 15 kV, R, = 0.5 cm, and A-b =
0.2*Vo. As can be seen there is a significant increase in M for 100 mTorr _ p0 !5 200
mTorr, whereas for similar Vo and R0, the experimental transition pressure Po, = 165 I
mTorr.' This value for r (40 ns) was then be used in the subsequent calculations so that
those results may be more consistent with experiment. Thus the results of the model
show at least the qualitative trend of a mode transition, even though r itself can only be l
treated as a parameter at present. However, the existance of this trend in M with po
is very encouraging.

To consider the effect of an axial magnetic field, the radial distributions of electron
number density n.(r), the ionization rate coefficient k(r), and the electron energy
distribution fo(E,r) were calculated for various B, between 0 and 750 mT at p0 = 50 and I
200 mTorr. Here the B. required to suppress the transition into the LIM would be
evidenced by a "hole" appearing in the n°(r) and k,(r) distributions indicating the
discharge can no longer be sustained. This a more quantitative version of the
magnetron model discussed earlier", where the inability of the primary electrons to reach
the center was taken as the criterion for the discharge to stay in the HIM. In this latter
model &b?' = Vo which would represent the case where the PCNGR extends down the
axis of the CHP; this seems to be somewhat extreme for the initial guess for A4,.

The results for n,(r) for various B, are shown in Figure 3; here A0 = 3 kV
(corresponding to V0 = 15 kV for ,'(r)), po = 200 mTorr, and Ro = 0.5 cm (fixed U

throughout this work). As can be seen in the Figure, a depression appears in the center
of the hole for B, = 250 mT, whereas a peak in n.(r) occurs at the center for B, = 0.
This result could be interpreted as the B, necessary to prevent the transition into the
LIM." This is also reflected in the corresponding k,(r), which is peaked on the axis for
small B,, but also is hollow for B. = 250 mT. While the experimental value for the
minimum B, for LIM suppression Bm was 150 mT, this may be due to the uncertainty
in A0,.

It should be noted that the absolute drop in the electron density to zero inside aI
certain radius illustrates one of the limitations of the model. That is, the diffusion
processes that would at least partially fill the interior regions, take longer than the fixed
lifetime r, and so steep density gradients are predicted. Thus these results exaggerate
the underlying trends predicted by the model and seen in experiment. However the
model does indicate that through a lack of energetic particles in this interior region, the
reaction rate coefficient is considerably reduced, and hence that the discharge cannot
be sustained in this region. This process appears to be a magnetic insulation effect (see
Figure 1b), which can be utilized as an opening effect for gas discharge switches.
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FIGURE CAPTIONS: 1
Figure 1. a) A schematic of the model for the high-impedance HCD mode (HIM) with
zero or weak axial magnetic fields. Area 1) is the cathode-hole plasma (CHP); area 2)
is the cathode-fall region (CFR); area 3) is the positive-column negative-glow region
(PCNGR); and area 4) is the region through which the collimated electron beam passes.
b) A schematic of the magnetic-insulation effect showing the constriction of the CHP
(again area 1)) if the axial magnetic field B, is greater than some threshold value Bm.
In both a) and b) A, K, and S label the anode, cathode, and (r,o) plane where the
electron motion is followed, respectively.

Figure 2. The variation in the primary electron multiplication factor M with gas
pressure po in mTorr for a primary lifetime of r = 40 ns, a cathode-hole radius R0 = 1
0.5 cm, an applied potential of V, = 15 kV, and A- = 0.2*V0. The corresponding
transition gas pressure for this Ro and Vo was p, = 165 mTorr.

Figure 3. The radial electron density profiles in the plane labeled S in Figure 1, for an
applied Ao = 3 kV, a gas pressure p0 = 200 mTorr, and a cathode hole radius Ro = 0.5
cm. The vertical center line is the center axis of the hole, and horizontal distances are
in mm. In the top figure, the axial magnetic field B, = 0, and the vertical scale is linear
in units of 10' 0/cm 3. In the bottom figure, the axial magnetic field B, = 250 mT, and
the vertical scale is linear in units of 10'/cm3.
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Abstract

A computer model, under development, that addresses the
spatial dependencies of non-linear photoconductive switches is
discussed. The mechanism, a double injection/trap filling process
appears to explain numerous aspects of the switching phenomena
associated with non-linear photoconductive switches. The approach
and formulation are shown.

Introduction

Linear photoconductive switches (see Fig. l) have been employed
for pulse power systems for a number of years. Characteristics
such as voltages greater than 150 kV, switching times of tens of
picoseconds and jitters of picoseconds has been demonstrated for
impulse radar, electronic warfare and many other high peak power
applications. Routine applications of linear, photoconductive
switches have been limited to systems where the switch closure
performance and relative jitter could not be obtained in any o er
fashion.

Recent work by
several investigatorsi

has demonstrated an
"avalanche like" closure OPTICAL ENERGY

phenomena that requires PISE SA
much less of the optical OPTI
energy requirements of ENERcG PYtTRN

1 i n ea r switches EETOE ATR
(typically 0.1% to
1.0%). Conduction is
maintained through the
switch until a critical (D E
voltage is reached at ee--
which the device "locks --
on" until the electrical I
energy is dissipated or -LOAD. .<
removed. SOURCE PAIRS

The "avalanche T
like" closure phenomena
and the "lock on"
phenomena that maintains Figure I Linear Photoconductive Switch
switch conduction are
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presently not completely understood. Several closure performance
limitations have been observed including: 1) closure time limited
to several hundreds of picoseconds, apparently by drift times
through the switch, 2) the conduction electric field in the switch
is independent of the initial voltage and results in large power
dissipation densities, and 3) the lifetime of "avalanche like"
switches is a function of the switch current density which is I
indicative of current filamentation due to local thermal effects.

There are several objectives of the model. These are to 1)
correlate experimental results, 2) explain "lock on", 3) explain
closure of the switch with the optical energy both perpendicular
and parallel to the electric field (see Fig 2), 4) determine if
closure of the switch can be scaled, and 5) incorporate the model
into a system model with source and load.

I
optical
Control
Energy Contacts

6 .. Semiconductor

Contacts Electric A'

Field r Electric

4! I - - rz~ -- Field

SemiconductorI

Figure 2a Optical Energy Figure 2b Optical Energy I
Perpendicular to Electric Field Parallel to Electric Field I
Background

Linear photoconductive switching is a process, in which, a I
single photon with an energy greater than or equal to the
semiconductor band gap energy, produces a single electron pair. A
large number of photons are used to generate a large electron-hole
carrier density and thus rapidly reduce the resistance of the
intrinsic semiconductor switch. The optically generated carriers
maintain conduction of the switch until they recombine into the
material at the characteristic recombination time. The temporal
closure time is directly related to the integral of the optical
power absorbed in the switch or the total optical energy. Thus,
the operation of the linear switch is nearly independent of the I
applied voltage indicating that the temporal closure should be
similar in the range of 1 - 100 percent of the maximum voltage.

Work by Schoenbach, Lakdawala, Mazzola, Brinkmann3 et. al at
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Old Dominion University in Norfolk, VA, has developed an optically
controlled "on-off" switching process that relies on the opticalIcontrol of interband trap population levels to maintain switch
conductivity for periods of time much longer than the
characteristic recombination time of GaAs. In this work the

*semiconductor switches are brought into conduction by optically
generating an excess carrier density that saturates the interband
traps. The interband trap specie and density normally controls the
characteristic recombination time of the material. However, once

_ the traps are saturated using optically generated carriers, the
effective carrier recombination time is approximately equal to the
trap thermal emission time which is much longer than the
characteristic material value. After the initial turn on phase in
which the switch acts as a linear photoconductive switch, the
excess carrier density in the switch is maintained through double
injection at both contacts (Brinkmann, Schoenbach, et. al).

In a double injection
device with an applied electric
field and large contact carrier
densities, the free carrier
densities of electrons and holes
injected from each distribution with distribution with

diffuse into the bulk material traps saturated traps saturated

a characteristic length . . U.
determined by the mobility,
initial carrier density, _

contacts and the characteristic
material recombination time. If
conduction due to the - . __,
"avalanche-like" closure 0 __itch lengt Le
phenomena is sustained through Electron density Hole density

a double injection process, the distribution v/o distribution v/o

switch closure should be limited trap saturation trap saturation

by carrier transit time in the
following manner. The carrier
injection process and the
recombination process reach a Figure 3 Carrier Density With
steady state equilibrium to and Without Traps Saturated
produce the carrier density
distributions illustrated in Fig. 3. Nunnally, et. al at Los
Alamos in 1984, determined that the minimum length of silicon
switches must exceed the sum of the characteristic diffusion
lengths for electrons and holes by an order of magnitude to obtain
linear switch I-V characteristics (sponsored by NSWC-Dahlgren,
1984).

Given the steady state distribution of the carrier densities
near each contact, there are two ways in which the optical energy
can be delivered to the switch these were discussed earlier and are
optical energy applied perpendicular to the electric field (Fig.
2a), and optical energy applied parallel to the electric field
(Fig. 2b).If the optical energy is applied perpendicular to the applied
electric field as in a linear photoconductive switch, the optical
energy will be absorbed uniformly between the electrical contacts

3
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to create an increase in the U
local carrier density. If
sufficient optical energy is
delivered to the switch surface,
the resulting, optically hv
generated carriers will saturate
the interband traps and change i
the effective recombination time h
by several orders of magnitude.
At the point where the interband
traps are saturated, without an -
excess of carriers, the switch
is still not conducting. The
steady state carrier diffusion .. 2 t-I Ldistributions, initially

determined by the characteristic
material recombination time,
must now reach equilibrium with
the new, much larger,
recombination time (see Fig.
4a). The distribution shift Pigure 4a Trap Saturation with
time is also related to the Optical Energy Perpendicular to
drift velocity of the carriers the Electric Field
and thus the closure time will l
be related to the length of the switch. Note that in this case,
perpendicular illumination, additional optical energy will reduce
the closure time as in a linear photoconductive switch.

Thus, a switch in which the
optical illumination of the
semiconductor is perpendicular
to the applied electric field
can function as a normal
photoconductive switch or a

nn pseudo-avalanche switch,
depending upon the magnitude and

+ pattern of the optical energy
11 1. applied to the surface. I f

I A however, the optical energy is
... t3 applied parallel to the electric

S---- field, the local carrier density
is increased where the optical

3 energy is absorbed. The

optically generated, electron
and hole carrier density
perturbations then propagate
from the area of optical
absorption toward the opposite

Figro 4b Trap Saturation with polarity contact. If theOptical Energy Parallel to the carrier density is sufficient to
Electric Field saturate the traps, the switch

volume behind the carrier
density perturbation remains conducting and traverses the switch
contact separation (see Fig. 4b). In this manner, the closure time
is definitely transit time limited and should scale with switch
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length or distance between the contacts.

IAnalysis I

Modeling the double R T
injection and trap filling
process requires a formulation
dependent upon space and time. +
The basic equations for x=dI semiconductor device operations VOIare somewhat difficult to E J GaAs VswI

derive, however, they are found - 1
directly from Sze . These SWXT
equations describe the static
and dynamic operations of the
excess carriers and are shown
below. It is assumed in this
first order model that all
spatially dependent parameters
vary only with respect to one
coordinate. For the most part
the derivation will follow Figure 5 Switch Circuit Model
Browder and Nunnally5 . The
continuity equations as a function of space and time are given by,

ap(x, t) =GP(x, t) -Rp(x, t)- -VJp (1)
at q

Iatq
where n(x,t) and p(x,t) are the electron and hole densities
respectively. G (x,t) and Rn. (x,t) are the generation and
recombination rates of the corresponding carriers, and q is
electron charge.

G. (x, t) =a zO (x, t) + ea,.n., (x, t)

+ cxrn (x, t) n.2 (x, t) (3)

I R.(x, t) =Yn(x, t)p)(x, t)+Kafl(x, t)2p(X,

I+ c. (x, t)n(x,

5
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IGP (x, t) =a .10 (x, t) + e fm.zN7 2 (5)

'p (x, t) =jc d (x, t) p (x, t) +x.n(x, t) 2p (x, t)

+ c,,p (x, t) + ep,,n ,., (x, t) (6) I
In this particular model, only the EL26 trap is included. The
model can easily be expanded to incorporate more traps.

Jn (x, t)= q (p E(x, t) n (x, t) +DVn (x, t) ) (7)

J.(x, t) =q(gj'E(x, t) p(x, t) -DPVp(x, t) ) (8) 1
are the electron current density and the hole current density.
Also necessary are the trap density rate equations,

an, (x, t) = (cLn (x, t) + ed) N 3
at

-n.2(x, t) (c,-n (X, t) +Cwp(x, t) +en+eP) (9) 1

and Poisson's equation,

-V'E (x, t) S-q (p (x, t) -n (x, t) -n... (x, t) ){0

where, I

xCd-direct recombination coefficient,

Ka.auger recombination coefficient,

n. (x, t) =density of filled EL2 traps,

6
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a 1 -intrinsic absorption coefficient,

e,, ep-electron, hole emission rates,

e~a, ep.,-EL2 electron, hole emission rates,

c,. 2 , cp,,2-EL2 electron, hole capture rates,

N..-total EL2 trap density,

O(x, t) =Flux intensity(spatial, time).I
These equations are then related to the outside circuit (see Fig.
5) through the boundary conditions and the total current density.Following Iverson and Smith's7 derivation of the electric potentialVs,(d,t) ; Vs,(O,t) at the boundaries and the total current density

JT(t) through the switch yields,

a (J.(x, t) + x CE(x, t) (11
3x + at

JT(t) =Jf(X, t) +JP (x, t) +JD(x, t) (12)

V'JT=O (13)

where,

aE(x, t)I D t (14)

which is the electromagnetic displacement current density.

The circuit current i(t) is related to JT(t) simply by,

i (t) =JT(t)A (15)

where A is the cross-sectional area of the effective current
channel. Thus the electric potential at x = d is

I 7
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I( d, t) = V-JT( 0) AR= V., (d, 0) (16)

where R is the load resistor. Since JT(t) is spatially invariant,
by definition (Iversona), 5

d

-fj, () dx=j( t) (17) I

plugging the above into the equations yields Vsw(d,t) as a function I
of time, thus

avsw(d, t) +__d.d [Vsw(d, t) -V ) =

at eAR

d d d

S i(fE(x, 0) (p,,n (x, 0) +ipp(x, 0t) )dx+D, 2n (x, t) I -D~p(x, t)I1) (18)
e0 0 03

Which completes the system of nonlinearly coupled, parabolic/ 1
elliptic partial differential equations. There are, however,
several GaAs parameters that are dependent upon the electric field.
All the parameters dependent upon the electric field can be related
to the carrier velocities. The carrier velocities are in turn
dependent upon the electric field. This is a somewhat simple model
but should suffice for a first order model. The carrier velocity
equations were obtained from White, Dease, Pocha, Khanaka

9.

I .=ME+ v. t( HI
SEno(19)

1+ ( )'

_ _ _ I

vp= E (20)

where gA and -- are the maximum electron and hole mobilities,
-is e saturation velocity of the electron, and En is the

erectric field at which the electron velocity reaches a maximum.
The electron and hole mobilities are then assumed (for all E) to be

8
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I f n +Una&e (21)

PP=v (22)E

where nMat is the electron saturation mobility This makes the
electron and hole diffusivities dependent upon the electric field.
Correspondingly the capture rates of the traps are also dependent
upon the electric field.

An explicit finite difference method was initially employed to
solve the equations. The distinct advantage being the straight-
forward implementation of the equations. The method, however,
proved to be somewhat unstable. The instabilities that were
introduced tainted the solution. The problem is currently being
rectified. A solution method similar to IversonIo is currently
being pursued along with an upgrade in machines.

Although the initial computer runs proved fallible a
qualitative view of the solution could be assessed. The carriers
diffused into the material and propagation of the electrons began
across the switch when the traps were filled with the light. The
initial results displayed a dependence upon switch length.

Conclusion

The U.T. Arlington model takes into account the recombination
dependence of diffusion associated with double injection and the
related trap filling process. In addition, the model includes
field dependent trapping parameters. These semiconductor
parameters' dependencies upon the electric field in conjunction
with the nonuniform space charge distribution (due to contact
injection), appear to be of some importance in non-linear
photoconductive switching.I Improved computer codes and computer facilities are currently
being pursued to obtain more reliable solutions.
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ABSTRACT

Current military and civilian needs for pulsed power technology are discussed and
various prospective high performance pulsed power systems are reviewed. It is found that
the hybrid combustor-driven, self-excited high-interaction magnetohydrodynamic (MIID)
generator concept pioneered by STD Research Corporation compares favorably with other
proposed systems. Progress in the development of the portable multi-megawatt STD/MHD
power generators is reported. The combination of improved combustor performance,
expansion ratios, and loading more than doubled the efficiency of the STD/MHD
generator over earlier results, both on the basis of gross and net electrical energy
produced per kilogram of propellant. In fact, new records for enthalpy extraction were
set during the last series of tests. Furthermore, demonstration of a method for generating a
regular train of multi-megawatt power pulses without electronic power conditioning opened
interesting possibilities for power conversion equipment mass reduction or elimination.
Tests to date have uncovered no obstacles to the realization of lightweight, long-pulse
MHD generators. The Phase I accomplishments of the Extended Duration Benchtop
Hybrid Combustor (ED/BHC) are also reviewed and the Phase II work performed to
date is reported. This experimental device will provide the basis for realistic testing and
characterization of new and more potent hybrid fuel combinations, advanced combustor
components, improved cooling techniques, new MHD combustor and generator materials,
and demonstrate start-stop capabilities, all of which will lead to MHD pulsed power

* sources of even higher performance.

INTRODUCTION

I The Nation's urgent need for devices able to generate high electrical power levels
for short time durations has been acknowledged in many forums. In fact, pulsed power
technology was recently recognized by the Pentagon (Ref. 1) as one of the technologies
designated by the Secretary of Defense as "most critical to insuring the long-term
qualitative superiority of United States weapon systems." The same report also pointed
out that the Soviets hold a significant lead in this multi-use, generic technology. In
addition to its importance to the national security of the United States, the development
of pulsed power technologies will find important applications in many civilian fields.
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This paper discusses the need for pulsed power systems and describes various tech- i
nological alternatives currently proposed and/or developed. The hybrid combustor-driven,
self-excited high-interaction MHD generator pioneered by STD Research Corporation is
presented as an advantageous system for pulsed electrical power at the multimegawatt
level for long time durations (500 seconds). The latest record-breaking experiments
performed with this device are reported. The progress of the Extended Duration Benchtop
Hybrid Combustor (ED/BHC) is also presented. This research program, sponsored by
SDIO/ONR as the Phase II of a Small Business Innovative Research (SBIR) award, will
lead to the timely and affordable resolution of issues associated with long-duration hybrid
combustion at elevated pressures. More specifically, this device will provide the basis for
realistic testing and characterization of new and more potent hybrid fuel combinations,
advanced combustor components, improved cooling techniques, new MHD combustor and
generator materials, and demonstrate start-stop capabilities.

THE NEED FOR PULSED POWER m

Pulsed power can be loosely defined as the technology able to generate, quickly
and on demand, bursts of electricity from tens to hundreds of megawatts (and beyond)
for time durations ranging from fractions of a second up to a few thousand seconds.
In the present context, we define pulse power as the technology devoted to produce
very powerful electrical pulses (gigawatts, terawatts and beyond) for extremely short time
durations (fractions of a second). On the other hand, pulsed power can be defined as the
technology concerned with the production of prime electrical power (a few kilowatts to
hundreds of megawatts) on demand for sustained time durations ranging from seconds to
minutes. Prime power from pulsed sources therefore has numerous military and civilian
applications, which include pulse power devices.

. The need for pulsed power supplies as prime power sources for other devices can be
found in all branches of the military, for use on the ground, at sea or in space, in space
exploration and in the exploration and exploitation of mineral resources. I

Military applications require pulsed power for directed energy weapon, kinetic
energy weapon, surveillance, countermeasure and aircraft/spacecraft launching/propulsion
systems. Weapon systems currently being developed with the requirements for pulsed
power include:

" kinetic energy weapons such as the electrical energy gun (EEG), I
* free electron lasers (FEL),

* excimer lasers, U
" chemical lasers,

" neutral-particle beam (NPB) systems,

" charged particle beam (CPB) systems.

* impulse radar . i
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The power requirements of each system may differ dramatically. For example it is
estimated that current proposed versions of ground-based free electron lasers would need
power supplies able to deliver gigawatts of average electrical power; the same requirements
apply to excimer lasers. Power requirements for the proposed space-based FELs and
excimer lasers are expected to be somewhat lower. Other space-based weapon systems such
as charged-particle beams and neutral particle beams will require about 50 to 500 MWe
per platform. Power requirements for chemical lasers appear to be much lower (10-100
kWe) (Ref. 2). Finally, the operation of electrical energy guns typically will require a total
of about ten 5-30 MWe electrical bursts, each lasting approximately 10 seconds (Ref. 3).

Pulsed power is also required for linear accelerators used to launch large masses.
For example, electromagnetic mass aircraft launchers (EMAL) are projected to require
70 MWe bursts that last about 3 seconds. The EMAL principles can conceivably be
applied to a catapult for mining the surface of the moon or other asteroid (Ref. 4). Direct
earth-to-orbit electromagnetic mass launchers require multi-gigawatt or terawatt power
levels. Finally, important civilian applications include earth or planet sounding tomog-
raphy for detailed underground exploration and mapping, earthquake fault and ore
detection. For these applications, power levels in excess of 5 MWe are required for 2
or 3 pulses lasting about 5 seconds each (Ref. 5).

While the most demanding pulsed power requirements are those of SDI, some
projected civil or NASA applications under discussion could certainly capitalize on the
SDI investment.

PULSED POWER SYSTEMS

Many methods have been proposed to satisfy the power needs of the devices
listed in the previous section. For example, pulsed power objectives must often be
achieved within acceptable weight and volume limitations dictated by constraints in
the performance of the application platform. Therefore, the suitability of a pulsed power
source has to be carefully evaluated by taking into account the performance of the
application platform as a whole. In many cases the feasibility of a pulsed power application
is solely determined by the availability of the required power source.

At present, research in pulsed power plants is directed toward increasing efficiency,
reducing volume and mass, and improving predictability and reliability. Some of these
advances also involve the development of more environmentally acceptable systems and
materials.

Finally, in addition to the improvement of the methods to produce and/or store
the electrical energy, most of the proposed pulsed power scheme require the development
of new ways to switch both power and loads to achieve the required instant-on operation.
This requirement falls into the area of pulse power physics research.

For example, pulsed power requirements are extremely critical to the design of
any orbiting platform; severe mass and cost penalties can be incurred by excessive
conservatism in the estimation of power level and duration performance of a pulsed
power system. Pulsed power subsystems, for illustration, are estimated to make-up some
20-50 percent of the total mass of the space platform for SDI applications.
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Pulsed power systems can be split into two general categories: open-cycle and i
closed-cycle systems. In open-cycle systems the working fluid is rejected to the surround-
ings. In closed-cycle systems the working fluid is recirculated and reused. Below is a brief
list of some of the proposed pulsed power systems relevant to the applications outlined in
the previous section:

Open-cycle systems: 3
" Open H2 - 02 fuel cell.

* H2 - 02 combustor turboalternator.

" Li - HCl battery.

" H2 - 02 combustor MHD. m
* Hybrid combustor MHD.

" Nuclear reactor turboalternator.

" Nuclear reactor MHD.

Closed-cycle systems: 3
* Ice-cooled H2 - 02 fuel cell.

" Ice-cooled fuel cell with radiator.

* Closed-combustor turboalternator.

" Li - MetalS battery.
In addition, various combinations of prime power generation and storage

are possible, with various performance characteristics. Such methods include: fuel
cells, batteries, electrolysis, thermal media, flywheels (e.g., homopolar generators),
superconducting magnetic storage or a combination of these techniques.

Chemical MHD pulsed power systems are a variety of open-cycle power
systems. An MHD generator is in essence an electromagnetic turbine in which the 3
kinetic energy of an expanding rocket exhaust is converted directly to DC electrical
energy thiou6 h thc interaction of free, charges in the exhaust with an imposed
magnetic field. MHD generators have already been configured as stand-alone pulsed
power sources that can produce tens to hundreds of megawatts for tens to hundreds
of seconds. Unlike a conventional turbine, an MHD pulsed power system has almost
no inertia, and therefore can start and stop within tens of milliseconds. Because the I
rotating machinery of a conventional turboalternator is eliminated, MHD generators
have some prospect for reducing the mass of power systems, especially for burst
applications requiring peak powers measured in multi-megawatts.

In practice, the introduction of MHD technology was hampered by ex-
treme high temperature materials requirements, nonuniformity in the electrical
conductivity and fluid flow patterns, and the management of the exhaust effluents.
Mitigation of the problem of obtaining satisfactory behavior of the fluid flow in
the MHD channel during the conversion process requires attaining a highly ionized, 3
high velocity gas stream having adequate uniformity. The gas flowing through
the MHD channel consists of a mixture of the hot combustion products of an
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exothermic reaction seeded with an alkali metal to improve electrical conductivity
when ionized. Small nonuniformities of gas density and/or ionization concentration
(conductivity) can cause major flow instabilities, and the excess heating in these
regions causes electrical disturbances and flow disruptions.

However, breakthroughs achieved by STD Research Corporation in the areas
of high temperature materials, hybrid combustor technology, exhaust containment
techniques and theoretical analysis and computer modeling of MHD flows have
allowed the development of a unique hybrid combustor-driven, self-excited high-
interaction MHD generator as a prime power source for many applications including
pulse power devices. This generator has an extremely low fixed mass, no vulnerable
moving parts and converts fuel mass to electrical energy efficiently.

Fig. I summarizes the performance of various prime pulsed power sources
in a plot of energy density vs. specific power density. It is seen that the MHD
generator proposed and developed by STD Research Corporation is projected to
have a performance superior or at least equal to that of any other system from the
point of view of specific power density. It should be noted that the data for the
STD/MHD generator are based on actual experiments and computations making
use of technologies available today. The data for the other power sources, however,
are based on studies performed by various government contractors each employing a
different set of assumptions to forecast the performance of these devices and most
of these estimates are based on an optimistic far term view of technologies still
embryonic.

STD/MHD PULSED POWER

Features of the STD/MHD Pulsed Power System

MHD systems compare favorably vis-a-vis gas turbines and other prime
power candidates. Although MHD systems may have poorer fuel-mass-to-electricity
conversion efficiencies than other candidates, their low dry weight is a clear
advantage when fuel mass does not dominate system mass.

STD Research Corporation has been engaged in the research and develop-
ment of MHD power generating systems for over 25 years and has demonstrated
that these systems are capable of producing megawatts of power. A recent
development has produced a hybrid propellant composition that is capable of
delivering hundreds or thousands of megawatts for hundreds of seconds. The
system has shown great promise of providing the high power bursts required
for many military and civilian applications. Building on its breakthroughs in
hybrid combustor technology, MHD analysis and other technologies, STD Research
Corporation has developed the first transportable, multi-megawatt MHD power
generator outside the Soviet Union. Unlike comparable Soviet device, however, the
STD/ MHD generator is a multi-burst device that can stop and restart.

Even with present or near-term technology, specific powers an order of
magnitude higher than any other prime power candidates are possible owing to the
low dry weight of the MHD system and the relatively short run times and high
burst powers required.
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STD/MHD generators have many of the same characteristics as batteries: i
" D. C. current source
" No inertia - quick on, quick off 3
" Rugged - no moving parts
" Noncryogenic 5

However, as is seen in Fig. 1 and discussed in the previous section, STD/MHD
generators have comparable or higher specific energy and much higher specific
power than batteries. i

Like gas turbines and other open-cycle systems, MHD systems must mini-
mize thrust and effluent effects. STD Research is developing total MHD exhaust
containment and thrust cancellation systems that weigh no more than 10% of the 3
propellant weight for space systems. Similar concepts appear to be adaptable to
ground-based systems as well.

Some of the possible advantages of STD/MHD power systems are: I
* Affordability. They are reloadable and sufficiently inexpensive to be expend-

able if required. In fact, the system cost per kilowatt of electricity produced
by the STD/MHD generator is estimated to be almost three orders of
magnitude less than that of turbomachinery-based concepts and ten times
cheaper than batteries.

9 Safety. The fuel is inert until exposed to very high temperatures in the
presence of oxidizer. The fuel and oxidizer are both shock-resistant. The
fuel and oxidizer are stored separately, which removes the possibility of
accidental ignition. Because the solid fuel cannot ignite in ambient air
or detonate, it does not require treatment as a combustible or a high-
explosive. Furthermore, the liquid oxidizer feed system inhibits overpressures U
by reducing oxidizer flow: the hybrid combustor is instability-proof in the
sense that any rise in combustor pressure limits oxidant flow automatically,
which dampens the rate of combustion and avoids unwanted pressure 1
excursions.

9 Storability. The system employs no liquid helium or other cryogenic com- -
ponents or materials. (Although some reduction in fixed weight might be
achieved with cryogenics, the additional components and complications
generally do not warrant this approach when it is not necessary.) The i
oxidizer and fuel have essentially infinite shelf life. The system can be stored
at any ambient temperature on the ground. The system requires no power in
storage. I

9 Quick Start/Restart Capability. Start-up times from completely dormant to
full power are less than one second. Restart times are less than 0.5 second.
Electrical rise-times are on the order of 100's of milliseconds or less, once the
combustor has ignited.

* Reliability. The system has no vulnerable moving parts. The moving parts m
are mainly the oxidizer and igniter control valves and, for cooled systems,
the coolant pumps, and, if the oxidizer is pumped rather than pressure-fed,

I
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a turbopump and motor. The system is simple and has very few parts,
significantly fewer than competing generating systems.

" Ruggedness. Because it is designed to accommodate relatively high combus-
tion and magnetic pressures, and because it uses no delicate machinery, the
system is capable of withstanding strong vibration and overpressures which
would damage large rotating machinery.

* Compactness and Light Weight. The system inherently has low specific
volume (m3 /MJ), high specific power (kW/kg), and high specific energy
(MJ/kg).

" Multiplicity of Uses. MHD prime power sources are very versatile and can be
used for a wide variety of missions requiring pulsed power.

SProgress of the STD/MHD Pulsed Power System

In 1984, STD Research Corporation demonstrated a simple, rugged, portable3 MHD power system driven by a very energetic hybrid combustor. This system was
capable of 4-second pulses with peak powers up to 4.8 MW at a full flow rate of
about 20 kg/s. Specific energy (power divided by mass flow) was about 0.25 MJ/kg

I based on gross power (total power from the generator terminals) and about 0.11-
0.16 MJ/kg based on net power (generator power less magnet dissipation, or total
power to the load) (Ref. 6). In the course of subsequent geophysical tests at STD

Research in 1986 (Ref. 5) the power output was improved to 6.1 MW, and bursts of
higher efficiency were observed during some combustor transients. Neither in these
tests nor in the earlier, pioneering MHD-powered electromagnetic sounding studies

in the Soviet Union (Ref. 7), was fuel efficiency an overriding concern, because the
duration of the tests was less than 10 seconds. However, pulsed systems with firing
durations longer than a few hundred seconds quickly become dominated by fuel

mass.
In 1984-87 interest again developed in multi-megawatt MHD power sys-3 tems for space applications, and fuel efficiency assumed a central importance.

Competitive space systems would have open-cycle MHD generators with specific
energies of about 2 MJ/kg in space, which corresponds to about 1 MJ/kg on earth
(Ref. 8). Furthermore, to power some high-impedance loads, the mass of the voltage
conversion equipment might rival the propellant mass (Ref. 8).

Quasi-three-dimensional numerical computations performed at STD Re-

search indicate that efficiency is increased when operating closer to the optimum
Mach number M for maximum aU 2, where a and U are respectively the electrical
conductivity and the velocity of the plasma. For the energetic STD hybrid pro-

pellant, the optimum Mach number is about M = 3.5 to 4.0. System calculations
indicate that a 100 bar combustor would optimize the weight of a space system. In
1989 a series of tests, summarized in Table I, was carried out to develop additional

combustion data for the final design of a high pressure hybrid combustor. Peak
power increased to 7.9 MW during Test 89-002.
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Following completion of a new, high-pressure combustor, tests began in 5
February 1990 to verify the combustor operating parameters over a range up to
104 bar. The results of these experiments are summarized below.

Latest Experimental Results

The last series of tests, which concluded in May 1990, verified the new high- I
pressure combustor design and showed a substantial increase in MHD generator
efficiency. A summary of 1990 test parameters is given in Table II. In these tests it
was decided to scale down rather than up in order to take advantage of the better
economics, harsher environments and more exacting requirements of smaller flow
rates.

Figures 2, 3 and 4 show the arrangement of the components of the MHD
system tested in the 1990 test series. The hybrid combustor and MHD generator
are mounted on a steel frame that can be elevated at one end, usually to 50 or 5
100, to avoid contact between the plume and the ground. Fig.5 shows a simplified
electrical schematic of the self-excited MHD generator circuit.

The high pressure combustor is prominent in Fig. 2. The pressure vessel
is rated at 2000 psig. The combustor design is based on a nominal flowrate
of 20 kg/s, but it has flexibility to accommodate flow rates ranging from 4 to
50 kg/s. Pressurized oxidizer is stored in the spherical run tank pictured in Fig. 2.
Computer-controlled pneumatic valves admit streams of igniter propellant and
oxidizer to the chamber according to a preset computer control program.

Tables I and II compare the matrix of tests of the 1989 and 1990 series. I
While operating conditions vary somewhat from test to test in each series, the
1990 test series generally aimed at higher pressure and lower mass flow rates. For
example, the mean operating pressure (over all tests) in the 1989 series was 48
± 12 bar at a mean mass flow rate of 18.3 ± 3.2 kg/s, while the mean operating
pressure during 1990 was 77 ± 23 bar at a mean mass flow rate of 9.2 ± 2.8 kg/s.
The higher efficiencies achieved in the 1990 series are evident from the fact that,
despite the use of half the mass flow rate on average in 1990, the mean of the
measured peak gross power was about 8% higher in 1990 than in 1989. The net 3
power was about 34% higher in 1990 on average.

The mean value of the pressure pulse width (defined as the pulse width at
1/3 of maximum pressure) is 3.24 ± 0.85sec in 1989, while the corresponding time I
is 5.2 ± 1.7 sec in 1990.

It is emphasized that these variations are taken over all runs to indicate
concisely the approximate range of operation. I

The electrical conductivity is estimated from the instantaneous internal
impedance found at the time of opening of the load shorting switch S2 (cf.
Fig. 5). At that moment, the generator voltage-current characteristic is used to
determine the instantaneous internal impedance and therefore to estimate the
average conductivity (cf. Ref. 6). It was possible to follow this procedure in only i
about half of the tests in each series. While this is not a large statistical sample,
it is worth noting that the mean of the conductivities measured over all tests in
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1989 (130 :t 30 S/m) is higher than the 1990 values (103 ± 30 S/m) because of the
higher values of load resistance selected in 1990.

The operation of the generator with the high pressure combustor is illus-
trated in Fig. 6. The dip in pressure at 13.2 seconds occurs when the main oxidizer
valve closes and the purge gas drives the oxidizer remaining in the lines into the
combustor. The combustor pressure also declines somewhat before the main valve
is closed. This is due to erosion of the uncooled nozzle, which had already been
fired once before this test and allowed to oxidize. Second and subsequent firings
of these uncooled nozzles always produced higher erosion; however, it appears that
several solutions to this problem exist, including nozzle cooling and the use of more
resistant materials for long duration operation at high pressure. This geometrical
effect becomes insignificant as the size of the device is ircreased.

Fuel grain regression measurements of the port diameter were made zfter
each test. Fig. 7 shows that the fuel erosion is quite uniform after the first 10
inches of the port length. The excess erosion in the injector head end is due to
a nonoptimized spray pattern from the oxidizer injectors. This problem becomes
insignificant as the length of the grain increases for the contemplate'4 applications.
The uniform erosion pattern in the ports indicates that simple grain geometries will
be adequate for long duration operation.

The models used to predict combustor and generator performance were
validated in the 1990 test series. Fig. 8 indicates good agreement between the
pre-test predictions and the measured values of combustor pressure, fuel erosion3 rates, total mass flow, and MHD power output.

A means of forming a power pulse train in the self-excited circuit is
illustrated in Fig. 9. By modulating the oxidizer flow rate, it is possible, with
relatively small and easily produced fluctuations in the combustor pressure, to
alter the electrical conductivity of the working fluid just enough to producc sharp
power pulses, with rise and fall times of about 30 milliseconds in the case of Test
90-012. If this effect is properly exploited, it may be possible to substitute the
MHD generator for relatively heavy switching and power conditioning equipment. If
tailored properly, the loss in efficiency of the generator might be small enough to
warrant its use in place of power conversion equipment.

The present series of tests is aimed at the eventual extension of this generic,
multiple-use technology to lightweight generator applications requiring longer pulses
(>100 sec) and high-impedance loads (> 100 Q) (Ref. 8). Because of the dominance

of the propellant mass and voltage conversion equipment in such applications, the
crucial parameters of such systems are net specific energy (net electrical energy
output per unit propellant mass) and power conversion equipment specific power
(converted power per unit mass of converter). In Test 90-010 of the present series, a
peak net specific energy extraction of 0.47 MJ/kg was achieved, a new world record
for net enthalpy extraction for MHD generators. This achievement surpassed the
value of 0.45 MJ/kg achieved in Test 56 of the Avco Mark V generator (Ref. 9).

The significant improvement demonstrated by the STD/ MHD devices
underscores the need for a sustained effort to reach the full potential of this

9 -9- @1990 STD Research Corporation



i
Benchtop Hybrid Combustor for MHD Pulsed Power Supplies

technology. I
THE STD EXTENDED DURATION

BENCHTOP HYBRID COMBUSTOR i
The optimization of the large STD hybrid combustor (solid fuel, liquid

oxidizer) requires additional critical data that can only be obtained by testing as i
well as additional detailed analytical computations. While the fuel used in the STD
Research Corporation hybrid combustor has a very slow burning rate, the size of
the combustor still is appreciable. For example, at 1500 psia, the burning rate is I
only about 1 mm/sec. However, even for this low rate, a 1000 second firing duration
will require a full web thickness of one meter. This combustor would be at least
2 meters in diameter, would consume over 50 kg/s of propellant and would cost I
several million dollars to build and operate.

Since the cost of constructing and operating these giant devices is high, it
is desirable to employ a small scale model to obtain the desired experimental data
and to demonstrate the suitability of new materials or designs.

The extended-duration benchtop hybrid combustor (ED/BHC) is being
developed to produce a test device for affordable, small-scale, realistic experiments
with high-pressure (1500 psia) and long duration (30 seconds). The ED/BHC
achieves sustained long-duration hybrid combustion in a small and economical 3
package by keeping the geometry of the device constant over time. This is
accomplished by feeding the grain into the combustor at the same rate as it
is eroding due to combustion. This methods allows the size of the combustion
chamber to be kept small and the costs to be kept low.

When completely developed during Phase II, this apparatus will bring about
an order-of-magnitude reduction in the cost and will speed up the schedule for the I
development of multi-megawatt pulsed power systems. The device will provide the

basis for realistic testing and characterization of new and more potent hybrid fuel
combinations, advanced combustor components, improved cooling techniques, new
MHD combustor and generator materials, and demonstrate start-stop capabilities.

Examples of some of the data that are required to demonstrate a design or
predict performance using the STD Research Corporation analytical and numerical
models include: (1) the effects of combustor gas temperature and pressure on the
burning rate of the solid fuel; (2) the effects of fuel/oxidizer ratio and con.bus-
tion products on heat transfer, electrical conductivity and other thermodynamic
properties; (3) the effects of long burning durations on the properties of the solid
fuel; (4) the performance of a total exhaust effluent containment device. This I
information together with the performance-predicting capabilities already irl place
at STD Research Corporation will provide the knowledge required to optimize large
hybrid combustors.

Phase 1 Test Results 3
During the Phase I effort, three basic combustor designs were tested using

both N20 4 and gaseous oxygen as the oxidizer materials. N2 04 was used with both
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cooled and uncooled nozzles. Gaseous oxygen was used with a graphite heat sink
nozzle. Both configurations using N20 4 utilized a concave fuel grain surface similar
to that shown in Fig. 10. The configuration used with gaseous oxygen used a convex
face on the fuel grain to maintain a constant 0.20 inch separation between the fuel
grain and nozzle face (Fig. 11). Oxygen injection was still from the nozzle side, i.e.,3- initially counterflow or countercurrent.

N20 4 Tests

-- Two combustor configurations were tested with N20 4. Initially the ignition
pulse was too short to ignite the fuel grain. The pyrotechnic igniter was then
augmented with a sustaining composition to extend the pulse length. Fuel grain
ignition was attained after that.

Ten tests were conducted with the stainless steel heat sink nozzle shown
in Fig. 12 and Fig. 13. N 2 0 4 was injected through the two 0.015 inch diameter
ports which were machined by electron discharge (EDM) through the stainless steel
nozzle. Ignition occurred normally but could not be sustained. The examination
of the fuel surface after the tests indicated that the combustion was confined
to the area near the injector holes (Fig. 14). This observation indicated that a
more complex injector is required in order to distribute the N20 4 across the face

_I of the fuel. The combustion stopped after approximately three seconds for this
experiment. This effect indicated that either the two hole injector supplied enough

-- cool N20 4 to quench the flame or that not enough heat was supplied to the fuel by
the low pressure combustion gases to liquefy and vaporize the aluminum in order to
sustain combustion. The solution to the first observation was to use a more complex
twelve slot injector to spread the N2 0 4 more finely and uniformly across the fuel.
The solution to the second effect was be to raise the operating pressure to 400
psia where test data had shown that insufficient heat was transferred to the fuel to
continue to melt and vaporize the aluminum at the low combustion pressures.

Ten firings were conducted with a twelve-slot oxidizer injector and the water
cooled nozzle shown in Fig. 15. Ignition was normal but, again, combustion could
not be sustained during the first few tests. Parametric variations were made in
N20 4 pressure and valve timing to investigate the problem. On the ninth test, an
attempt was made to increase the oxidizer jet momentum by increasing injectionI pressure, but this resulted in a flooding of the combustion chamber with excess
liquid N20 4. On the tenth test, after experimenting with the valve and flow settings
of the various tests, an optimum flow configuration resulted in fuel ignition and

_ several seconds of sustained combustion. After a few seconds, however, the copper
nozzle assembly collapsed under the force applied on it by the fuel grain being
pushed forward by the pressurized piston fuel feed. It should be noted that when
the solid fuel grain became saturated with N20 4 it became soft and could be forced
into the chamber. When the fuel grain was examined after the tests, it was found to
have its outer sides converge inwards so that they plugged up the oxidizer injector
holes due to excessive piston pressure. Fig. 16 shows the cooled nozzle after the first
test of this series.
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Fig. 17a shows the flame produced by the ignition pulse (N 2 0 4 injection off) I
and Fig. 17b shows that produced when fuel combustion occurs (N20 4 injection
on). As can be seen the ignition flame is much smaller than the combustion flame.
Fig. 18 shows a typical pressure trace with high initial pressure with a tail off as the I
combustion is extinguished.

Gaseous Oxygea Test

One test with multiple restarts was made using gaseous oxygen and the
combustor shown in Fig. 19. The oxygen injection pressure was limited to 200 psi in
order to keep the chamber pressure under 100 psi. Although this pressure was low,
full ignition was attained and combustion was sustained. It is likely that graphite, 
part of the converging portion of the nozzle, reached ignition temperature and, in
the oxidizer rich environment, produced sufficient heat to maintain the combustion.
After ten seconds the combustion became slightly erratic but the fuel continued to I
burn. Several restarts were made by simply reintroducing oxygen into the chamber
onto the hot components. The graphite nozzle and injection face, designed to be
inexpensive and expendable, finally became overheated and burned through in the I
proximity of the injector holes where excess oxygen was present. Fig. 20 shows the
disassembled chamber. Fig. 21 shows the combustor during operation.

This test demonstrated that a convex fuel surface along with a high velocity
oxidizer stream can deliver sufficient oxidizer to the fuel to sustain combustion even
with a crude four-hole injector. 3
Summary of Phase I Accomplishments

Three different small scale combustors were designed, fabricated and tested
during the Phase I program. Questions concerning the minimum size of the device,
ignition technique, the configuration of the injector and fuel surface as well as I
cooling methods have been answered during that phase of the program. The Phase
I activity accomplished the following:

1. The end-burning hybrid combustor concept was proved feasible.

2. The size of the device was determined by the ability to fabricate the smallest
size oxidizer injection holes in a practical manner. This consideration
determined the minimum fuel rod diameter to be 6.17 cm.

3. A pyrotechnic igniter was developed and provided reliable ignition. An i
electric match (squib) was ignited from a 12 V DC source which in turn
ignited a paste composed of 60% KNO 3, 20% Boron and 20% acetate.
This paste was augmented with a material composed of 60% ammonium I
perchlorate, 20% magnesium and 20% epoxy resin binder to provide a one
second igniter burning duration. n

4. It was found that the oxidizer injection jet has to flow in a direction
concurrent with the flow of combustion products.
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3 5. It was established that the operating pressure and gas velocity should be
high enough to provide sufficient heat transfer from the combustion gases to
liquefy and vaporize the quantity of aluminum fuel required to sustain stable
combustion.

6. The most effective method to cool the nozzle of the experimental combustor
is by using flowing-water cooling coils. Calculations showed that the nozzle
can be cooled with water for a combustion pressure up to 1500 psia.

Phase II Progress

At the start of the Phase II contract on December 1989, STD Research
Corporation prepared a detailed program plan that is compatible with the ap-
preciable reduction in schedule and funding from the original proposal. The new
plan, with milestone events shown in the Fig. 22, will result in a demonstration
test of the extended-duration benchtop hybrid combustor (ED/BHC) within fifteen
(15) months. Although the shorter duration and lower level of funding will require
a limitation in the number of design improvements that can be performed, it is
the opinion of STD Research Corporation that the program will be successful in
developing this very valuable device.

Trade-off studies of the fuel geometry indicated that a two-element rectangu-
lar fuel grain allows the most flexibility in changing the combustion gas flow area
while still maintaining a uniform regression rate across the face of the fuel. Fig. 23
illustrates the fuel geometry that was chosen. By using rectangular fuel elements
instead of circular ones, the port area of the combustor remains constant along the
mean flow axis. The rectangular elements are enclosed in a pressure vessel having a
size sl;ghtly larger than twice the length of each fuel element. In the present design,
there can be either two or four such fuel elements (Fig. 24). It can be seen that the
gas flow area can be changed easily by merely changing the spacing between the
two fuel elements. A decrease in flow area, accomplished by reducing the distance
between the fuel elements, increases the combustion gas pressure as well as the
combustion gas flow velocity. This results in an increase of the burning rate of3 the fue. Conversely, moving the fuel elements farther apart increases the flow area
and decreases the fuel burning rate. This arrangement allows the fuel-to-oxidizer
mixture ratio to be varied at will to perform experiments over a wide range of
parameters. After preliminary tests with the two element configuration establish
the fuel burning rates, the combustor can easily be modified to a four element
configuration (Fig. 24). The four-element design has the advantage of eliminating
the two walls that must be cooled or insulated in the two-element configuration.
However, complexity is increased, with respect to the fuel feed system, for example.

A cross-section of the combustor is presented in Fig. 25. It is seen that the
combustion port is nominally 1 inch by 1 inch and that the 1-inch thick steel walls
of the combustion chamber are protected from the high temperature gases by a
0.5-inch thick layer of graphite backed-up by a thin layer of insulating material. To
further prevent undesirable heating of the steel, strategically located ceramic bars
and water cooling passages are positioned all along the length of the combustor.

I - 13 - @1990 STD Research Corporation
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The strength of this combustor case was analyzed by modeling the various surfaces i
as flat plates and the angles as beams. The boundary conditions were chosen to
produce the most conservative results. It was found that the design will be safe for
operation at a combustion pressure of 1500psi. The combustion case was built at I
STD Research Corporation and successfully hydrotested to a pressure of 2000 psi.

Fuel feed of the rectangular fuel elements is accomplished by a system 3
comprising a computer-controlled stepper motor mounted on the combustor with
two alignment rods to guide each fuel push rod. Thermocouples will be cast in
the fuel at various locations to provide heat transfer data and also locate the fuel
burning surface during operation. We have chosen to use commercially available
"electric cylinders;" each of these devices comprises a ball screw, mounting ball
bearings, demultiplication spur gears and a DC stepper motor. The motor will I
be powered by a drive that translates TTL pulses into shaft rotation increments.
The grain feed system will be computer-controlled, using an open- or closed-loop
command algorithm. I

The pyrotechnic ignition system successfully developed during Phase I
had the shortcoming that it could not be used for multiple restarts without
disassembling the combustor. However, it is planned to test the larger size Phase
II combustor in a multiple restart mode. To achieve this goal, it is planned to
use an hypergolic bipropellant ignition system using a liquid fuel and N2 04 . After
ignition of the hybrid occurs, the flow of ignition fuel is stopped and the flow of
N2 0 4 continued for the normal hybrid operation. Such a system has successfully
been used by STD Research in previous small and large scale combustors. The i
oxidizer injection and ignition systems use a single injection nozzle to disperse
the oxidizer in a square-patterned spray into the combustion chamber. The liquid
ignition fuel is injected directly into the combustion chamber where it reacts with I
the oxidizer. This avoids the need for having a separate combustion chamber for
the ignition system. The entire assembly is protected from the hot combustion gases
by a graphite liner which is backed by a layer of machinable ceramic to reduce the
heat load. The injection/ignition assembly is also equipped with integral water flow
passages for cooling. 3

The nozzle assembly is designed to be disassembled from the main combus-
tor chamber for inspection and replacement of parts and observation of the fuel
grain surfaces. The nozzle surfaces exposed to the hot combustion gas, as well as i
surfaces adjacent to the burning fuel surfaces, are protected with insulation and
fabricated from graphite in addition to being water-cooled. The cooled nozzle is
designed with passages through which the cooling fluid can flow at velocities up to
10 m/s. The parts that are exposed to the hot gas are machined from fine-grained
graphite for increased strength, and the throat is made from pyrolithic graphite for
better ablation resistance and heat transfer. We will attempt to reduce ablation at
the throat by keeping it cool with strategically located water cooling passages. The
nozzle housing is made from copper for good heat transmission. The combustor case
will be shielded from the heat load by a ceramic thermal block.

A small trailer is being refurbished to house the hybrid combustor and
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ancillary equipment. Our self-sufficient and portable testing facility will include two
electric generators to supply power for the computer and controls.

This is work in progress and Fig.22 shows the program schedule. The
program will be completed in March 1991.

CONCLUSIONS

This paper discussed the need for pulsed power systems and described
various technological alternatives currently proposed and/or developed. The hybrid
combustor-driven, self-excited high-interaction MHD generator pioneered by STD
Research Corporation was presented as an advantageous system for pulsed electrical
power at the multimegawatt level for long time durations (500 seconds). The
latest record-breaking experiments performed with this device were reported. The
progress of the Extended Duration Benchtop Hybrid Combustor (ED/BHC) is also
presented. Experiments performed with this device will lead to the timely and
affordable resolution of issues associated with long-duration hybrid combustion at
elevated pressures. More specifically, this device will provide the basis for realistic
testing and characterization of new and more potent hybrid fuel combinations, ad-
vanced combustor components, improved cooling techniques, new MHD combustor
and generator materials, and demonstrate start-stop capabilities.
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Table I. 1989 Test Data Summary

Test Number 89-002 89-003 89-004 89-005 89-006 89-008 89-009 89-010 89-011
Date (1989) 3-Mar 8-Mar 10-Mar 16-Mar 20-Mar 23-Mar 27-Mar 29-Mar 14-Apr
Pressure Pulse Width, Aty (s) 2.46 2.26 2.66 3.09 4.47 4.42 2.69 3.61 3.70
MHD Channel Number 2 2 2 2 2 2 2 2 2
Average Mass Flow Rate (kg/s) 19.5 17.1 17.0 14.0 17.3 19.0 19.7 15.7 25.3
Peak Combustor Pressure (bar) 61 50 36 44 39 55 45 33 67
Avg. Combustor Pressure (bar) 37 32 28 29 34 40 35 24 60
Load Resistance (mfl) 42 33 34 35 32 32 33 32 45

Gross Power (peak) (MW) 7.93 5.03 4.40 0.03 2.34 5.74 4.76 1.22 0.62
Net Power (peak) (MW) 5.48 3.11 2.90 0.00 1.96 3.70 3.37 0.96 0.37
Peak Voltage (kV) 0.720 0.710 0.540 0.508 0,400 0.680 0.655 0.380 0.200
Peak Current (kA) 11.20 7.90 9.60 0.80 6.10 11.40 10.60 3.30 3.10
a at S2 Opening (S/r) 158 - 102 - - 107 155 - -

Table I. 1990 Test Data Summary

Test Number 90-003 90-004 90-005 90-006 90-007 90-009 90-010 90-012'
Date (1990) 27-Feb 8-Mar 15-Mar 23-Mar 12-Apr 25-Apr 27-Apr 3-May
MHD Channel Number I I 1 1 3 3 3 3

Pressure Pulse Width, Aty (s) 4.83 3.75 4.38 8.92 5.02 4.50 4.85 12.91
Average Mass Flow Rate (kg/s) 7.5 8.7 11.8 7.5 10.6 13.9 9.0 4.4
Peak Combustor Pressure (bar) 80 85 104 48 91 102 56 47
Avg. Combustor Pressure (bar) 54 72 90 40 78 86 45 37
Load Resistance (mll) 37 - 61 86 86 86 86 75
Gross Power (peak) (MW) 3.66 3.55 3.93 2.86 5.51 5.09 3.91 2.21
Net Power (peak) (MW) 1.32 - 3.29 2.86 5.51 5.09 3.71 1.04
Peak Voltage (kV) 0.725 0.570 0.644 0.591 1.093 0.723 0.726 0.586
Peak Current (kA) 6.80 7.35 10.44 7.93 11.22 11.46 7.68 4.95
o at 52 Opening (S/m) - - 142 106 68 120 79 -3 Tests 90-011 and 90-012 combined.
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Fig. 3. Mid-test plume during Test 90-005.
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Fig. 5. Simplified electrical schematic of the self-excited MHDU
generator.
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during high pressure Trest 90-009 of STD/MHD generator.
Gross and net powers are derived from the measured currents

and voltages. The net power is computed from the voltage
drop across the load and the measured load resistance.
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Iv~ 2 EACH INJECTOR HOLES

N24FEED (TYP.) SECTION 'A-A6

I Fig. 12. Two-hole injector with stainless steel heat sink nozzle of STD
ED/BIIC Phase I combustor.
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Fig. 13. Photograph of two hole injector and stainless steel heat sink I
nozzle of STD ED/BHC Pha!,e I combustor.
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Fig. 15. Photograph of 12-slot injector and water cooled nozzle of STD I
ED/BUG Phase I combustor.
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Fig. 16. Photograph of 12-slot injector and water cooled nozzle of STD
ED/BHC Phase I combustor after first test.
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Fig. 20. Photograph of 4 hole injector and graphite nozzle combustor
after firing of STD ED/BHC Phase I combustor.
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Fig. 23. Schematic of the two-element fuel con cgu ration for the STDI
ED/BHC Phase Il combustor.
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I Fig. 24. Schematic of the four-element fuel configuration for the STD
I ED/BHC Phase II combustor.
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Fig. 25. Cross section of the STD Phase II extended

duration/benchtop hybrid combustor (STD ED/BHC).
Four-grain configuration is shown. All dimensions in inches. I
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ABSTRACT

A project to develop improved high power high repetition
rate modulators for accelerator and pulsed laser
applications is described. The modulator development is
based on the back lighted thyratron or BLT switch which has
demonstrated improved performance in voltage holdoff >100kv,
peak current >8OkA, rate of current rise >6xl011A/sec and
ability to handle high reverse currents >40kA. The BLT is
optically triggered allowing for implementation of
modulators requiring multiple switches.

I. INTRODUCTION

Many particle beam accelerator and pulsed laser systems are
limited by the performance of the pulsed power modulator
which in many cases is limited by the performance of the
switch. In this project we are developing improved
modulators based on a new development in high power switch
technology. The new switch is the back lighted thyratron or
BLT switch and is a thyratron switch that has shown improved
performance in the areas of peak current , voltage holdoff,
rate of current rise, triggering and construction.

A. The back lighted thyratron switch

I The Back of the cathode Light activated Thyratron or BLT
switch(i 6 is an (2 ptically triggered version of the
Pseudospark switch (2 . The BLT operates with peak currents
and current rates of rise comparable to high pressure spark
gaps but with the repetition rates and low electrode erosion
characteristic of hydrogen thyratrons. Unlike the hydrogen
thyratron the switch requires no cathode heater power and
has a much simpler gridless structure, also the symmetric
structure of the BLT allows it to conduct reverse currents
without electrode damage. Unlike the Pseudospark switch the

-- BLT is optically triggered allowing for complete electrical
isolation of the triggering circuit.



i
The switch structure is cylindrically symmetric consisting
of two cup shaped electrodes with flat bottoms that face i
each other and are separated by about 3-5mm, each electrode
has an aperture on the cylinder central axis of 3-5mm
diameter. The electrodes are positioned within a cylindrical
ceramic or glass insulator and the ztructure is iilled with
a low pressure gas usually hydrogen at about 25-40 Pa. For
this pressure and electrode separation the switch has a high i
breakdown voltage by operating on the left side of Paschen
minimum(3 ) . In this region the mean free path between
ionizing collisions for electrons released from the cathode
is comparable to or larger than the electrode separation
making and ionization avalanche and electrical breakdown
highly unlikely. A higher breakdown voltage is obtained by
decreasing the gas pressure or decreasing the electrode I
separation. The central apertures perturb the field giving a
longer effective path for breakdown with a lower breakdown
voltage. When electrons are added to the region of the I
cathode aperture an ionization avalanche can occur producing
a homogeneous discharge plasma confined to this central
region of the electrodes. A hollow cathode type discharge is
formed that gives a rapid rise in ionization and current
through the switch. The ions produced during these transient
phases bombard the cathode producing secondary electron
emission and heating the cathode surface to a temperature i
where thermionic emission is possible(4 ). The discharge
continues in a high current dense glow discharge phase using
the thermionic cathode produced at the front surface of the
cathode electrode. The switch conducts at a current density
of several kA/cm2 that continues for a time determined by
the external circuit. The operating voltage is similar to
that of hydrogen thyratrons up to about 35kV for typical
single gap devices however the peak currents and rate of
current rise are significantly higher than thyratrons. The
switch has operated at peak currents over 8OkA in 500nsec I
pulses and at several kA with pulse lengths from 50nsec to
several psec. The rate of current rise is usually limited by
the external circuit and has been observed(5 ) to be
>6xl011A/sec at 22kV and 9kA when operating in a fast test
circuit. The high peak currents and rise rates are important
to several pulsed power applications such as lasers,
modulators for accelerators and fast pulsed magnet systems i
that typically require magnetic pulse sharpening and
compression to obtain the required pulse shape, in some
applications replacing the thyratron by a BLT switch may
eliminate the need for magnetic circuitry(6 ). Also circuits
that have poorly matched loads, such as the excimer laser
discharge can produce reverse currents that are damaging to
thyratrons due to arcing that can occur on reverse
conduction, the symmetric structure of the BLT allows it to
handle nearly 100% reverse currents without damage.

Triggering of the BLT switch is accomplished by unfocussed
UV light incident on the back side of the BLT cathode. Only

2i



a small number (-109) electrons are required to initiate
this discharge. These electrons can be provided through
photoemission using an unfocused UV light source such 4s a
laser or flashlamp. Measurements of delay and jitter(7  of
the discharge formation have shown that with 1.5x10 9

starting electrons produced by photo emission the discharge
is initiated with a delay of about 80nsec and jitter <lnsec
for a 3mm electrode spacing at 26Pa H2 and 10kV initial
voltage. The values of delay and jitter increase when the
number of starting electrons, gas pressure or applied
voltage is decreased. We have investigated several optical
triggering methods including laser, flashlamp and light
guided by an optical fiber. In each case a small amount of
unfocused light is incident on the back surface of the
cathode near the central aperture.

II. PRELIMINARY EXPERIMENTS

Preliminary proof of principle experiments have been used to
establish the feasibility of using the BLT switch in high
power modulators. These experiments were directed at
demonstrating the use of BLT switches in modulator
configurations requiring simultaneous triggering of many
switches and the scaling of the BLT switch to higher
voltage, >100kV operation. For these experiments demountable
switches with O-ring seals were used, therefore high average

* power and life testing was not possible.

A. Fiber optic triggering

I An important advantage of the BLT switch is the optical
triggering of the switch which allows many switches to be
triggered simultaneously from a single light source. In
multiple switch modulator development this advantage is
exploited by using a fiber optic delivery system to
distribute light from one source to trigger many switches.

I Optical triggering using a fiber-optic to deliver a UV light
pulse to the back surface of the cathode near the cathode
aperture has been evaluated in the demountable switch shown
in figure 1. In this method a UV transmitting plastic coated
silica or all silica fiber is used to bring light into the
cathode back space and direct it to the cathode surface near
the hollow cathode aperture. Using the fiber-optic with a
XeCl-laser resulted in a small delay and jitter with a small
amount of light incident. The best jitter and delay times
were 0.4 nsec and 78 nsec respectively operating at a
pressure of 26Pa H2 and 10 KV anode voltage using 4.4 mJ of
XeCl laser light at 308 nm incident on the molybdenum
cathode surface.

I 3



I

To ULa er Mo Cathode 3mHV Mo Anode

~Plasma

2 -S mn1"per Jre

'I kInsulator I
K_-_90 mm I

Figure 1. Structure of a BLT switch with optical triggering through an

optical fiber. The switch is filled with low pressure gas and is triggered by I
unfocused UV light incident on the back of the cathode surface. I
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Figure 2. BLT Marx bank with electrical and gas handling connections
shown.
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B. BLT Marx bank

3A Marx bank is typically switched by spark gaps operating at
or very near self-breakdown. Many stage Marx banks can fail
to fire because although the first gap closes, the

* overvoltage erected by each stage may not be sufficiently
large to trigger the following spark gaps. It is therefore
common practice in Marx bank technology to trigger more than
one gap. However, as a result of the high voltages involved
the triggering circuit is affected by feedback from the
stage voltage when the individual gaps close. Isolation of
individual switches can be very difficult with electrically
triggered switches. Optical triggering provides a method to
isolate circuits from each other, eliminating the feedback
problem.

I Figure 2 shows the electrical and vacuum arrangements for a
three stage BLT Marx bank. Each BLT is connected from the
cathode side to the vacuum and gas handling system through
glass valves which provide electrical isolation among the
BLTs. The valves also allowed independent variation of the
pressure in each switch. The gas used in these experiments
was Hydrogen. The BLTs were triggered simultaneously by an
excimer laser pulse through an optical fiber. The laser
wavelength and pulse duration were 308nm and 10nsec
respectively. The light energy incident at the cathode of
each switch was about 3mJ.

For this work, 16nF capacitors were charged to 35kV and were
discharged by optically triggering the BLT1 and BLT2
simultaneously. BLT3 was operated in a self-breakdown
fashion as the output switch of the Marx bank giving a
maximum peak voltage of 105kV. The output pulseshape
depended on the load resistor used and was measured at point
B. Using a total load resistance of 3000 an output
pulsewidth of 1.61sec with a risetime of 50nsec was
obtained. The Marx bank was operated a a repetition rate of
4Hz.

This experiment demonstrated a BLT based Marx bank designed
to obtain medium high voltages, when optically triggered in
low repetition rate operation. These results have
demonstrated the feasibility of developing modulators that
require simultaneous optical triggering of several BLT
switches.

C. Multiple gap BLT switches

U The optically triggered structure of the BLT switch allows
for simple scaling to higher voltages by stacking multiple3 BLT electrode structures to form a multiple gap switch.
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Optical triggering gives electrical isolation of all stages
and allows for the simultaneous triggering of all switch i
gaps. The absence of a continuously heated cathode
simplifies construction and improves operation by allowing a
more open structure to obtain a high holdoff voltage. We
have completed proof of principle demonstrations of multiple
gap BLT switches.

Two, three and four gap BLT switches that could be triggered
by a flashlamp or through a fiber optic were tested and are
shown in figure 3. These tests demonstrated scaling of
voltage with increasing gap number and triggering of the
multiple gap discharge. The switches had glass insulators
such that the discharge character could be observed to
verify that a diffuse pseudospark discharge was initiated in m
all gaps. The best voltage and peak current obtained in
single shot operation was 1OOkV, 76kA, 3xl0 11A/sec dI/dt,
630J/pulse, 12.6mC/pulse total charge, 400nsec pulse length I
and 25kA reverse current .

III. BLT SWITCH DEVELOPMENT

For reliable operation at high powers with long lifetimes
hermetically sealed switches of ceramic-metal construction
are required. Most of the work on this project to date has i
been the development of a sealed ceramic BLT switch.

The switch design chosen was a 64mm diameter single gap
ceramic-metal BLT switch. This switch is IAP part number I
BLT-250 and can be produced in both optically and
electrically triggered versions. The switch is designed to
operate at 40-50kV and peak currents >20kA.

A considerable amount of effort has gone into perfecting the
fabrication and processing techniques required to produce i
reliable switches. Our switches are of brazed ceramic and
metal construction, leak checked to <10-10 atm-cc/sec, then
processed by baking under 10-7 torr vacuum at 350C for
>12hrs. The switch operates at 25-50 Pa H? with the gas
pressure maintained by a hydrogen reservoir. New reservoir
technology allows us to use a small reservoir consuming only
a few watts of electrical power to maintain the gas pressure I
and getter impurities to ensure stable long life operation
of the BLT-250 switch.

Both optical an electrical triggering methods were designed i
to give the fast current rise and low jitter required.
Optical triggering results in the simplest and most reliable
switch structure but requires a pulsed laser or flashlamp
system for triggering. Electrically triggered switches were
designed to give a switch that could be a direct replacement
for a standard thyratron switch. i
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IV. EXPERIMENT

The BLT switch has been operated in several types of test
circuits subjecting it to various pulse conditions. The
simplest circuits use a standard RLC discharge circuit to
produce high peak currents and also high reverse currents,
the switch has also been tested in excimer laser discharge
circuits to demonstrate it's performance in a real device m
application and in fast risetime square pulse forming line
type networks producing conditions typical of accelerator
applications.

A. Capacitor discharge circuits

Several different capacitor discharge circuits have been i
used to test the switch under varying pulse conditions. For
high repetition rate testing typical circuits consist of a
capacitance of 20 to 100nF discharged through a one to ten u
ohm load resistor. The capacitor discharge circuit for very
high peak current testing consisted of two 0.4pF capacitors
switched in parallel. Carbon block load resistors were used
which could be changed to produce various levels of peak
current and reverse current. A In load resistor would
produce an overdamped discharge, 0.25n produces near
critical damping and for the highest peak and reverse I
currents the load resistors are replaced by a short circuit
to give a ringing discharge. The repetition rate in this
circuit was limited by the power supply and resistive
charging to about 5Hz.

B. Exciner laser test circuits

Testing in an excimer laser consisted of direct socket
replacement of a 3 inch diameter ceramic thyratron switch
with an electrically triggered BLT-250 switch. The laser i
used for these tests was manufactured by Questek Inc. The
laser was run with a gas fill of helium to simulate the
excimer laser discharge load.

C. Square pulse forming line circuits

The pulse forming line to give a square current pulse i
consisted of two pulse forming lines symmetrically feeding
the switch in parallel. Each line is a ten section Type E
equal capacitance network with each section consisting of I
4nF capacitance provided by two doorknob type ceramic
(SrTiO3 ) capacitors and 16nH inductance provided by parallel
copper plate conductors. Each line has an impedance of 2nl
and gives a pulse length of about 150nsec. The lines are
switched by the BLT switch into a resistive load of In
provided by carbon block load resistors. The repetition rate
in this circuit was limited by the power supply to about
25Hz. A second pulse forming line with 1.25ohm impedance
and 100nsec pulse length was designed and fabricated for
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switch testing at IAP. The line consists of two 2.5 ohm
lines in parallel each having ten sections each with 12.5nH
inductance provided by parallel conducting plates and 2nF
capacitance provided by two lnF, 50kV capacitors. The pulse
forming lines are switched to a 1.25 ohm load made up of 4
parallel 5ohm carbon resistors. Using this type of load did
not allow for an exact match to the pulse forming line and
therefore some positive reflected current was observed
indicating a positive load mismatch. The current through the
switch was measured using a 5mohm current viewing resistor
(CVR), and observed on a digitizing oscilloscope with a
3.5nsec risetime and vertical resolution 0.4% of full scale.

V. RESULTS

A. Capacitor discharge

The BLT switch has been tested in several capacitor
discharge circuits producing various peak currents and pulse
lengths. Included in these tests was the operation of a BLT-
250 switch for > 20 million pulses at 25kV, 3kA, 100Hz with
no degradation of performance. All of these tests have been
limited in repetition rate, average power and duration by
the available equipment and not the BLT switch.

Two sealed ceramic-metal BLT switches of preliminary design
were tested. The switches were designated BLT-C-01 and -02.
BLT-C-01 was tested at 15kV anode voltaIe, 5.5kA peak
forward current, ikA reverse current 6.5X10 A/sec dI/dt
185nsec pulse length, 30Hz, 5.6J/pulse for a total of 4X10
pulses which is a total charge transfer of 300C with no
degradation of performance. BLT-C-02 was tested at 10kV
anode voltage, 3.5kA peak forward current, ikA reverse
current 4.3X10 I0 A/sec dI/dt, 180nsec pulse length, 100Hz,
2.5J/pulse for a total of>2Xl07 pulses which is a total
charge transfer of 10,000C with no degradation of
performance (this test was stopped due to a failure in the
power supply used for testing). Analysis of each switch
after these tests showed very little wear to the electrode
surfaces and no measurable macroscopic erosion of electrode
material.

An electrically triggered BLT-250 switch has been tested in
a capacitor discharge circuit consisting of a 20nF capacitorI discharge through an lln resistive load. This switch was run
at 25kV anode voltage, 2.8kA peak forward current, 200nsec
pulse length, 100Hz, 6.25J/pulse for a total of 10 million
pulses, 5000C total charge with no degradation of
performance. The switch was dismantled after these tests and
the electrode erosion measured. It was found that only about
0.06g of electrode material had been eroded. The charge
transfer per gram of electrode eroded was =83,000 C/g which
is considerably better than spark gap performance which is
typically about 20,000 C/g.
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An optically triggered BLT-250 switch was tested in two I
capacitor discharge circuits one to give a 200nsec pulse
length and 2.8kA at 12.5kV and another to give a 400nsec
pulse length and 9.5kA at 12.5kV, both circuits were
slightly overdamped. The switch was tested at repetition
rates up to about 10Hz. The switch was triggered using a KrF
excimer laser or a +5kV pulse applied to the trigger I
electrode and a combined method applying both the electricalan optical pulse.

Jitter values of l.Snsec were obtained using the optical I
trigger and 3.7nsec using the electrical trigger. Both
measurement are one sigma values using a statistical
sampling of the delay time of 1000 shots. Good cptical I
triggering was possible with laser energy as low as 600pJ
per pulse. Triggering jitter is strongly dependent on the
gas pressure in the switch which is determined by the I
reservoir current. Low jitter is obtained by operating at
high reservoir current however at high reservoir current the
hold off voltage capability of the switch is decreased. It
is important to carefully adjust the reservoir current to
the highest value possible for the hold off voltage desired.
In these tests the circuit was RC charged by a DC power
supply. Higher voltage operation at the same reservoir I
current and jitter values should be obtained by using a
command or pulse charged circuit. Typical charging
parameters for such a circuit could be: a charging time on
the order of 1Osec, a dwell time of the same order or less
and then a dead time on the order of 10OAsec before
recharging.

It was possible to trigger the switch with very low laser
energy by combining the electrical and optical triggering.
In this method a voltage pulse of 2-5kV is applied to the U
trigger pin followed by the laser pulse a few hundred nsec
later the switch closure then takes place with timing
synchronized to the light pulse. Using this method it may be
possible to trigger many switches synchronized by a single
light source since the laser energy required by each switchis very low.

B. Exciner laser tests

An electrically triggered BLT-250 switch was tested in an I
excimer laser with a gas discharge load and 72nF storage
capacitor. Maximum conditions achieved were 135Hz at 30kV
4.4kW. The switch was run continuously at 25kV, 100Hz at an
average power of 2.25kd for 2 million pulses with no
degradation of performance. The current in these tests was
lOkA with current reversal and high dI/dt, conditions which

are damaging to conventional thyratron switches. During I
these tests the maximum temperature of the switch were 75 Cat the cathode flange and 102 C on the ceramic body.
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Figure 5. Current waveform obtained with the BLT switch operating at
25kV showing the extremely fast current rise characteristic of the
superemissive self heated cathode. The current rises from 2kA to 8kA in
about lOnsec a rate of current rise that is normally impossible with standard
thyratron switches.
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C. Pulse forming line tests n

An optically triggered switch designated the BLT-250-W was
tested in the 1.25ohm pulse generator. The switch is the
basic BLT-250 electrode structure with a sapphire window to
allow UV light into the cathode back space. Figure 4 shows
the experimental arrangement for testing the optically m
triggered switches. A KrCl excimer laser operating at 222nm

wavelength was used as the triggering source. The laser
energy incident near the cathode aperture was <10mJ in a10nsec pulse. These tests were limited to 25kV and 10Hz by
the charging power supply.

Figure 5 shows the current pulse obtained at 25kV showing a I
slow initial rise during cathode heating then an extremely
fast rise from 25% to 100% peak current. At 25kV the
discharge current rises more than 6kA in 10nsec which is I
about 6 times faster than is possible with the fastest
thyratron switches. The best pulse shapes were obtained at
22.5kV. At 22.5kV the peak current was -8kA with a 10-90%
rise time of 40nsec and a 55nsec flat top with about +/-2%
ripple. Improvements in optical triggering and circuit
methods should be able to reduce the 0-25% risetime to give
a 0-100% risetime <25nsec. I
Testing with the lfl square pulse forming line resulted in
150nsec pulses up to 10.5kA at 20kV with a 10-90% rise time
of 45nsec and pulse top variation <2%, figure 6a. At lower
voltages the risetime was observed to be longer resulting in
a lower peak current to voltage ratio. At 5kV the rise time
was 73nsec and the peak current only 2.4kA. The longer
risetime is due to a slower heating of the self heated
cathode. Under low voltage and current conditions this
effect is observed as a slow rising high impedance phase of I
the discharge before initiation of the high current phase of
the discharge. At 2.5kV the peak current is ikA, the current
has a slow rising phase from 0 to 500A lasting 120nsec then
increases to IkA in the next 30nsec, figure 6b. This
behavior has also been observed in streak photography as a
fast increase in discharge radius after a slow development
of a confined discharge channel.

D. High current tests

Using the capacitor discharge circuit the switch was tested I
at peak currents from 3.5kA to >8OkA with pulse lengths of
about 5OOnsec. The rise time was observed to be constant and
the peak current and rate of current rise increase linearly
with voltage in the range of 5 to 25kV. In all cases no
current interruption was observed and circuit limited pulse
shapes were observed. Under short circuit conditions the I
switch was operated at 17.5kv, 122.5J/pulse and 5Hz giving apeak current of 60kA followed by 40kA reverse current. The
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Figure 6. Current pulse shapes obtained with the 1 ohm pulse forming line.
(a) 20kV, 3.4kA/div, 10.5kA peak current with a 45nsec risetime. (b)
2.5kV, 400A/div, lkA peak current with a 115nsec risetime. Horizontal
scale is 50nsec/div for both (a) and (b). Both are flashlamp triggered at 5Hz
at a gas filling of 39Pa H2.

Figure 7. Current pulse obtained with the 0.81aF capacitor discharge circuit
with no load resistance. 17.5kV, 20kA!div, 60kA peak current followed by
40kA reverse current, horizontal scale is 200nsec/div. The switch was
flashlamp triggered at 5Hz at a gas filling of 36Pa H2.
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i
rise time was 140nsec, a dI/dt of 3.4xl01 1A/sec. The ringing
current waveform is shown in figure 7. A circuit inductance
of 40nH and resistance of 60mn were calculated from the
current waveform. Under these conditions the switch was run
continuously for >104 pulses with no degradation of I
performance observed.

VI. FUTURE WORK

In continuing work we are fabricating and testing a series
of BLT-250 switches. It is important to verify the switches
performance and reliability by fabricating and testing I
several switches of the same design. Also included in future
work will be the fabrication and testing of sealed ceramic-
metal multiple gap switches for high voltage operation. I
A. Life testing

Life testing of the BLT switches requires continuous I
operation of a test facility operating at high repetition
rate and high average powers. In previous testing we have
been limited by available equipment to 8 or 10 hours per day
operation at average power levels of 1 to 2 kW. We are
presently beginning tests using a 20kW computer controlled
system which will allow continuous operation at high I
repetition rates. We plan to use this system to test theBLT-250 switches for >109 pulses.

B. High voltage testing

High voltage testing of single and multiple gap BLT switches
at high repetition rates is planned. For this work we will
extend the capabilities of our 20kW test system by adding a
pulse charging section consisting of a thyratron or BLT
switch and a pulse transformer to give output voltages
>150kV.

C. Modulator development

The first year to eighteen months of this project will
concentrate on the development of the BLT switch for
advanced modulator development. The first modulator testing U
planned will be a BLT Marx bank using sealed ceramic-metal
BLT switches. These tests will demonstrate BLT Marx bank
operation at high repetition rates and high average power.
Based on the performance obtained with the BLT switches
various additional modulator designs may be tested.

VII. CONCLUSION I
This work has demonstrated in proof of principle experiments
that the BLT switch is capable of improving the performance i
of modulators requiring multiple switches. The scaling of
the BLT switch to voltages >100kV has qeen demonstrated
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using multiple gap switches. Design, fabrication and
preliminary testing of sealed ceramic-metal BLT switches has
been completed.

A design for the single gap sealed ceramic-metal BLT switch
to be developed has been determined. Much of the work on the
sealed switches has been in establishing the design and
fabrication techniques for these switches. It is expected
that life testing of several BLT-250 switches at high
repetition rates and high average powers will be proceeding
in the immediate future.
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