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EFFECTS OF STRESS ON JUDGMENT AND DECISION MAKING 
IN DYNAMIC TASKS 

1  September 1988 - 31  December  1989 

Kenneth  R.  Hammond  (Principal Investigator) 
and Cynthia M. Lusk 

University of Colorado, Boulder 

EXECUTIVE SUMMARY 

The primary goal of the project was to increase understanding 
of the effects of stress on judgment and decision making under 
changing conditions. This report covers work carried out during the 
period September 1,  1988 to December 31, 1989.    The context of the 
research was aviation  weather forecasting at the National Center for 
Atmospheric Research (NCAR) and the National Oceanic and 
Atmospheric  Administration  (NOAA)  research  sites  that provide  the 
necessary  circumstances  for generalization of results  with respect to 
both  (a) professional persons as subjects and (b) conditions involving 
changing information of sufficient complexity to be of interest to the 
military.    In addition, substantial reviews of the literature on (a) the 
effects of stress on judgment and decision making and (b) the effects 
of variation in  display formats were carried out and annotated 
bibliographies   constructed. 



Empirical studies of these topics of expert judgment and 
decision making in both static and dynamic tasks were carried out in 
relation to three weather forecasting problems, (a) hail, (b) 
microbursts, and (c) the effects of stress on forecasts of convection 
initiation at an  airport approach. 

Hail 

A paper describing the results of this research  was published 
in the journal Weather  and Forecasting.    The abstract states: 

This study compared meteorologists, an expert system, and 
simple  weighted-sum  models  in a limited-information  hail 
forecasting experiment.    It was found that forecasts made by 
meteorologists  were closely  approximated  by  an  additive 
model, and that the model captured most of their forecasting 
skill.    Furthermore, the additive model approximated the 
meteorologists' forecasts better than the expert system did. 
Results of this study are consistent with the results of 
extensive psychological research on judgment and decision 
making processes.     Potential implications  are discussed. 

See Appendix I for full report. 

Microbursts 

Two  manuscripts  describing the work were completed;  one was 
sent to a psychological journal, the other to a meteorological journal. 
Both  were accepted conditionally upon  some revision,  now 
underway.     A paper describing  the microburst research  was 
presented   at  an   international   aviation   weather  conference. 

Abstract from Manuscript Submitted to Psychological Journal 

The major goals of this research are to (a) study professionals 
engaging  in  dynamic,  and  thus representative,  task conditions, 
(b) apply lens model theory to these dynamic conditions, (c) 
learn how judgments are changed in response to changing 
conditions, and (d) utilize a hierarchical judgment model to 
investigate the judgment process from perception of data to 
final judgment.    The results indicate that (a) agreement 
regarding secondar)  cue values is modest, not because of 



differences in perception of primary cue values but because of 
differences in inferenc's drawn from them, (b) magnitude of 
agreement for each secondary cue is related to the proximity of 
the cue to primary cue data, and (c) agreement in probability 
judgments is  higher when secondary cue values  are specified. 
There was some evidence to suggest an increase in agreement 
among  forecasters' judgments  as more information  relevant  to 
judgment was received.    Finally, increased information over 
time resulted in  more extreme probability judgments for half 
the   forecasters. 

See Appendix II for full report 

Abstract from Manuscript Submitted to Meteorological Journal 

Two studies of microburst forecasting were conducted in order 
to demonstrate the utility of applying theoretical  and 
methodological  concepts from judgment and  decision making  to 
meteorology.    A hierarchical model of the judgment process is 
outlined  in  which a precursor identification phase is  separated 
from the prediction phase.    In the first study, forecasters were 
provided  with  specific, perfectly reliable precursor values  and 
were asked to provide judgments regarding the probability  of a 
microburst.    Results indicated that the microburst forecasts 
were adequately represented by a linear model.     Modest 
agreement was  observed among the forecasters' judgments.     In 
the  second  study  forecasters  viewed  storms  under  dynamic 
conditions representative of their usual operational  setting. 
They made judgments regarding precursor values,  as well as 
the probability of a microburst occurring.    The forecasters' 
agreement regarding microburst predictions  was  found  to  be 
even lower than in the first study.    In addition, agreement 
regarding microburst predictions was found to be even lower 
than in the first study.    In addition, agreement regarding the 
(subjectively)  most important precursor value was near zero. 
These results  suggest  that opportunities  to improve  forecasting 
would result from a better understanding  of the precursor 
identification  and prediction phases of the forecasting process. 

Sea. Appendix III for full report 



Convection   Initiation   and   the   Effects   of  Stress 

A field study of the effects of high and low stress on expert 
meteorologists forecasting convection at Stapleton  Airport in Denver, 
Colorado was carried out.    The summary states: 

In sum, all of the results presented indicate a decrement in 
performance on low stress (activity) days compared to high 
stress (activity) days.    The bias measures (Table 4) indicate 
that the decrement may be due, in part, to larger judgmental 
biases occurring during low stress days.    In addition, there is 
some evidence (Table 6) that forecasters use a higher criterion 
(ß)  under low stress than high stress conditions.    More research 
is necessary to clarify and expand these findings.    Although the 
present data indicate  forecasters  may  introduce  bias  into their 
judgments or a different decision criterion may be operating on 
low stress days, the processes accounting for the differences 
are   unknown. 

Note:    Further analyses of these data were carried out and a 
manuscript is now in  preparation for publication. 

See Appendix IV for the full report. 

Field  Study   of the  Effects   of Stress   on   the   Use 
of   Various    Information    Displays, 

Cognitive   Processes   and   Accuracy   of   Inference 

In order to provide baseline data for a field study of the 
effects of stress in naturalistic conditions at the National Weather 
Service forecasting conditions office in Denver, a study was 
undertaken  of three  meteorologists  making  forecasts  of convection 
(thunderstorms)  over four regions and  six forecasting  occasions 
during a one hour period of data display under changing conditions. 
These data have been collected and analysis is underway.    Howe.er, 
the proposal submitted to ARI was not approved for funding, thus 
eliminating our study of the effects of stress. 



Annotated   Bibliography  for   the   Effects   of  Stress   on 
Judgment   and   Decision   Making   (Revised) 

A letter of inquiry about recent research was sent to 60 
authors whose work was included in the draft bibliography.    As a 
result, 25 new citations and annotations were added and the 
conclusions in the draft "manuscript were updated and revised.    This 
review was included with Report No. 13. 

Annotated   Bibliography  for   the   Effects   of   Display   Format 
on   Judgment   and   Decision   Making 

This annotated bibliography is nearing completion.    The goal of 
this  bibliography was to review the literature on the effects of 
display format on the cognitive processing of that information.    The 
annotations are complete and the final touches on the bibliography 
are in process, including the writing of an introduction.    A major 
portion of the annotations are included as Appendix V. 

Overall    Conclusions 

1. The methodology used to study static tasks can be applied to 
the study of dynamic decision making with useful results, a 
conclusion  which   has  far-reaching  methodological   consequences. 

2. Research on dynamic decision making led to many of the same 
results found in relation to decision making in static tasks, namely, 
(a)  a difference wio  found between experts' description  of their 
cognitive activity and their cognitive activity as observed  and 
analyzed  by  quantitative  procedures;   (b)   only   moderate  agreemem 
was  found  within  and between  expert judges;  (c) psychologists  were 
more  accurate than expert forecasters in predicting  which  conditions 
would  enhance accuracy  of forecasts. 

3. The search of the literature on the effects of stress on judgment 
and decision making led to the following conclusion: 

Not generalization regarding the effects of stress on judgment 
and decision making can be readily justified on the basis of the 
articles annotated here.    No general principle explaining the 
effect of stress on judgment and decision making is supported 



by a conclusive set of empirical studies.    It has not been 
clearly demonstrated that stress impairs, enhances, or has no 
effect on cognitive activity.    Predictions about the effects of 
stress on judgment and decision making in specific 
circumstances cannot be defended by reference to  this 
literature. 

The results of the field study reported in Appendix IV 
contradict  conventional   wisdom;   performance  improved   under 
stressful conditions.    In addition, our analysis showed that 
although forecasting accuracy (as defined in terms of Signal 
Detection Theory) improved  under stressful conditions,  the 
decision  criterion  (ß) used by the forecasters implicitly 
changed;  although  the forecasters were unaware  of it the ratio 
of false positives to false negatives increased.    The implications 
of these results are the topic of a manuscript in preparation. 
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Analysts of Expert Judgment in A Hail Forecasting Experiment 

THOMAS R. STEWART,
1
-** WILLIAM R. MONINGER,* JANET GRASSIA,

1 

RAY H. BRADY* AND FRANK H. MERREM* 

* Environmental Research Laboratories, National Oceanic and Atmospheric Administration, Boulder, Colorado 
^Center/or Research on Judgment end Policy, University of Colorado at Boulder, Boulder, Colorado 

(Manuscript received IS March 1988, in final form 20 December 1988) 

ABSTRACT 

This study compared meteorologists, an expert system, and simple weighted-sum models in a limited-infor- 
mation hail forecasting experiment. It was found that forecasts made by meteorologists were closely approximated 
by an additive model, and that the model captured most of their forecasting skill. Furthermore, the additive 
model approximated the meteorologists' forecasts better than the expert system did. Results of this study are 
consistent with the results of extensive psychological research on judgment and decision making processes. 
Potential implications are discussed. 

1. Introduction 

The future in weather forecasting is a partnership 
between person and machine (Snellman 1977- Schlat- 
ter 1985; Tennekes 1988), and an understanding of 
the capabilities and limitations of both is critical to 
making that partnership effective. Although computer 
models and algorithms help aggregate weather infor- 
mation for operational forecasters, the human fore- 
caster remains the primary information processor. 
While a great deal of effort has been devoted to the 
development of advanced weather forecasting work- 
stations, there has been little study of how forecasters 
aggregate the information provided by the worksta- 
tions. The human information processing system is the 
least understood, yet probably the most important, 
component of forecasting accuracy. 

Human information processing has been a major 
topic of study by psychologists and others interested 
in judgment and decision making, and that research 
has produced a substantial body of knowledge, theories, 
and techniques that are relevant to the design and im- 
plementation of person-machine weather forecasting 
systems. Three major conclusions drawn from judg- 
ment and decision research may have particular rele- 
vance for weather forecasting: I) the results of system- 
atic studies of human information processing yield in- 
sights into this process that often contradict people's 

* * Present affiliation: Center for Policy Research, The University 
at Albany, State University of New York, Albany, New York. 

Corresponding author address: Dr. Thomas R. Stewart, Center for 
Policy Research, Milne 300, The State University of New York- 
Albany, Albany, New York 12222. 

introspective observations; 2) human information 
processing is limited and subject to systematic errors 
and biases; and 3) cognitive assistance can overcome 
some of the limitations of the judgment process and 
improve the quality of judgment. For r&viewc of the 
research, see Einhorn and Hogarth (1981), Hammond 
et al. (1980), Hogarth (1980), Sjoberg (1982), Slovic 
and Lichtenstein (1973), and Slovic et al. (1977). 

In this paper we describe an experiment which il- 
lustrates how research techniques that have been used 
by psychologists for over 30 yr can be used to study 
information processing by weather forecasters. The 
next section explains how this experiment fits into an 
overall strategy for investigating the cognitive processes 
of weather forecasters. Then we describe the experi- 
ment, present the results, and discuss the implications. 

2. Overview of research strategy 

The cognitive processes used in weather forecasting 
can be divided into three categories: information ac- 
quisition, information integration, and output (see 
Hogarth 1980). Information acquisition is the process 
of obtaining the information about past and current 
weather. Each feature of past and current weather (e.g., 
radar signatures such as reflectivity, rotation, tilt) is a 
"cue" for the forecast of future weather. Information 
integration is the activity of assimilating and organizing 
the cues into a judgment, or set of judgments, about 
future weather. Output is the process of formulating 
the forecast into its final form to be issued to the public. 

In cognitive psychology, as in most other areas of 
research, it is necessary to simplify a phenomenon in 
order to study it. In the present study, we chose to 
simplify by excluding the perceptual processes involved 

© 1989 American Meteorological Society 
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in information acquisition and limiting the forecasters' 
cognitive activity to information integration and out- 
put. As a result, this :;tudy concerns only the integration 
of information to form a forecast, not the perceptual 
processes involved in acquiring information. Our 
method (described below) assured that all forecasters 
in the study used exactly the same information. Con- 
sequently, some aspects of forecast skill were necessarily 
excluded from the study, and a somewhat unrealistic 
forecasting situation was created because the meteo- 
rologists were not able to acquire information as they 
would in an operational setting. 

In the study of complex cognitive processes, there is 
an inherent trade-off between realism and control that 
givesrise to a difficult dilemma. We can study cognitive 
processes in highly realistic situations (e.g., operational 
forecasters making actual forecasts) where we have very 
little control, and are therefore not able to draw strong 
conclusions about the results, or we can conduct con- 
trolled studies by introducing constraints (as we did in 
the present study) so that we can be clear about the 
results of the experiment, at the expense of introducing 
doubt about the generality of the results. 

The resolution of this dilemma is to inciude studies 
representing various points on the realism/control 
continuum in a research program. When the results of 
controlled studies are consistent with what is observed 
in natural settings, we can be confident in our findings. 
The study to be reported here falls near the low realism/ 
high control end of the continuum. As a result, we can 
expect to draw relatively clear conclusions about how 
forecasters integrate information in the experiment 
("internal validity") but we must be cautious in gen- 
eralizing to the cognitive activity of forecasters in op- 
erational settings ("external validity"). Despite their 
limitations, such simplified studies cf judgment and 
decision making have provided imporUnt insights into 
the nature of human cognition (Brown 1972; Kirwan 
et al. 1983; Dawes 1986). When they are combined 
with results of more realistic studies (which we have 
currently planned) the generality of the results can be 
systematically investigated. Furthermore, when the re- 
sults of a limited study are consistent with a larger body 
of theory and research, confidence in generalizations 
increases. Thus, this study should be viewed as an initial 
step in the systematic study of human information 
processing in weather forecasting. 

3. Method 

Information derived from Doppler radar volume 
scans of 75 storms was presented to seven meteorol- 
ogists who then made probability forecasts of hail and 
severe hail. Two different models, representing alter- 
native ways of describing the meteorologists' subjective 
judgment processes, were compared with the forecasts. 
The radar volume scan data, the procedure for obtain- 
ing forecasts, and the models are described below. 

a. Data 

The raw data for the study consisted of 644 Doppler 
radar volume scans of 156 storms. The data were col- 
lected in the summer of 1985 during a forecasting ex- 
ercise (Hangen 1986) conducted by NOAA's Program 
for Regional Observing and Forecasting Services 
(PROFS). The radar was operated by the National 
Center for Atmospheric Research (NCAR). This radar 
(CP-2) produced volume scans of reflectivity, Doppler 
velocity, and differential reflectivity every 5 min, but 
scans included in the dataset were separated by 10-min 
intervals. The cues used were determined as part of an 
earlier project to develop an expert system for hailstorm 
diagnosis (Merrem and Brady 1988). For that study, 
a meteorologist (RHB) played back the radar data, and 
then visually estimated seven cues. Thfe cues were 
maximum reflectivity at 1) low, and 2) middle levels 
of the storm, 3) maximum echo gradient within the 
storm, 4) rotation or convergence within the storm, 
and 5) tiit of the storm between low and middle levels. 
The optional cues, which were available for only some 
of the radar data, were 6) hail signature based on dif- 
ferential reflectivity (ZDR) and 7) upper-level diver- 
gence. The severity of each storm was determined from 
the logs of PROFS chase teams who observed the 
storms in situ, or from public reports telephoned to 
the local National Weather Service ofiäce. It was nec- 
essary to modify the original dataset because data were 
missing in many volume scans, and only volume scans 
with complete data could be used in this study. There- 
fore, upper-level divergence information was not used 
because it was missing in 67% of the volume scans. In 
addition, 191 volume scans were dropped because the 
ZDR signature was not available. The dataset used in 
this study consisted of six cue variables for the re- 
maining 453 volume scans. Examination of these cases 
showed they were similar to the original set. The cues 
and the scoring criteria are listed below. 

1) Reflectivity of core at low level. From the low- 
level (0.7 deg) reflectivity PPI scan, estimate the average 
reflectivity of the storm's core, assuming it consists of 
at least seven-ten pixels. (Note: In the summer of 1985, 
a pixel of data displayed on the monitors of the PROFS 
workstation corresponded to a 500 m X 500 m square.) 

2) Reflectivity of core at middle level. From the 
middle-level (6.4 km AGL) reflectivity CAPPI (con- 
stant altitude) scan, estimate the average reflectivity of 
the storm's core, assuming it also consists of at least 
seven-ten pixels. 

3) Strong echo gradient. Is there an area of echo (i) 
at low or middle-levels, (ii) a few kilometers or more 
in length, and (iii) situated on the SE, S, SW, or ad- 
vancing flank of the storm where the reflectivity gra- 
dient exceeds 8 dBZ km-1? 

4) Till. Comparing the middle-level CAPPI and 
low-level PPI scans, (i) Is the middle-level high reflec- 
tivity core situated over the strong low-level reflectivity 

10 
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gradient? or (ii) does a horizontal distance of approx- 
imately 4 km or more separate the centers of the two 
cores? 

5) Rotation. In terms of velocity difference, what is 
the magnitude of the strongest (cyclonic or anticy- 
clonic) shear or convergence signal observed within 
the echo at either low or middle levels? 

6) Favorable ZDR signature. Do the low-level (0.2 
deg) differential reflectivity data show a coherent (sev- 
eral pixels) hail signal with this cell? 

Verification. In the set of 453 volume scans, either 
significant (diameter > 0.25 in. or small hail > 1 in. 
deep) or severe (diameter > V* in.) hail was verified 
within 30 min after 16.1% of the observations, and 
severe hail was verified after 6.6% of the observations. 
The problems associated with the verification of severe 
weather events have been discussed by Hales (1987). 
Severe storms which track across densely populated 
urban areas are more likely to be verified as such than 
are severe storms which remain over sparsely populated 
rural areas. Although potentially severe storms occur- 
ring over rur?J areas generally had a PROFS chase team 
assigned to them, it is likely that some of thesignificant 
or severe hail events accompanying these storms were 
not observed by chase teams. In addition, all hail re- 
ports were strictly interpreted; i.e., a storm reported as 
producing hail at 1539 LST was not assumed to be a 
hail producer at 1540 LST unless it was reported as 
hailing at the later time. Even though the majority of 
potential hail-producing storms were observed by chase 
teams, a few storms were undoubtedly missed. Al- 
though we consider our verification dataset to be one 
of the most complete ever assembled during a real- 
time forecast experiment, these inherent problems re- 
main. 

them directly from the radar display as they would in 
operational forecasting. 

The meteorologists expressed concern about the 
limited information they were gjven. They said that to 
forecast hail they would need additional information, 
for example, about the evolution of the storm, the 
storm's relation to the surrounding environment, and 
its location relative to the radar. We explained that the 
information provided was determined by the avail- 
ability of data and that we recognized that forecasting 
skill exhibited in this study could be substantially dif- 
ferent from the skill of forecasters in the field. 

The 75 volume scans were presented in random or- 
der. After judging the first 50 volume scans, participants 
took a brief break and then judged the remaining 25 
volume scans plus an additional 25 volume scans con- 
sisting of the even-numbered volume scans from the 
first set of 50, presented in random order. Repetition 
of 25 volume scans makes it possible to assess the con- 
sistency of the forecasts. No meteorologist reported 
noticing the repeated volume scans. All meteorologists 
evaluated 100 volume 5cans and filled out a question- 
naire about their forecasting strategy in less than 2 h. 

c. The models 

Cognitive processes can be studied in the same way 
that other natural processes are studied, i.e., by devel- 
oping alternative models and evaluating those models. 
Two information processing models were used in this 
study, and they were evaluated with regard to two cri- 
teria: 1) How well does the model reproduce the judg- 
ments of the meteorologists? and 2) How well does the 
model capture forecasting skill? i.e.. How accurately 
does it forecast hail probability? Each model is de- 
scribed below. 

b. The forecasts 

Seven meteorologists made 30-min probabilistic hail 
forecasts for a sample of 75 volume scans drawn from 
the original 453. The participants were all research me- 
teorologists who had participated in one or more real- 
time forecasting experiments using the PROFS work- 
station. A stratified random sampling procedure was 
used to select the 75 volume scans to ensure that the 
base rate (proportion of volume scans for which hail 
was verified) in the sample matched that in the pop- 
ulation of 453 volume scans. Because an error was dis- 
covered in the verification data after the study was run, 
the base rate in the sample turned out to be 14.7% for 
significant orssevere hail and 5.3% for severe hail only. 

On the basis of the six cue variables for each volume 
scan, the meteorologists estimated probabilities both 
for any hail (significant or severe) and for severe hail 
only. Figure 1 illustrates how the volume scans were 
presented to the meteorologists. For reasons described 
in section 2, the levels of the cues for each volume scan 
were specified; i.e., meteorologists did not perceive 

l) MULTIPLE REGRESSION 

A technique called "judgment analysis," which uses 
multiple regression analysis to model the judgments of 
experts, has been used extensively in psychology 
(Hammond et al. 1975; Stewart 1988). The effective- 
ness of this technique is based on a pervasive finding 
in research on judgment and decision making: in many 
domains of expertise, simple algebraic models can be 
used to reproduce the judgments of experts (Slovic and 
Lichtenstein 1973). Often a simple linear model works 
as well as or better than more complex models (Dawes 
and Corrigan 1974). 

Using judgment analysis, models of the following 
form were statistically fit to the forecasts made by each t 
meteorologist: 

^ = c; + bj^Xn + bJdXn)1 + bflXn 

+ bßiXij)2 + bflXji + bjtXu 

+ bJSXn + btdXu)2 + bfiXn + eff. 
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sample  case 
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1           1           f           1           1           1            1           1            1            1 
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S. ROTATION 

i     i     i     '     '     i     i     '     '     i     i     ' I I I I '     '     ■ 1__1 
m/•     0 4 8 12 16 20        24 28 32 36        40 

6. FAVORABLE ZDR 
SIGNATURE 

YES N3 

probability of hall (al/4" or »mall hall 2 1" deap) 

within  30  mlnutsa 

probability   of   aavara   hall   (2   3/4") 

within  30  minutes   = 

FIG. 1. Sample of a representation of a volume scan. 

where 

Yo 

bjk 

bjk 
Xn 
Xn 
Xn 

the forecast made by meteorologist j based on 
volume scan i 

a constant for meteorologist j 
the weight for cue k 
the weight for the square of cue k 
the low-level reflectivity for volume scan / 
the middle-level reflectivity for volume scan / 
the strong echo gradient for volume scan i (0 

= no, 1 = yes) 

Xu the tilt for volume scan i {0 = no, 1 = yes) 
Xa the rotation for volume scan / 
^l6 the ZDR for volume scan i (0 = no, 1 = yes) and 
en    the residual for meteorologist j on volume scan i 

The parameters <£>, ^'s and Z^'s) of the model 
were determined so that the sum of the squared dif- 
ferences between the predictions of the model and the 
actual forecasts were a minimum; that is, for meteo- 
rologist j, the sum of the (<?,y)2 over all of the cases is 
minimized. 

12 
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The squares of low- and midlevel reflectiviiy and 
rolalion were included in the model because plots of 
the meteorologists'judgments vs these cues suggested 
that most meteorologists used them in a nonlinear 
fashion, particularly when they judged the probability 
of severe hail. The plots indicated that, in many cases, 
the slope of the curve relating probability forecasts to 
cue values increases as the cue increases, as if the me- 
teorologists were using the cues exponentially. This oc- 
curred much more frequently for the low- and middle- 
level reflectivity cues than for rotation. This may reflect 
meteorologists' awareness that dBZ, the measure of 
reflectivity, is a logarithmic scale. The quadratic ap- 
proximation to the exponential was used because, in 
an additive model, the use of exponential transfor- 
mations of the cues results in a statistically intractable 
model. 

The correspondence between the statistical model 
and the actual forecasts is given by the multiple cor- 
relation (R), which can range from 0 to 1, with 1 in- 
dicating perfect fit. The squared multiple correlation 
(R1) indicates the proportion of variance of the fore- 
casts that is accounted for by the model. 

2) EXPERT SYSTEM 

The goal of research on expert systems has been the 
development of computer programs that can emulate 
the behavior of experts. Expert systems contain a 
knowledge base that can be thought of as a model of 
how the expert aggregates information. Thus, an expert 
system is a model of human information processing. 
For reviews of expert systems research, see Waterman 
(1986) or Winston (1984). The relation between re- 
search on expert systems and judgment and decision 
research has been discussed by Hammond (1987a), 
Stewart and McMillan (1987), and Carroll (1987). 

An expert system called HAIL, developed by Mer- 
rem and Brady (1988), was used in this study. HAIL 
consists of 250 rules based on the seven cue variables 
described in section 3a. Input to the system is provided 
by an experienced meteorologist. Output consists of 
statements ordered from 1 to 5 (see Table 1). In ad- 
dition to diagnosing the presence of hail, the system 
provides information about the possibility of tornadoes 
and strong winds. As is typical of expert systems, the 
250 rules were derived by discussion with only one 
person. The rules were designed to represent as closely 
as possible the thinking process used by the chosen 
expert meteorologist as he diagnoses storm severity. 
Since development of an expert system is extremely 
time consuming, it was not possible to develop one for 
the other meteorologists in the experiment. 

Since the meteorologists made 30-min probability 
forecasts whereas HAIL was designed to provide cat- 
egorical diagnoses of hailstorms, it was necessary to 
transform the output of HAIL so that it could be com- 
pared with the probability forecasts. This transforma- 

TABLE I. Calibration of the HAIL expert system. 

Number of 
occurrences of Probability of 

Diagnosis Number of hail within hail, given 
category* limes given 30 min diagnosis 

Any Hail 

1 251 10 .040 
2 60 14 .233 
3 75 26 .347 
4 34 12 .353 
5 33 11 

Severe Hail 

.333 

1 251 4 .016 
2 60 8 .133 
3 75 7 .093 
4 34 3 .088 
5 33 8 .242 

• Description of diagnosis categories: 1) This storm is not significant 
and not severe. Hail of any size and/or gusty winds are very unlikely. 
2) There is a very low probability that this cell may be producing 
small hail (<% in.) and/or moderately strong wind gusts (35-49 kt). 
3) This storm is a significant weather producer with small hail {<5/4 
in.) and/or gusty (35-49 kt) winds. 4) This storm is a significant 
weather producer wth small hail {<V> in.) and/or gust (35-49 kt) 
winds. There is the possibility that it may also be severe with large 
(>'/« in.) hail and/or strong (^50 kt) winds. 5) This storm is severe 
with large hail (>V* in.) and/or strong (&50 kt) winds. 

tion was accomplished by computing the relative fre- 
quency, in the original 453 volume scans, of hail or 
severe hail within 30 min, given each categorical output 
(Table 1). These relative frequencies, which are esti- 
mates of the conditional probability of hail given the 
diagnosis, were substituted for the categorical diag- 
noses. In other words, the output of HAIL was cali- 
brated with respect to the 453 volume scans in the 
original dataset, and thus was converted from categor- 
ical diagnoses into probability forecasts. This procedure 
makes it possible to validate HAIL's forecasts as prob- 
ability forecasts (Murphy 1986). 

4. Results 

Three types of results are discussed here. First, we 
describe characteristics of the meteorologists' forecasts. 
How well do they agree, how consistent are they, and 
how accurate are they? Then we report on the corre- 
spondence between the regression models and the ex- 
pert-system model and the meteorologists' forecasts. 
Finally, we compare the accuracy of the meteorologists 
and the models in order to determine how much of 
the meteorologists' skill is captured in the models. 

a. The meteorologists 'forecasts 

1) AGREEMENT 

Correlations among the seven meteorologists' fore- 
casts (A-G) are presented in Table 2. (Correlations 
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TABLE 2 Agrcemenl among melcorologi sis. 

Forecast A B C D E F G 

Any Nail 

A {.93r 
B .91 <.93) 
C .86 .83 (.89) 
D .85 .88 .87 (.95) 
E .90 ,88 .91 .84 (-93) 
F .84 .88 .75 .79 .77 (.92) 
G .88 .89 .82 .85 .86 .84 (.95) 

Range .75 -.91 Median .86 

Severe Hail 

A (-97) 
B .93 (.96) 
C .87 .88 (.92) 
D .84 .90 .95 (.95) 
E .86 .86 .80 .78 (.69) 
F .88 .92 .82 .86 .78 (-94) 
G .87 .90 .84 .85 .92 .85 (.93) 

Range .78- -.95 Median .86 
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* Numbers in parentheses are estimates of consistencies based on 
25 repeated trials. 

can range from — 1.0 to +1.0.) Agreement among me- 
teorologists was moderate to high for both hail and 
severe hail forecasts. For forecasts of any type of hail, 
meteorologist F has the lowest level of agreement with 
other forecasters, but this is not the case for forecasts 
of severe hail. 

2) CONSISTENCY 

The numbers in parentheses in the diagonal of Table 
2 are estimates of the consistency of each meteorolo- 
gist's forecasts. A meteorologist who made exactly the 
same forecasts on repeated presentations of the same 
information would have a consistency of 1.0. Consis- 
tency is estimated by correlating the two sets of judg- 
ments of 25 repeated volume scans. The forecasters are 
not perfectly consistent, but their consistency is gen- 
erally high except for meteorologist E's forecasts of se- 
vere hail. His low consistency is due to a few pairs of 
repeated volume scans for which he gave two quite 
different probabilities. In one volume scan, his first 
forecast was 10% and his second was 50%. If this vol- 
ume scan were eliminated, his consistency would 
be 0.82. 

3) PERFORMANCE 

Skill scores, squared correlation coefficients, con- 
ditional biases, and unconditional biases for each fore- 
caster are presented in Table 3. These indices are de- 
scribed in Murphy (1988). The skill score reported in 
Table 3 is 

SS= 1 -[MSE{f,x)/MSE{{x),x)], 

where MSE(/, .v) is the mean square error forthe fore- 
cast (/) relative to the observed event (,v) and 
MSE((.v), A) is the mean square error for a constant 
forecast of (.v) which is the climatological probability 
of hail in the sample. This measure reflects the accuracy 
of the forecasts relative to a reference forecast. The 
maximum skill score is 1.0, and if the MSE for the 
forecast is equal to the MSE for the climatological fore- 
cast, skill is 0.0. 

Squared correlations between forecast probabilities 
and dichotomous variables representing the occurrence 
of hail and severe hail (0 = no hail, 1 = hail) are also 
reported in Table 3. The correlation between a prob- 
ability forecast and a dichotomous verification variable 
is a point biserial correlation [see Edwards (1976) for 
a discussion of the properties of this correlation coef- 
ficient] and can range from —1.0 to 1.0. This corre- 
lation measures the extent to which forecast probabil- 
ities are consistently higher when hail occurs than when 
it does not. The correlation would be 1.00 if 1) the 
forecast probability were always pi when hail occurred, 
2) the forecast probability were always pj when hail 
did not occur, and 'i)pi> Pi, regardless of the values 
of Pi and P2. The correlation will be small when vari- 
ation in the forecasts, given occurrence or nonoccur- 
rence of hail, is large relative to the total variation in 
forecasts. It is not sensitive to the actual probabilities 
or to their range; i.e., a forecaster who always gave 
probabilities between 0.10 and 0.20 could have the 
same correlation as another forecaster whose proba- 
bilities ranged from 0.50 to 1.00. The correlation mea- 
sures the ability of the forecast to discriminate consis- 
tently between occurrence and nonoccurrence of hail. 
It does not measure "bias," i.e., the extent to which 
the magnitudes of the forecast probabilities are appro- 
priate for the weather events being forecast. Two kinds 

TABLE 3. Skill scores, correlation, and bias. 

Skill Squared Conditional Unconditional 
Forecaster score correlation bias bias 

Forecasts of A ny Hail 

A .046 .233 .079 .108 
B -.340 .181 .114 .408 
C .064 .177 .034 .079 
D -.881 .206 .048 1.039 
E .080 .219 .074 .065 
F -1.018 .125 .331 .811 
G -.704 .154 .264 .594 

Forecasts of Severe Hail 

A .087 .211 .098 .025 
B -.245 .162 .259 .149 
C -.155 .074 .205 .024 
D -.586 .091 .466 .211 
E -.015 .092 .094 .013 
F -.730 .128 .618 .240 
G -.849 .119 .624 .344 
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of bias identified by Murphy (1988) are reported in 
Table 3. "Conditional bias" is related to the slope of 
the regression line relating observed events to forecasts. 
Conditional bias is zero only when the slope is 1.0. 
"Unconditional bias" is related to the difference be- 
tween the mean forecast and the mean event. It is zero 
only when these two means are equal. Murphy showed 
that the skill score is equal to the squared correlation 
coefficient minus the sum of the two bias terms. He 
pointed out that since the bias terms cannot be negative, 
the correlation coefficient might be considered a mea- 
sure of the "potential skill" that might be attained if 
all conditional and unconditional biases were elimi- 
nated. 

Most skill scores in Table 3 are negative and the 
maximum improvement over climatology is only 8.7%. 
The correlation coefficients, hqwever, indicate that 
forecasters were able to distinguish between hail- and 
nonhail-producing storms to some degree. All corre- 
lations were positive and significantly different from 
0.0 at the 0.01 level of significance. The low skill scores 
are due to high levels of conditional and unconditional 
bias. Thus, Table 3 suggests that meteorologists can 
potentially improve over climatology by more than 
20%, but they do not achieve that level of improvement 
because of biases in the forecast. 

b. Models of the meteorologists 'forecasts 

1) REGRESSION ANALYSIS 

Table 4 presents squared multiple correlations that 
have been adjusted to correct for overfitting of the 
regression model due to the number of predictors rel- 
ative to the number of volume scans. They indicate 
that the regression models account for 80%-92% of the 
variance in the meteorologists' forecasts. In other 
words, these simple weighted-sum models can repro- 
duce the forecasts with a high degree of accuracy and 
account for nearly all the consistent variation in fore- 
casts. (See Table 2 for proportion of variance that is 
consistent for each forecaster.) 

This result may seem puzzling because the meteo- 
rologists invariably reported that their judgment pro- 
cesses involved nonadditive, synergistic aggregation of 
information. The ability of the regression model to de- 
scribe meteorologists' information aggregation pro- 

TABLE 4. Adjusted squared multiple correlations for 
regression models of forecasts. 

TABLE 5. Relative weights of cues. 

Cue' 

Forecaster LDBZ MDBZ       GRAD TILT ROT ZDR 

Any Hail 

A .21* .24* .13* .03 .IT .22* 
B .22« .27* .09' .05 .19' .17* 
C .17* .36* AT .08 .12« .10* 
D .28* .30« .10 .14' .09 .09* 
E .18« .47* .07 .04 .10 .14* 
F .30« .14 .04 .02 .34« .17* 
G .19' .42* .00 

Severe Hail 

.07 .15* .17* 

A .12 .36* .21* .00 .25* .06 
B .30' .30* .08 .01 .22« .08* 
C .11 .40* .23* .09 .07 .10 
D .28« .28« .17» JO* .13* .05 
E .14 .68* .12 .00 .05 .00 
F -26* .I7« .13' .00 .33' .12* 
G .16' .59* .00 .04 .IS* .06 

Forecastrt Any hail Severe hail 

* Significant at the .01 level. 
■• LDBZ telleaivity of core at low levd; MDBZTcflectivity of core at midlevcl; 

GRAD strong echo gradient (yes, no); TILT tilt (yes, no); ROT rotation or 
convergence (m s"1); ZDR favorable ZDR signature (yes, no). 

cesses is consistent, however, with the research on hu- 
man judgment cited in section 3. 

Regression models can be used to infer how the me- 
teorologists weigh information when they make fore- 
casts. Relative weights of the cues, derived from the 
regression models, are presented in Table 5 (see the 
Appendix for derivation of weights). These weights are 
useful because they can explain, in part, why different 
meteorologists arrive at different forecasts. In this study, 
the cues were moderately intercorrelated (Table 6), 
and, as a result, the weights must be interpreted with 
caution. The weights that are significantly different 
from zero (at the 0.01 level of significance) are indi- 
cated in the table. 

Although the weights differ among meteorologists, 
they indicate that low- and midlevel reflectivity are 
generally the most important cues. The notable excep- 
tion is meteorologist F. For both hail and severe hail, 
rotation is F's most important cue. 

Actual agreement among meteorologists (Table 2) 
is greater than would be expected based on the differ- 

TABLE 6. Cue intercorrelations. 

LDBZ      MDBZ      GRAD      TILT     ROT     ZDR 
A M .84 
B .92 .91 LDBZ 1.00 .60 .62 .28 .41 .32 
C .86 .81 MDBZ .60 1.00 .49 .33 .49 .28 
D .89 .86 GRAD .62 .49 1.00 .21 .50 .27 
E .89 .80 TILT .28 .33 .21 1.00 .20 .06 
F .83 .90 ROT .41 .49 .50 .20 1.00 .19 
G .87 .91 ZDR .32 .28 .27 .06 .19 1.00 
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ences between the weights. This occurs because the cue 
inlercorrelations (Table 6) are all positive. When cues 
are intercorrelated, different weighting strategies can 
produce similar forecasts because the cues provide par- 
tially redundant information. In this circumstance, 
agreement among forecasts may be considered "false 
agreement" (Hammond et al. 1975) because it does 
not reflect agreement in the underlying forecasting 
strategy; i.e., there is agreement in fact but not in prin- 
ciple. In the relatively infrequent volume scans when 
cues diverge, i.e., when some cues indicate hail while 
other cues indicate no hail, disagreements among me- 
teorologists will emerge. Thus, meteorologists can be 
expected to disagree most when forecasting is most dif- 
ficult 

2) THE EXPERT SYSTEM 

Correlations between the HAIL expert system and 
the meteorologists' ranged from 0.70 to 0.85 for fore- 
casts of any hail and from 0.63 to 0.79 for forecasts of 
severe hail. For all meteorologists, the weighted-sum 
judgment analysis models reproduced meteorologists' 
forecasts better than did the HAIL expert system. This 
includes the forecasts of the meteorologist who devel- 
oped the rule base for HAIL. 

c. Performance of the models 

1) REGRESSION MODELS 

To what extent do the regression models of the me- 
teorologists capture the accuracy in their forecasts? To 
answer this question, the regression models described 
above were applied to the 75 volume scans to produce 

TABLE 7. Performance of forecasts and models 
of forecasts (correlations). 

Original Regression 
Forecaster forecasts models 

Any Hail 

A .48 .41 
E .47 .45 
D .45 .43 
B .43 .42 
C .42 .45 
G .39 .43 
F .35 .37 

W Severs Hail 

A .46 .37 
B .40 .37 
F .36 .35 
G .34 .37 
E .30 .35 
D .30 .34 
C .27 .34 

forecasts. Performance of these models is described in 
Table 7. Only the correlation coefficients which, as de- 
scribed above, indicate the potential skill of an unbiased 
forecast, are reported here. In the case of the regression 
model, unconditional bias of the model is identical to 
that of the forecaster. Changes in conditional bias reflect 
changes in the correlation coefficient and in the vari- 
ance of the forecasts. 

The models capture most of the (potential) skill in 
the forecasts for six of the seven meteorologists. Only 
meteorologist A substantially outperforms the model 
that is based on his judgments. 

The rows of Table 7 have been ordered from highest 
to lowest correlation of the original forecasts to high- 
light a pattern in the data. For the least accurate me- 
teorologists, the model outperforms the original fore- 
casts; but for the most accurate meteorologists, the 
model does worse than the original forecasts. Thus, 
differences in performance among the models are less 
than the differences among the original forecasts. This 
suggests that some (small) component of accuracy (or 
inaccuracy) may not be captured by the regression 
models. Whether that component is simply chance 
(lucky or unlucky forecasts) or a systematic, synergjstic 
process remains to be determined in further research. 

The small differences among the correlation coeffi- 
cients for different regression models in Table 7 also 
reflect a "flat maximum" effect (Lovie and Lovie 1986; 
von Winterfeldt and Edwards 1982) due to intercor- 
relations among the cues. When cues are intercorre- 
lated, it may not matter much how the information 
provided is integrated into a forecast as long as it is 
done in a reasonable and consistent fashion. In the hail 
data used in this study, the cues were intercorrelated 
(Table 6), the relations between the cues and the prob- 
ability of hail were all monotonic, and, given the data 
provided, there was a high degree of uncertainty about 
whether a storm would produce hali. These are all con- 
tributing factors to the flat maximum effect. 

For any task with these properties, a weighted-sum 
model will perform about as well as any other model, 
and the magnitudes of the weights do not matter much 
as long as they have the correct sign (Dawes and Cor- 
rigan 1974). Researchers have found that the weighted- 
sum model generally outperforms humans for these 
kinds of tasks because the model is perfectly consistent 
whereas the human is not (Goldberg 1969, 1970; Ca- 
merer 1981). The model proves superior even though 
it does not include complex interactions among the 
cues, or "synergisms," which are important to human 
experts. 

2) EXPERT SYSTEM 

For forecasts of any hail, the correlation for HAIL 
is 0.3^, slightly above the lowest correlation for a me- 
teorologist. For severe hail forecasts, the correlation 
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for HAIL is 0.41, which is near the level of the best 
meteorologist and slightly better than his regression 
model. 

5. Discussion 

This study illustrated how the subjective component 
of forecasting can be systematically studied. The design 
of the experiment made it possible to investigate the 
following characteristics of the forecasts: 

• Agreement. Agreement among forecasts was 
moderately high in this study. Lack of agreement (see 
Lusk et al. 1988, for example) may indicate that some 
forecasters are inconsistent or that they are using dif- 
ferent forecasting strategies. 

• Consistency. If the forecasting process is consistent, 
then identical conditions produce identical forecasts. 
If the forecasting process is not consistent, then there 
is a degree of arbitrariness about the forecasts that will 
reduce their accuracy. In this simple experiment, the 
forecasts were highly consistent. In general, as the 
amount of information and the complexity of a task 
increases, consistency decreases. This fact suggests that 
forecasts in the field may be less consistent than those 
in this experiment. 

• Descriptive model. Statistical regression models 
provided good descriptions of the forecasts. Further- 
more, the regression models were generally as accurate 
as the original forecasts. In comparison with a complex 
expert-system model, the regression models provided 
better approximations to the meteorologists' forecasts 
and were just as accurate. 

• Parameters of judgment models. It is useful to de- 
scribe judgment processes in terms of weight, function 
form, and organizing principle (Hammond et al. 
1975). Weights reflect the relative importance of dif- 
ferent items of information. The weights estimated in 
this study (Table 5) indicated that different meteorol- 
ogists attached different importance to the cues. Func- 
tion forms describe the relation between each cue and 
the forecast. In this study, the reflectivity cues and ro- 
tation were related to the forecasts by an exponential 
function form. The organizing principle governs the 
way that the various cues are organized into an overall 
forecast. The organizing principle implicit in the 
regression models is additive. The expert system em- 
ploys a nonadditive, synergistic organizing principle. 
In this study, the additive organizing principle provided 
the best approximation to the meteorologists' forecasts. 

Further research is needed to determine the gener- 
ality of the results found in this study. In particular, 
studies involving more realistic forecasting situations 
are necessary. It must be stressed, however, that our 
results are consistent with a large body of research and 
theory in judgment and decision making. It is likely, 

therefore, that they can be applied to some situations 
that arise in operational forecasting. 

6. Conclusion 

The importance of studying the subjective judg- 
ment processes involved in weather forecasting is sup- 
ported by the work of Allen (1982), Allen et al. (1986), 
and Allan Murphy and his colleagues (e.g.. Murphy 
and Winkler 1971; Murphy and Brown 1984). Our 
study has shown that research methods used by psy- 
chologists to study human judgment processes can be 
applied to weather forecasting. The experiment suggests 
that the intuitive processes that weather forecasters use 
to aggregate information into a forecast can be analyzed 
and described in quantitative terms. 

A number of interesting and important forecasting 
questions can be addressed using systematic methods 
borrowed from judgment and decision research. For 
example, how do novice and experienced forecasters 
differ with regard to consistency, relative weights, 
function forms, and organizing principle? What is the 
effect of advanced workstations on the forecaster's 
judgment processes? Does additional information re- 
duce the consistency of forecasts, and, if so, how can 
consistency be increased? Can feedback about judg- 
ment parameters be used to improve forecasting skill 
(Hammond et al. 1975; Hammond 1987b)? How 
much of the skill of expert forecasters can be captured 
by computers? 

Continued research' on cognitive processes in 
weather forecasting is likely to prove useful in the design 
of "person-machine" systems for weather forecasting. 
Design of such systems must be based on realistic views 
of both machine and human capabilities. Through re- 
search in computer science and artificial intelligence, 
machine capabilities are being expanded. Through the 
study of human information processing in weather 
forecasting, we are gaining an understanding of the 
human judgment process. 
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APPENDIX 

Calculation of Relative Weights 

Regression weights do not indicate the relative im- 
portance of the cues because (a) the cues are expressed 
in different units and (b) there are two weights for each 
of the continuous cues because the squared terms were 
included in the regression analysis. The following pro- 
cedure was used to calculate the relative weights listed 
in Table 5. 

1) For each forecast, regression weights for the 
■model described in section 3c were computed. 

2) For forecast/, the continuous cues (low-level re- 
flectivity, midlevcl reflectivity, and rotation) were 
transformed as follows: 

fk{.Xik) ~ bjkXik + bßXfk, 

for   i = 1-75   and   fc = I, 2, 5. 

This transformation combines the two terms for the 
continuous cues into a single term. 

3) A second regression analysis was computed using 
the three transformed cue variables and the three binary 
cues to predict the forecast. The regression equation 
was 

Yij = cj + bjJdXn) + bflMXn) + bßXn 

+ bjtXu + bjsfsiXis) + bfiXa + e^. 

This form of the regression equation has only one 
weight for each cue. It is a simple algebraic transfor- 
mation of the original regression equation, and the i?2s 
were identical to those obtained in the original analysis. 

4) The regression weights for the standardized form 
of the regression equation (the beta weights) were 
summed, and each beta weight was divided by that 
sum. (The standardized form of the regression equation 
compensates for differences in units by transforming 
each variable so that its mean is 0.0 and its variance is 
1.0 in the sample.) This calculation gave the relative 
weights presented in Table 5. 

Several methods have been proposed for computing 
relative weights, in judgment analysis. Alternative 
methods are discussed in Darlington (1968) and Stew- 
art (1988).      ~ 
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Judgment in a Dynamic Task: Microburst Forecasting 

The major goals of this research are to (a) study mature professionals 

engaging in dynamic, and thus representative, task conditions, (b) apply 

lens model theory to these dynamic conditions, (c) learn how judgments are 

changed in response to changing conditions, and <d) utilize a hierarchical 

judgment model to investigate the judgment process from perception of data 

to final judgment. The results indicate that (a) agreement regarding 

secondary cue values is modest, not because of differences in perception of 

primary cue values but because of differences in inferences drawn from 

them, (b) magnitude of agreement for each secondary cue is related to the 

proximity of the cue to primary cue data, and (c) agreement in probability 

■judgments is higher when secondary cue values are specified. There was 

some evidence to suggest an increase in agreement among forecasters' 

judgments as more information relevant to a judgment was received. 

Finally, increased information over time resulted in more extreme 

probability judgments for half the forecasters. 

KEYWORDS: lens model, dynamic tasks, experts, forecasting 
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Virtually all of the research on judgment and decision making has been 

restricted to studying the behavior of immature subjects in restricted 

laboratory conditions involving static, unchanging task conditions. But 

many, if not most, important judgments and decisions are made by mature 

professionals in response to changing task conditions. The major goals of 

the research reported here are (1) to remedy these limitations by «tudying 

professional experts engaging in a complex, dynamic task conditions 

representative of their normal working conditions, (2) to ascertain whether 

the results from lens model theory and research in static tasks generalize 

to these circumstances, (3) to learn how judgments are changed in response 

to changing conditions, and (4) to investigate the judgment process from 

the perception of data to the final judgment through the use of a 

hierarchical model. The context of the research was severe weather 

forecasting, specifically, the short-term forecasting (0-30 minutes; 

Roberts and Wilson, 1989) of microbursts (brief, localized windstorms that 

are a potentially fatal hazard to aircraft). 

The Microburst Forecasting Process 

Weather forecasting in general, and microburst forecasting in 

particular, offers an opportunity to investigate the entire judgment 

process because it involves (a) the visual perception of data from numerous 

sources, (b) the assessment of the significance of those data as a 

determinant of the final judgment, and (c) the aggregation and integration 

of all the information, including intermediate inferences, to arrive at (d) 

a final forecast—all with respect to information that is changing over 

time. , 
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The opportunity for studying the cognitive activity of forecasters 

coping with a dynamic task under representative conditions immediately 

raises the question of the generalizability of theory and results from 

previous lens model studies of judgment in static tasks. Several such 

studies were carried out with the same forecasters who were studied under 

dynamic task conditions prior to the present study, one of which is 

particularly relevant and it. described below as Study 1 (Lusk, Stewart and 

Hammond, 1988). In addition, a hierarchical lens model was constructed to 

trace out the judgment process from data perception to final judgment. 

A Hierarchical Model of the Microburst Forecasting Process 

A hierarchical lens model depicting the steps between the storm 

environment and a judgment about Ttnicrobursts at a given time is presented 

in Figure 1. This framework is derived from social judgment theory 

(Hammond, Stewart, Brehmer, and Steinmann, 1975; Brehmer and Joyce, 1988), 

which describes the relationship between two systems: the task system in 

the environment and the cognitive system of the decision maker. The 

environment of the mcroburst forecasting task is represented as Phases A, 

B, and C in Figure 1, which is an adaptation of Brunswik's lens model 

(Brunswik, 1956; Hammond, et al., 1975; Brehmer and Joyce, 1988.) Phase A 

represents the physical mechanisms that underlie the weather phenomenon at 

Phase B. The weather produces objective radar data at Phase C. The 

cognitive system of the forecaster begins operating at the link between 

Phases C and D. After reading the perceptual data corresponding to the 

primary cues at Phase D, the forecaster must infer values of the secondary 

cues (hypothesized precursors of microbursts) at Phase E and integrate them 
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into a judgment, Phase F, about the likelihood of the occurrence of a 

microburst. The hierarchical nature of the model implies that error at any 

phase can be passed on to later phases. Therefore, the upper limit of the 

accuracy of the final judgment (Phase F) depends to a large extent upon 

cognitive activities at earlier phases (D and E). (A statistical 

elaboration of this point in the framework of the lens model is presented 

in Stewart, 1989; Hammond, et al., 1975; Hammond and Summers, 1972. The 

concept of limits placed on accuracy by measurement devices is also 

recognized in meteorology; see, for example, Tribbia and Anthes, 1987.) 

Insert Figure 1 about here 

Study 1 (Lusk et al., 1988) investigated the link between Phases E and 

F. Forecasters were presented secondary cue values and asked to make 

judgments regarding the probability of a microburst. Thus, it provided a 

"best case scenario" in that it eliminated any error that might occur in 

the perception of the raw data (primary cues) or secondary cue values 

(microburst precursors) at Phases D or E. According to the research 

meteorologists/forecasters who were the subjects in this study, the 

secondary cues include (a) "descending reflectivity core", (b) "collapsing 

storm", (c) "organized convergence above cloudbase", (d) "organized 

convergence/divergence near cloudbase", (e) "reflectivity notch", and (f) 

"rotation." In Study 1, seven forecasters judged the probability of the 

occurrence of i. microburst from a sample of profiles (see Figure 2) 

representing hypothetical storms. 
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Insert Figure 2 about here 

Analyses of those judgments indicated that the forecasting process 

could be adequately represented by a linear model. The forecasters, 

however, believed that they were in fact employing a nonlinear aaodel. The 

model offered by the forecasters was tested but did not predict the 

judgments made by forecasters as accurately as the simple linear model, 

thus reproducing the results often observed in similar studies (see e.g., 

Dawes, 1982; Einhorn, Kleinmuntz and Kleinmuntz, 1979; see also Pitz and 

Sachs, 1984; Dawes, Faust, and Meehl, 1989, for a review.) Most important, 

examination of the weights placed by forecasters on the cues when making 

judgments revealed that forecasters placed the greatest weight on the cue 

"descending core," a result with which the forecasters concurred. Only 

modest agreement was found among the forecasters regarding their microburst 

probability judgments (mean correlation for the seven forecasters in Study 

1 was .74). 

Generalization from Static to Dynamic Tasks 

Psychological vs. Expert Hypothesis 

Because the above results were obtained from a best case scenario in 

which all forecasters were presented with the same precursor values, no 

error could enter into the microburst judgment at Phases D and E of the 

hierarchical model (see Figure 1). Thus, previous work based on lens model 

theory (Brehmer and Joyce, 1988; Hammond et al., 1975) would lead to the 

prediction that in the forecaster's typical work setting errors of 
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observation will occur at Phase D and errors of inference will occur at 

Phase E. In addition, lens model theory predicts that inter-subject 

disagreement would be lower under these conditions at Phase F. Because 

this hypothesis is a generalization from previous psychological research we 

shall call this the Psychological Hypothesis. Alternatively, since experts 

in a substantive field rarely, if ever, empirically investigate inter- and 

intra-observer agreement in judgment, and because of the richer information 

conditions in actual work environments (in this case the actual radar 

information the forecasters much prefer), experts can be expected to argue 

that access to increased, more representative information at Phases D and E 

would result in increased agreement—contrasted with the best case 

scenario—at Phase F among the forecasters. We call this view the Expert 

Hypothesis. An additional aim of the present study, therefore, was to 

discover whether the Psychological or Expert Hypothesis was more nearly 

correct—under dynamic task conditions representative of the forecasters' 

normal work environment. 

A further generalization from lens model theory is that those 

precursors (secondary cues) that are more conceptual in nature would 

produce more disagreement than those precursors that are more readily 

reducible to point coincidences on the radar screen. Thus, for example, 

because the precursor "descending core" is difficult to reduce to specific 

lines or contours on the radar screen, it should produce more disagreement 

than such precursors as "convergence" of wind flows. Put otherwise, the 

more subjective secondary cues should evoke more disagreement than the more 

objectively determined, readily observable secondary cues. The hypotheses 

below represent a more specific form of these general hypotheses, and in 

27 



Page 9 

addition, are framed as Psychological Hypotheses which, if disconfirmed, 

would lend support to our formulation of the Expert Hypothesis. 

Specific Hypotheses 

Hypothesis 1: Agreement among forecasters regarding probability (forecast) 

judgments (Phase F) will be lower in the full representation 

of the task than in the best case scenario study (Lusk et 

al., 1988, Study 1), because of error introduced at the 

inferential phases in the judgment hierarchy (Phase E). 

Hypothesis 2: Agreement among forecasters regarding secondary cue 

(precursor) values (Phase E) will be modest, not because the 

forecasters perceive the radar data differently, but because 

the forecasters draw different inferences about the secondary 

cues from the radar data. 

Hypothesis 3: The magnitude of agreement among forecasters regarding 

precursor judgments at Phase E will vary by precursor because 

of differences in the degree of subjectivity in cue 

determination. 

Effects of Updating Information in Dynamic Task Conditions 

The dynamic nature of the task conditions in which forecasters 

normally operate makes it possible to investigate the effect of the 

updating and accumulation of information over time on (1) agreement, (2) 

changes in the forecasts, and (3) confidence. 
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Expert Hypotheses 

Experts would argue that increased information provided by a series of 

time-dependent observations allows for greater understanding of the events. 

Therefore, as the amount of information increases over time, their 

judgments will begin to converge, for example, agreement will increase 

regarding microburst probabilities. Experts would also argue that the 

accumulation of information over time (and increased understanding) will 

lead them to become more extreme in their judgments regarding the 

probability of a forecast (move closer to either 0 or 1.0). In addition, 

forecasters should become more confident as a consequence of increased 

information over time. In short, dynamic task conditions should lead to 

(a) increased agreement, (b) more extreme judgments and (c) greater 

confidence. 

Psychological Hypotheses 

From a psychological point of view, accumulation of information over 

time is unlikely to lead to increased agreement because, as the results of 

Study 1 indicated, even in the best case scenario the forecasters did not 

agree in their precursor judgments and, moreover, were not aware of their 

differences. Thus, further information would be as likely to drive them 

apart as bring them together. That is, new information over time is as 

likely to reinforce the components of the judgment process that produce 

disagreement as it is likely to reinforce the components that produce 

agreement. Also, forecasters are not likely to become more extreme in 

their judgments because, as Study 1 showed, the intra-forecaster judgment 

policies have such a large error component that new information is likely 
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to have little systematic impact but is likely to be lost in the "noise" of 

the experts' judgment system. And although the forecasters may become more 

confident over time, their confidence will be unjustified inasmuch as the 

agreement in their judgments will not increase. Again, the specific 

hypotheses are framed as Psychological Hypotheses, and their 

disconfirmation would lend support to the expert point of view (with the 

exception of Hypothesis 6, as noted below). 

Specific Hypotheses 

Hypothesis 4: Agreement among forecasters' precursor and probability 

judgments will not increase over time because the empirical 

significance of changing information is not common among the 

forecasters. 

Hypothesis 5: Individual forecaster's probability judgments will not become 

more extreme over time because no explicit instructions exist 

for how new information should change judgments. 

Hypothesis 6: Forecasters will become more confident in their precursor and 

forecast judgments. (Note: in this case, the Psychological 

and Expert Hypotheses are the same but the reasons for them 

differ.) 

Method 

In keeping with lens model theory, the method employed was that of 

representative rather than systematic design (Brunswik, 1952, 1956; 

Hammond, 1966). That is, an effort was made to represent the actual 

conditions under which the research meteorologists made their forecasts of 
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microbursts rather than varying one (or n) variable!s) at a time. Each 

subject's performance was studied separately over six potential microburst 

cases. Although this sample of cases is admittedly smaller than desirable, 

many hours of technical work were required to remove each case from the 

file tapes and observation of the six cases required many hours of the 

meteorologists' time. Thus, 'high operational costs limited the size of the 

sample of cases. The six cases did, however, provide a total of 25 data 

points for evaluation, as the procedure described below explains. 

Procedure 

The subjects in this experiment were four research meteorologists from 

the National Center for Atmospheric Research in Boulder, Colorado. All 

four meteorologists had participated in Study 1 (Lusk et al., 1988). 

The experiment was conducted in two phases. The first phase includes 

two cases (one microburst and one null case), after which a preliminary 

assessment of the procedure and results was conducted. Both the 

psychologists and meteorologists decided that further data would be worth 

acquiring and the experimental procedure was slightly modified to collect 

those data. The procedures are detailed below. All procedures were 

planned and carried out in consultation with a research meteorologist, 

familiar with the problems and procedures of microburst forecasting, who 

did not serve as a subject. 

During each experimental session, the forecaster was seated in front 

of a large computer terminal used to present color Doppler radar displays. 

The experimenter was seated in front of a computer terminal that was used 
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to run the experimental session. At the first session of each phase of the 

experiment, the forecasters were presented with instructions regarding how 

the experiment would proceed. The forecasters were then presented with a 

"volume" of radar data, based on 13 radar scans through the height of the 

atmosphere. After each volume they made judgments of precursor values and 

the probability of a microburst. This procedure was repeated until 

completion of each case. 

The Cases 

Six cases were used: two in the first phase and four in the second 

phase. Half of the cases in each phase were null cases and half were 

microburst cases. 

Each case was arranged on a tape in consecutive volumes, each of which 

scanned through the height of the storm cell. The volume scans were 

repeated every 2.5 minutes. In the first phase, Case 1 included six 

volumes. The data for Case 2 spanned eight volumes. However, one volume 

was skipped due to faulty radar data. In addition, one volume in Case 2 

only included the lower seven scan levels. However, judgments were still 

collected for that short volume. In the second phase all cases included 

four volumes of data. In both phases, each case terminated before the 

microburst was evident on the lowest scan or before any obvious or 

substantial decrease in the intensity or height of the cell in the null 

cases (i.e., before the outcome became apparent). 
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The Judgments 

The forecasters were asked to make judgments of the six precursor 

values they had previously indicated to be the cues used in forecasting 

microbursts: descending core, collapsing storm, convergence/divergence 

above cloud base, convergence/divergence at or below cloud base, notch, «and 

rotation (Lusk, et al., 1988, Study 1); In addition, forecasters made 

judgments of the probability of a microburst occurring in the next 5 to 10 

minutes. 

The judgments regarding precursor values and probability of a 

microburst were -made on the same scales as utilized in Study 1 (see Figure 

3). In addition, to the right of each rating scale was a blank for the 

forecasters to insert their confidence in their precursor judgments 

(confidence ratings for the probability judgments were not collected in 

Phase 1, but were collected in Phase 2). 

Insert Figure 3 about here 

In the first phase, judgments were made after each volume. Therefore, 

judgments were made six times for Case 1 and seven times for Case 2. In 

the second phase, judgments were witheld for the first volume. This change 

was made because (1) many of the precursor judgments were difficult to make 

with data at only one time period, and (2) to save time so that more cases 

could be presented. Thus, because there were four volumes for each case in 

Phase 2, three judgments were made for each of the four cases in the second 

phase. This resulted in 25 possible data points for each subject (some 

subjects had 24 data points for some precursor judgments due to the short  i 

volume in Case 2). 
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The Experimental Session 

For the first phase, the instructions explained how the experimental 

sessions would proceed: each case would consist of several volume scans 

over time of a storm cell that did or did not produce a microburst, 

starting with the lowest scan <st the earliest time. After observing each 

scan, the forecasters were to tell the experimenter that they were ready 

for the next level scan. The forecasters were given up to thirty seconds 

to view each scan. After completion of a volume in this manner, the 

forecasters filled in the rating sheet. In addition, the instructions 

stated, in part: 

At the time of the first volume you can assume that a 

microburst is not presently occurring. Please assume before 

observing the first scan, that on the basis of prior information 

(morning soundings, tec.) you have already reached the conclusion 

that the likelihood of a microburst on this day is .50. Then 

adjust your probabilities of a microburst after observing the 

radar data. Each case will terminate prior to evidence of 

outflow from a microburst or evidence that the storm is obviously 

dissipating. 

Finally, the forecasters were given instructions to "think aloud" and their 

verbalizations were tape recorded. 

The instructions for the second phase explained the changes in the 

experimental procedure. The forecasters were informed that they would 

receive sounding data, view only four volumes of data, and make judgments 

only after the second through fourth volumes, in addition, the 
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instructions explained that the scans would be presented continuously and 

that they would not need to think aloud. 

The forecasters were provided with blank paper for taking notes and 

felt-tip pens to mark the CRT screen. At the beginning of each case, the 

forecasters were given the coordinates for the storm cell they were to 

attend to. 

Prior to presentation of each case in the second phase, the 

forecasters were given the eleven o'clock sounding of the atmosphere for 

the day from which that case was drawn. The subjects were then asked what 

the probability of a microburst occurring was, based on the sounding 

information alone. 

In the first phase, half of the forecasters were presented with Case 1 

first, and half were presented with Case 2 first. In the second phase, the 

cases were arranged on a tape in a fixed order. Each forecaster began with 

a different case, but otherwise the order of presentation was fixed. 

Results 

Each hypothesis is stated in terms of the psychological point of view. 

Thus, falsification of the hypothesis lends support to the alternative, the 

Expert Hypothesis. 

Hypotheses Regarding Generalization from Static to Dynamic Tasks 

Hypothesis 1: Hypothesis 1 states that agreement among forecasters 

regarding probability judgments (Phase F) will be lower than in the best 

case scenario study because of error introduced at Phase D in the judgment 

hierarchy. The correlations between judgments of each pair of forecasters 
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participating in both the best case scenario study and the present study 

are presented in Table 1 (for the best case scenario study) and Table 2 

(for the present study). The mean correlation from the best case scenario 

study for the four forecasters participating in both studies is .67 (from 

Table 1) and the mean correlation from the present study is .49 (from Table 

2). (Note that mean correlations presented in this paper were computed by 

converting raw correlation coefficients to Fisher's 2, confuting a .mean, 

then converting the mean back to an r value.) Thus, comparison of the 

correlations in Table 1 to those in Table 2 indicates that the latter are 

substantially lower than the formst, providing support for Hypothesis 1. 

Insert Tables 1 and 2 about here 

Hypothesis 2: Hypothesis 2 states that agreement among forecasters 

regarding secondary cue values will be modest, not because the forecasters 

perceive the radar data differently, but because the forecasters integrate 

those data differently. The data used to test this hypothesis were the 

secondary cue judgments made after each volume. The correlations between 

the judgments of each pair of forecasters were computed for each precursor 

and are presented in Table 3. 

Insert Table 3 about here 

The data in Table 3 clearly indicate a lack of agreement between 

forecasters regarding the precursor judgments. Although many of the 

correlations are substantially larger than zero (and are, in fact, 

statistically significant), they are all substantially lower than 

■acceptable limits for practical use., providing support for Hypothesis 2, 
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In order to support our assertion that disagreement at Phase E did not 

occur because forecasters perceive the data differently at Phase D, 

forecasters' written notes were analyzed.    Three of the four forecasters 

took notes regarding the maximum reflectivity values present at particular 

scan levels-    To compute agreement, each pair of forecasters was 

considered.    An agreement was counted each time both forecasters of the 

pair recorded a reflectivity value within 5 dBZ of each other.    The 

percentage of agreement was computed by dividing the number of agreements 

by the number of times both forecasters in a pair recorded some maximum 

reflectivity value.    For Forecasters A and B, the agreement regarding 

-maximum reflectivity values was 96%, 93% for Forecasters A and D, 99% for 

Forecasters B and D.    In short, agreement among forecasters with regard to 

the purely objective data was very high, lending further support to 

Hypothesis 2. 

Hypothesis 3:    Hypothesis 3 states that the magnitude of agreement 

among forecasters regarding the various precursor judgments will vary by 

precursor because of differences in the subjectivity involved in the 

judgment.    Examination of Table 3 indicates a higher degree of agreement on 

some precursors than on others.    Each correlation in Table 3 was converted 

to a Fisher's Z, a mean was computed for each precursor matrix and the mean 

2 was then converted back into a correlation coefficient.    These mean 

agreement correlations for each precursor are presented in Table 4.   As 

hypothesized, agreement regarding precursor values did vary considerably, 

with highest agreement for the two convergence precursors, second highest 

for collapsing storm and notch, lower for rotation and the lowest agreement 

was for^ judgments of -descending oore.   it is noteworthy that descending t 
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core has the lowest mean agreement and that some of the correlations in 

Table 3 are actually negative! This result is important because our 

previous work indicated that forecasters weighted this precursor most 

heavily in arriving at microburst probability judgments (Lusk et al., 1988, 

Study 1). 

insert Table 4 about here 

Hypotheses Regarding Effects of Updating of Information on Judgments 

Hypothesis 4: Hypothesis 4 states that agreement among forecasters' 

precursor and probability judgments will not increase over time because the 

empirical significance of new information is not common among the 

forecasters. To investigate this hypothesis, agreement among the 

forecasters was computed separately for judgments from the last three 

volumes of each case. The initial data for these analyses were judgments 

for each of the last three judgment times (volumes) in each case. 

Specifically, "Time 1" included judgments from volume 4 for Case 1, volume 

6 for Case 2 and volume 2 for the other four cases. Likewise "Time 2" 

included judgments from volume 5 for Case 1, volume 7 for Case 2 and volume 

3 for the other cases. Finally, "Time 3" included data from the last 

volume of each case. This resulted in a total of 18 data points for the 

analyses. The means for each time period were computed as in the above 

analyses. 
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The means of these values for each precursor and microburst forecast 

are presented in Table 5. The mean values reported for each time in Table 

5 reflect the overall lack of agreement, prevalent even after the final 

volume (Time 3). However, with the exception of descending core and notch, 

this measure of agreement does indeed increase over time. Paralleling 

similar results in overall agreement (Hypothesis 3), the convergence 

judgments show the most marked increase in agreement over time, while the 

descending core judgments show the least. Also, the probability of 

microburst judgments shows an increase over time. These analyses do not 

provide clear support for Hypothesis 4 because there are some instances of 

movement toward similar judgments with the accumulation of more evidence. 

Nevertheless, the agreement at Time 3, while improved from previous times 

(for some cues), is still lower than is useful in an operational setting 

(ranging from .18 to .85). In sum, Hypothesis 4 is disconfirmed, but the 

evidence is weak. 

Insert Table 5 about here 

Hypothesis 5: Hypothesis 5 states that forecasters' probability 

judgments will not become more extreme over time because no explicit 

instructions exist for how new information would change judgments. To test 

this hypothesis, a separate analysis of variance was performed for each 

forecaster utilizing the last three judgment times as in the above 

analyses. It was expected that more information should move forecasters 

toward a judgment of either 0 (for null cases) or 1 (for microburst cases). 

Therefore, before conducting the analyses, the probability judgments were 

converted to absolute values of mid-point deviations. That is, the scale 
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mid-point (.50) was subtracted from each probability judgment and the 

absolute values were utilized as the data for the analyses. The means of 

these values for each time period are presented in Table 6. Two different 

analyses of variance were performed for each forecaster. The first was an 

omnibus F test and the second was a linear contrast. None of the F ratios 

for either type of analysis was statistically significant (at the .05 

level), although for Forecasters B and C the means are clearly increasing 

(p-levels for the linear contrast were .12 and .10, respectively). 

Insert Table 6 about here 

Collapsing across subjects, a significant effect was found for time 

for the omnibus test (F(2,6) = 8.55, p = .02) and the linear contrast 

(F(l,6) = 13.64, p = .01; in these analyses time was treated as a repeated 

measure). These results do not clearly disconfirm Hypothesis 5; two 

subjects were sensitive to the accumulation of evidence while two were not. 

Hypothesis 6: Hypothesis 6 states that forecasters will become more 

confident in their precursor and probability judgments over time because of 

increased information, but unjustifiably so, inasmuch as their agreement 

will not increase. The data for these analyses were confidence ratings for 

the last three judgment times of each case as in the above analyses. The 

means of the confidence ratings over time for the cues are presented in 

Table 7. The top of the table displays the means for each forecaster 

across time and the bottom includes the means for each cue separately 

across forecasters. Because Hypothesis 6 asserts an increase in confidence 

over time, both omnibus tests and linear contrasts were conducted. In 
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addition, the effects of cue type and the interaction of cue with time were 

examined. Each two-way analysis of variance was conducted for each 

forecaster separately as well as for all forecasters combined. 

Insert Table 7 about here 

The omnibus effect of time was significant (F(2,90); p < .05) for each 

of the forecasters except for Forecaster B. The linear effect of time (a 

more precise test of the hypothesis) was significant for Forecasters C and 

D (F(l,90); p < .05) and marginally significant for Forecaster A (p «= .11). 

In the analysis across subjects, the omnibus test of time was marginally 

significant (F(2,6) = 3.19, p = .11), while the linear contrast was 

statistically significant (F(l,6) - 6.09, p < .05). 

The effect of cue type was significant for Forecaster B and Forecaster 

D (F(5,90); p < .05) and marginal for Forecaster A (F(5,90); p = .06). The 

means are presented in Table 8. As Table 8 indicates, there are 

substantial individual differences in expressions of level of confidence. 

The effect for cue in the analysis that included all subjects was not 

significant (F(5,15) = .54, p = .75). The interaction between cue and time 

was not significant in the individual subjects' analyses, but it was 

significant when collapsing across subjects (F(10,30) = 2.23, p < .05). As 

can be seen from the bottom of Table 7, the linear effect of time was not 

as great for the two convergence cues as for the other cues. 

Insert Table 8 about here 
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Table 9 presents the mean confidence ratings for the probability 

judgments. No significant effects were found on either the omnibus or 

linear contrast tests for any of the forecasters separately. However, 

since confidence judgments for the probability judgments were collected in 

Phase 2 only, the power of these analyses is relatively low. In fact, with 

the exception of Forecaster D, the means are in the predicted direction. 

Moreover, when the data are pooled across subjects the omnibus test 

indicates a marginal effect of time (F(2,6) = 4.64, p = .06), and the 

linear contrast indicates a significant effect (F(l,6) = 8.65, p = .03). 

Insert Table 9 about here 

These analyses indicate support for Hypothesis 6. Across cues, two of 

the four forecasters' confidence ratings do increase over time. One of the 

remaining forecasters' ratings are at the ceiling (Forecaster B) and 

therefore cannot show the effect. The interaction between time and cue 

type indicates that the effect of time on confidence was greatest for 

descending core and collapsing storm and least for the two convergence 

cues. Finally, three of the four forecasters' confidence in their 

probability judgments did increase over time (though not statistically 

significant), providing further support for Hypothesis 6. 

Summary of Results 

Hypotheses Regarding Generalization 

The first three Psychological Hypotheses were not disconfirmed. That 

is: (1) agreement in forecasts was lower under representative task 

conditions than in the best case scenario because of error introduced at 
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the inferential (secondary cue) level; (2) agreement among the forecasters' 

judgments of secondary cue values in the hierarchical model was modest, not 

because of difference- in 'he perception of the radar data but because of 

differences in infere: ts drawn from them; and (3) the magnitude of 

agreement at the secondary cue level varied by secondary cue; the greater 

the  subjectivity the greater the disagreement. Because these hypotheses 

are derived from lens model theory and research in static tasks, the 

results constitute a significant generalization to a complex dynamic task 

representative of that normally encountered by mature professionals. 

Hypotheses Regarding Updating of Information 

The results regarding the first two of the three Psychological 

Hypotheses concerning the effects of updated information on judgments in 

the dynamic task do not yield clear disconfirmation, although the third was 

more clearly disconfirmed. That is, in regard to Hypothesis 4, the degree 

of agreement among the forecasters did increase as information was 

accumulated over time (although the increase was slight for four of the six 

precursors and for the forecast judgments). In regard to Hypothesis 5, 

there was some evidence to suggest that the forecasters' probability 

judgments did become more extreme. Again, however, the evidence was weak; 

two of four forecasters' judgments did not become more extreme. With 

regard to Hypothesis 6, there is some evidence that the forecasters do 

become more confident as information is accumulated over time. In short, 

the evidence related to the hypotheses concerning judgments of the effects 

of updated information was far from convincing. The ambiguity of these 

results/ together with the small sample of cases, certainly argues for more 

research on the impact on judgments of new information received over time. 

43 



Page 25 

Verbal Protocols 

Examples of the verbalizations are provided in Appendix A. The 

protocolo indicate that during observation of the radar data the 

forecasters were primarily focusing on both the proximal and inferential 

levels (Phases D and E) in the hierarchical judgment model (see Figure 1). 

That is, the verbalizations primarily concern noticing the radar data such 

«is the maximum reflectivity values, convergence or divergence, and making 

note of the occurrence of features such as a notch at each level scan. 

Although these verbalizations are skimpy, if taken at face value they 

further support the conclusion that the lens model theory does generalize 

to behavior in dynamic tasks. That is, the verbalizations indicate that 

the forecasters provide a dichotomous yes or no value regarding inferences 

about the occurrence of each precursor, then decide exactly what value to 

circle on the scale. Thus, the cognitive process for making the 

probability of a microburst judgment was not verbally expressed which 

suggests that it takes place on an intuitive level. No calculations or 

applications of a principle or formula were ever observed; in short, no 

analytical work for organizing the information was evident in the 

protocols. (See Hammond, Hamm, Grassia, and Pearson, 1987,; Hammond, 1988, 

for a discussion of intuitive and analytical cognition within the framework 

of lens model theory.) 

Discussion 

Theory 

The most important theoretical finding is that lens model theory can 

be generalized, at least in part, to expert judgments made in complex 

dynamic task conditions. Under representative conditions a higher level of 
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disagreement regarding probability judgments was found than in the best 

case scenario. Agreement at the primary cue level was found to be very 

high while agreement at the secondary cue level was only moderate. 

Moreover, agreement was much higher for some secondary cues than others, 

indicating differences in proximity of secondary cues to the primary cue 

level. The notion of differential proximity may lead to a more 

sophisticated version of the hierarchical model, with secondary cues at 

Phase E distanced from the primary cues at Phase D according to their 

respective inter- or intra-observer reliabilities. Future research should 

investigate the mechanisms underlying the proximity of secondary to primary 

cues and the extent to which these and other generalizations hold when the 

limitations mentioned above are reduced. 

Methodology 

The hierarchical model also helped in guiding the methodology. Data 

were collected to investigate potential error at each phase in the 

hierarchy involving judgment processes. The most important aspect of our 

methodology was the use of representative design in contrast to 

conventional systematic design of the study, which offered several 

advantages. By virtue of studying each meteorologist separately over a 

sample of events (instead of the conventional technique of testing the 

effect of restricted stimuli presented to a large population of subjects), 

it was possible to learn that certain results obtained from lens model 

theory and research in static task conditions generalize to dynamic task 

conditions involving four mature professionals in circumstances highly 

representative of their work situation. These generalizations are 

reflected principally in results concerning agreement among the experts. 
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and thus in the results that favor acceptance of psychological hypotheses 

over expert hypotheses. These issues could not have been addressed by 

conventional research design. 

Results 

The results provided a sharper focus on the reasons for disagreement 

among experts. The hierarchical model delineates each phase at which human 

cognitive processes operate and therefore the points at which error can be 

introduced. The research assessed agreement at each point in the hierarchy 

and through this procedure it was determined that very little disagreement 

occurred at the level of perception of the raw data. However, a great deal 

of disagreement occurred regarding judgments of both precursors and 

microburst forecasts. Identification of the particular precursors 

demonstrating high levels of disagreement makes it possible to focus on the 

variables with the greatest potential for improving judgment. Thus a 

hierarchical model that separates inferences at an intermediate level from 

raw data has methodological, theoretical, and practical significance 

deserving of further work. 

Finally, the results regarding the effect of updated information on 

judgments may have important practical implications, as well as theoretical 

implications for researchers involved in dynamic tasks. Experts often 

believe that more data provide a better understanding of a phenomenon, 

which leads to better predictions. The results of this study suggest this 

may not be the case, at least in situations where more information is 

updated information. 
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Future Directions 

Although vre believe the present study of dynamic decision making has 

demonstrated its usefulness, there is much that it does not do. For 

example, it is based entirely on the study of functional relations between 

cues and judgments over time? it does not address the topic of pattern 

recognition. Nor does it investigate the differential role of intuitive 

and analytical cognition, even though microburst forecasts are based on 

both analytical, scientific understanding derived from scientific research 

and intuitive judgments derived from experience. (See Hammond, 1988, for a 

discussion of the differential role of functional relations and pattern 

recognition, as well as intuition and analysis in dynamic tasks.) In 

addition, the difference between the logic of understanding and the logic 

of prediction (de Montmollin and De Keyser, 1986; see also Brehmer, 1987) 

is not developed. This topic, hardly touched, is bound to be of importance 

in circumstances such as weather forecasting in which the decision makers 

Lave a scientific basis for understanding that must be combined with an 

experiential basis for prediction. Nor have we referred to the nature of 

the "ecological interface", (Rasmussen and Vicente, 1987; see also Schwartz 

and Howell, 1985) that is, the design of the display of information and its 

potential for enhancing or reducing the efficacy of dynamic decision 

making. Also omitted is a discussion of the role of feedback, either 

cognitive or of the simple outcome form, and its effect on change in 

judgments (Balzer, Doherty, and O'Connor, in press). And, of course, the 

small sample of cases rules out a discussion of the accuracy or skill of 

the forecaster, and the small number of forecasters studied imposes limits 

on generalizatiDn to other forecasters. We mention these issues not only 

to caution the reader, but to emphasize the complexity that will have to be 
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addressed in future efforts if we are to advance our vinderstanding of 

judgment and decision making in dynamic tasks. 

A further issue concerns the distinction between relative and absolute 

expertise. In the present case, the meteorologists were indeed experts in 

the relative sense; they probably have more 4cnowl«dge and experience than 

any other meteorologists regarding the microburst phenomena and the vast 

technology associated with their detection. On the other hand, these 

meteorologists do not claim to be experts (in fact, resent the use of the 

term) in the absolute sense; they insist that they do not have full or even 

satisfactory knowledge about microburst events; rather they describe 

themselves as in the process of studying them to make predictions of these 

hazards a practical success. Their situation is analogous to the research 

physician -who understands a specific disease better than anyone else, but 

who does not pretend to have sufficient knowledge to make highly accurate 

diagnoses or prognoses. 

This distinction is important not only because of the need to be clear 

about the particular form of expertise under study, but also because these 

different forms of expertise place different demands on judgment 

researchers. In the case of absolute expertise, the primary goal of 

judgment researchers will be to discover how such expertise is applied to 

various types of problems (e.g., high vs. low uncertainty conditions). In 

the case of relative expertise, on the other hand, the primary goal of 

judgment researchers will be to aid the experts to discover what features 

of the situation are frustrating or enhancing their efforts to improve the 

status of their expertise. And once discoverei, the researcher will want 

to convey that information to the experts. In the present study of 
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relative expertise, the primary goal was achieved, but it is doubtful that 

the communication process was successful. The meteorologists showed 

interest in the hardly disputable facts of disagreement in their use of 

information, claiming that in the present state of their knowledge such 

disagreement was not surprising. Nevertheless, in subsequent research they 

continued (to our surprise) to make subjective judgments about precursors 

without examining the extent of, or reasons for, their disagreement on 

precursor judgments in both empirical research and operational tests of 

forecasting accuracy. 

Disagreement of the magnitude observed under representative task 

conditions raises serious questions about the use of experts—usually a 

single expert I—as the basis for an expert system, as is customary in work 

in the field of artificial intelligence (see Adelman, in press, for a 

detailed discussion). Indeed, one of the forecasters who served as a 

subject in this study had been used as an expert in the development of an 

Al expert system for forecasting the occurrence of microbursts. Obviously, 

had a different forecaster been used, a different system—producing 

different forecasts—would have been developed. 
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Appendix 

Example Protocols for Study VI 

Subject 1: Case 1 

S: Okay where are we? The number of the next volume, 4. Ah what's 

happening? Uh-very-weak divergent flow at the surface, very weak, only 

three meters per second. And we've got about 55. It's 55. Very weak. 

Huh again we're we see at these 55, we get divergence again above. See it 

really looks like we're getting a little, it's diverging out above cold 

air, but it's weak. And it gone, oh wow. We get some actually 60 this 

time, reflectivity. A lot more reflectivity. And actually we're showing a 

little convergence -now. Oh wow it's up to 60 now. But velocity feature 

not very strong^ slight. Still 60, no good velocity feature. I'm not wild 

about the angle we're getting now. If there were convergence in that core 

we wouldn't see it well. Now at 55, I'll call it now, it's just only a 

touch of 60. Slight indication of that notch is at this level, now. This 

is 15 6 [pause] there's xxxx convergence into that too, hmm. Nice notch 

now, reflectivity 55. Can't see an obvious velocity feature with it 

though. Here's where we get the convergence. 45, 45 convergence. Okay 

we've lost a lot of reflectivity now. And we, now we're actually 

divergence. It's slipping down into the about 45, maybe 40, at 30 degrees. 

Oh it's gone only 25 left so we have a real collapsing case here. Boy that 

was faster wasn't it. 

E: yeah 
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S: I had to move. Just trying to see xxx [silence] The top's coming 

down. Okay now uh descending reflectivity core, yeah it's still, it's not 

one of the obvious, the most obvious cases in the world, but it's still 

descending, I'll put a 7, confidence is only about 50 percent. Collapsing 

storm, it is collapsing but it's not the most obvious one you ever saw. So 

I'll put 7, confidence at 60 percent. Organized convergence above cloud 

base, yr;, it's still there. It's still, and it's actually descended 

slightly with time I see. Not much, it's still, it's still primarily in 

the three to four kilometer zone which is a good zone for it. It's not 

that strong and organized. I put confidence only at 60, meaning I don't 

think it's all that significant. Organized, there's still a divergence 

below cloud base, and I really think that may be significant. Um I'm going 

to put, I'm circling the one and two, saying, I'm putting 70 on it cause I 

think the outflow is really divergent above the cold air. It may not make 

it to the surface very strong. Good reflectivity notch now between 2 and 3 

kilometers. I'll put a 9 on it, confidence is, well it's there, 90. 

Rotation was um not as good, it was weak. Last time I think I had weak. I 

xxx put down a 6. Urn confidence is only 50 percent. Okay now if we're 

going to have a microburst that's going to occur in this period, I'm not 

very, I think it's only going to be a very weak outflow though cause the 

reasons I've given. Last time I gave 25 percent. I'll go with 30 and hope 

I'm right. 

Subject 2: Case 2 

S: [Silence] Okay max reflectivity here is 55. Still got weak 

üorrverc^nce delta V is 3, okay. {Pause] 55 againf two point two. Weak 

convergence again. Okay, xxx don't see it this time. 4 and a half 
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degrees, 55. Um still convergent weakly delta V is 3, okay. [Pause] 6.7 

xxx 55.  [Silence] Urn not much going on that's really different, okay. 8.8 

is 55. 55 [pause] hmm. A suggestion of xxx divergence on the north edge 

of cell, delta V is about 3. It's still pretty weak, okay. [Silence] 50 

DBZ, 11 degrees. Got that wind change xxx, okay. [Pause] 50 DBZ again. 

[Silence] Okay. [Silence] Well that's interesting, huh. 50 DBZ, 

??erosion?? echo in the back. Notch is still there. It's kind of filling 

in though, there's mid-line with more echo to the west of the cell than 

there has been previously. [Silence] Cyclonic, anti-cyclonic couplet 

there. Um okay [silence] 50 DBZ, this storm really is tilted in height. 

Sort of see convergence xxxx weak xxxxx [silence] okay. [Silence] okay xxx 

DBZ [silence] There's some shear areas but nothing really significant. 

This is 22 degrees, um [pause] okay. [Silence] 45, again we've gotten a 

couple of shear areas. Cyclonic, anti-cyclonic shear not real couples to 

speak of [pause] okay. [Silence] xxx xxxx [pause] cyclonic, anti-cyclonic 

shear okay. [Pause] The cell's falling apart xxx. 35 DBZ. There's 

convergence ??in the anvil??, [mumbles] 6. [silence] 

S: Uh reflectivities are still maintaining themselves pretty well. 

[Silence] Slightly increasing aloft and then decreasing at the very highest 

angle. So we don't have a descending core. And it's not collapsing. 

There's no real convergence above cloud base, except in the xxxx. 

[Silence] Um [silence] there's not, there's convergence at or below cloud 

base, xxxx xxxx kilometer, there's that one little spot of divergence ??at 

one kilometer?? It's really weak though. [Silence] The notch has become 

weaker. Not as well defined. And there's also xxx flow xxx so I'm going 

to rotation, no there's some cyclonic shear and that's it. Probability of  t 
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a ndcroburst within the next 5 to 10 minutes, I'm still going to stick with 

the 50 percent. 

Subject 4: Case 1 

S: xxx you look at that point 5 degree velocity and there's nothing 

there. There is not a microburst outflow. There's some garbage right 

there, but that's not real. And uh looking all the way up at 2.2 we don't 

really see any divergence or velocity structure. And we've got the high 

reflectivity xxx so unless we see some dramatic increases in velocity 

structure, which we don't really see here at 4.5, it's going to be awful 

hard to say yes we're going to get something. And uh even at 6.7 we're not 

seeing any good strong velocity features associated with that core. [Long 

Silence] slight hint that there may be convergence coming in here that we 

can't see associated with that notch. And xxx interesting to look at it 

from a from a radar out here where we could get a better view. Still 

seeing that notch, but again, as I say, it's not that good of a velocity 

structure. I did see some sign of convergence xxx. [Silence] Saw some. 

xxx [silence] xxx rotation xxx some convergence not really that good. 

[Silence] xxx looks about the same as it was before [silence] okay. 

S: xxx other sheet xxx put down thing xxx for can't remember for 

sure. ??We do have?? some descent of core. The storm has collapsed 

already. I think there's a slight xxx still kind of collapsing. Uh xxx 

not really much happening above cloud base xxx. xxx Part of why you think 

collapsing storm. Slight indication of xxx. We got an indication xxx 

notch. Well nothing happened last time. Still not seeing it, we've got 

the high reflectivity down so, not willing to say no chance anymore, but uh 
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got to start backing off a little bit on that probability. I'll be a 

little less convinced that something's going to happen. 

Subject 5: Case 2 

S: Okay. It takes it forever. Oh^we're going to start with point 5. 

[Silence] Oh yeah, this guy's racing off to the north, and 55 DBZ core, 

[pause] And a little convergent shear line still with us way off to the 

south. Oh that's what happened to the cell. It moved off of its 

convergent line. Now it's lost its low level support. It's going to 

crash, okay. [Silence] Oh that's why the core crashed down in such a 

hurry. [Silence] That's right I did see a sizeable increase in 

reflectivity. And that'5 what happened to it. Okay. 

E: Is that an okay for me? 

S: Yeah, that's an okay okay. [Silence] Oh gosh 60 DBZ. [Silence] 

No velocity features at all associated with the cell at 4.5 degrees. 

[Silence] Surprised it hasn't put out an outflow, okay. Wonder why not? 

[Silence] Oh gee, everything's back down to 55 DBZ now. [Silence] huh. 

Still no real velocity features. It's really just a flat field. Okay. 

Notch on the side. [Silence] huh let's see, not much at all going on. 

Strange, we're up at 8.8 degrees and I don't see much of anything, huh. 

Okay, go to the next one, if you haven't already. [Silence] 50 to 55, well 

a little bit of cyclonic shear. Certainly a notch. Okay. [Silence] Oh 

another cyclonic shear right in the middle of the cell. [Silence] Oh yeah, 

a little bit of convergence right there, okay. [Silence] Oh hurry up 

[silend] yep, a littl« bit of convergence now in the middle of the cell. 

[Silence] Okay, [Silence] Oh rotation hanging off, way off on the end out 
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in the area of no, not much signal. Uh now we're seeing convergence 

peppered about here, hither in the thither. Rotation down in the south end 

where we've always seen it. xxx okay. [Silence] Oh there's a clear 

rotation near that notch, cyclonic rotation. Okay. [Silence] huh a little 

bit of divergence right up here. 25.8 degrees, cyclonic shear to the 

south, probably strong rotation. Huh, [Silence] Is it doing anything? 

[referring to computer] [Silence] Oh yeah now I see convergence on the 

western end, right where that notch, okay. [Silence] Oh there's 

convergence all over the place, 34.8. Uh max reflectivities xxx 40 to 45. 

Okay. 

E: That's it on that one. 

S: Okay. Descending reflectivity core, it's obvious. Collapsing 

storm, probably is, but not real sure yet. Organized convergence or 

divergence above cloud base, you betcha. Not much convergence at or below 

cloud base, I didn't seen anything. And I'm pretty sure I didn't see 

anything. There's a reflectivity notch. There's rotation. I'm a little 

concerned that I didn't see any divergence at the surface, but what the 

heck. 90 percent, or is this [silence] 
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Table   1 

Agreement    Correlation   Coefficients 
from   Best   Case   Scenario   Study 

(Probability   of  a   Microburst) 

A B 

B .78 

C .75 .72 

D .52 .49 

r (across all forecasters) = .67 

64 
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Table  2 

Agreement   Correlation   Coefficients 
(Probability   of  a  Microburst) 

A B 

B .60 

C .88 .45 

D .31 .15 19 

r (across all forecasts) = .49 
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Table 4 

Mean   Precursor   Agreement 

Precursor L 

Descending Core .09 

Collapsing Storm .47 

Convergence   Above .57 

Convergence  Below .59 

Notch .44 

Rotation .22 

63 



■ ■■«■rwn1B».-».JMj—Ci^WJ-.—      _ 

Table   5 

Mean  Correlation   Coefficients Over  Time 

Descending Core 

Collapsing Storm 

Time 1 

.095 

.290 

Time 2 Time 3 

Convergence   Above      .435 

Convergence  Below       .515 

Notch 

Rotation 

Probability 

.690 

.055 

.405 

.185 .175 

.360 .810 

.680 .745 

.745 .855 

.580 .830 

.335 .495 

.540 .600 
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Table  6 

Mean  Probability Judgments*   Over   Time 

Forecaster       Time 1 Time 2 Time 3 

A .22 .22 .23 

B .12 .13 .22 

C .16 .18 .26 

D .31 .28 .36 

ALL .20 .20 .26 

♦These data were converted to absolute values of deviations from .5. 
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Table  7 

Mean  Confidence in  Cue  Judgments 

Means  for  each  Forecaster  Across   Cues 

Forecaster Time 1 

.49 

Time 2 Time 3 

A .63 .57 

B .95 .93 .95 

C .46 .51 .58 

D .89 .93 .96 

Means  for  each  Cue  Across  Forecasters 

Timel Time 2 Time 3 

Descending Core .63 .74 .75 

Collapsing Storm .66 .73 .78 

Convergence   Above .72 .75 .75 

Convergence Below .73 .79 .77 

Notch .73 .75 .79 

Rotation .71 .72 .76 
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Table   8 

Mean   of Precursor  Ratings   by  Forecaster 

Precursor A B C D 

Descending Core .46 .99 .53 .86 

Collapsing Storm .58 .95 .48 .89 

Convergence   Above .60 .91 .49 .97 

Convergence  Below .63 .86 .59 .97 

Notch .62 .97 .47 .96 

Rotation .49 .96 .56 .92 
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Table  9 

Mean   Confidence   in   Probability   Judgments 
Over  Time 

Forecaster Time 1 Time 2 Time 3 

A .40 .50 .53 

B .88 .90 .93 

C .48 .49 .65 

D .84 .80 .86 

ALL .65 .67 .74 
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Figure   2 

Example of a Microburst Profile 

1 .   DESCENDING 
REFLECTIVITY 
CORE 
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probability   (0.0  •  100)  of 
microburst  within  5-10  minutes: 
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Abstract 

Two studies of microburst forecasting were conducted in order to 

demonstrate the utility of applying theoretical and methodological concepts 

from judgment and decision making to meteorology-    A hierarchical model of 

the judgment process is outlined in which a precursor identification phase 

is separated from the prediction phase.    In the first study, forecasters 

were provided with specific, perfectly reliable precursor values and were 

asked to provide judgments regarding the probability of a microburst. 

Results indicated that the microburst forecasts were adequately represented 

by a linear model.   Modest agreement was observed among the forecasters' 

judgments.    In the second study forecasters viewed storms under dynamic 

conditions representative of their usual operational setting.    They made 

judgments regarding precursor values, as well as of the probability of a 

microburst occurring.    The forecasters'  agreement regarding microburst 

predictions was found to be even lower than in the first study.    In 

addition, agreement regarding the (subjectively) most important precursor 

value was near zero.    These results suggest that opportunities to improve 

forecasting would result from a better understanding of the precursor 

identification and prediction phases of the forecasting process. 
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1.    Introduction 

From the point of view of research and operational meteorologists, the 

forecasting of any weather phenomenon first requires an understanding of 

the relevant physical processes which generate a particular weather event 

(Doswell 1986; Smith et al.  1986).    It is generally assumed that the 

forecaster develops a conceptual model of the phenomenon from an 

understanding of the physical processes.    This conceptual model is then 

often applied to an operational setting (see, e.g. Mueller et al. 1989; 

Roberts and Hjelmfeldt 1989). 

When involved in the forecast process the operational meteorologist 

observes, evaluates, and thinks about a stream of weather information, 

which is continually changing with time.    Thus, there are a number of 

activities which directly involve the cognitive processes of the 

meteorologist.    The data from numerous information sources must be 

perceived and assimilated by the forecaster.    These data must be integrated 

and their significance for a particular weather event must be assessed. 

The forecast must then be made, often within strict time limits and with 

limited information. 

Inaccuracies in weather forecasts result because of errors, 

inconsistencies, or lack of understanding in all of tne above (Doswell 

1986; Smith et al.  1986).    Considerable effort in the past has been placed 

on improving the basic understanding of the physical processes and the 

development of conceptual models underlying a particular weather event as 

well as ontproviding improved weather information and displays.    Yet no 
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research effort has been directed at a better understanding of the 

cognitive or judgment processes involved.    (Although meteorologists do, in 

fact, recognize the role of human forecasting processes; see, e.g. Doswell 

1986; Smith et al. 1986.    See Stewart et al. 1989, for an exception.) It is 

the latter problem to which the present efforts are directed.    In 

particular, the goal of this paper is twofold:    1) to introduce theoretical 

and methodological concepts from the judgment and decision field, and 2) to 

apply those concepts to a specific forecasting problem.    The research was 

conducted in the context of severe weather forecasting and in particular 

was concerned with the forecasting of microbursts—brief, localized wind 

storms that are a potentially fatal hazard to aircraft. 

In the studies reported here, we have investigated cognitive activity 

at particular stages of a schema that represents both the physical 

environment of a storm and the perceptual  and cognitive activities of the 

forecaster.    The hierarchical model that depicts steps between the 

environment of a storrn and a judgment about microbursts is presented in 

Figure 1.    This framework is derived from social judgment theory (Hammond 

et al. 1975; Brehmer and Joyce 1988), which describes the relationship 

between two systems:    the task system in the environment and the cognitive 

system of the decision maker.    The environment of the microburst 

forecasting task is represented as Phases A, B, and C in Figure 1.    Phase A 

represents the physical mechanisms that underlie the weather phenomenon at 

Phase B.    The weather produces objective data from Doppler radar at Phase 

C.   The cognitive system of the forecaster begins operating at Phase D. 

After reading the radar data (a perceptual  task) at Phase 0, the forecaster 
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must extract the cues that are hypothesized precursors of microbursts at 

Phase E and integrate them into a judgment about the occurrence of a 

microburst at Phase F. The decomposition of the final microburst judgment 

incorporates and separates perceptual and conceptual cognitive activities. 

Perceptual activities are represented at Phase D. Forecasters1 conceptual 

understanding of how those data combine to indicate precursors and how the 

precursors combine to arrive at a microburst prediction are represented in 

Phases E and F. 

Insert Figure 1 about here 

The hierarchical nature of the model implies that error at any phase 

can be passed on to later phases.    Therefore, the quality of the final 

judgment depends on perceptions and judgments at each prior phase.    Errors 

are not only likely to be cumulative but are apt to have nonlinear 

consequences as well.    Anthes'  (1986) argument that "any error, no matter 

how small, will eventually grow and contaminate even a perfect model's 

forecast" (p. 6?7), should, of course, be applied to forecasters' 

perceptions and judgments as well as physical   instruments (see Tribbia and 

Anthes 1987). 

Two studies were conducted investigating the different phases of the 

microburst prediction task.    In Study 1, judgment analysis was used to 

Investigate microburst prediction at Phase F.    Following the procedures of 

social judgment theory, we first identified the cues (precursors) that 

forecasters use to identify microbursts.    We then generated a sample of 

cases representing hypothetical storms.    For each case, forecasters judged 
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the probability of a microburst.    From analyses of those judgments we 

determined how the forecasters integrated the cues into a judgment.    In 

addition, we assessed intra- and inter-forecaster consistency in judgments, 

and individual differences in forecasters' integration of the cues. 

In Study 2 we investigated the microburst prediction task in a setting 

representative cf ine real-time situation in which forecasters normally 

operate.    Forecasters observed Doppler radar scans of storms over time 

(some of which produced microbursts and some of which did not) and made 

judgments regarding precursor values and the probability of a microburst. 

This study assessed the overall degree of agreement among the forecasters 

in Phases D, £, and F of Figure 1 in order to determine at which phase in 

the judgment process disagreement may be occurring.    In addition, the 

effects of updated information over time on agreement was assessed. 

Each study is described in turn below.   At the end of each study a 

brief summary of the results and implications are presented.    Following the 

second study is a general  summary and discussion of the results and their 

implications. 

2.    Study 1:   Judgment analysis of microburst nowcasts 

We began our researcn program by investigating the conceptual models 

forecasters used to make microburst nowcasts when provided with precursor 

data. This allowed us to determine the degree to which forecasters' 

judgments agree when they are provided with the same data, and the degree 

to which disagreement was due to a different conceptual model, and/or due 

to inconsistency in the application of cone ptual model.    Finally, the 
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linear model from our judgment analysis was compared to a model provided by 

the forecasters during a discussion. 

The method and analyses reported follow the procedures of social 

judgment theory (Hammond et al- .1975; Stewart 1988).   Another example of 

applications of these procedures to meteorology may be found in Stewart et 

al.  (1989). 

a.    Procedure 

1) PROBLEM STRUCTURING 

Problem structuring, which includes defining the judgment of interest, 

describing the forecast scenario, identifying the most important cues, 

defining the cue ranges, and describing relations among the cues, was the 

focus of an initial meeting with the forecasters.   A proposed structure, 

based on Roberts and Wilson (1987) and on previous discussions with one of 

the forecasters, was presented.   The three forecasters present discussed 

the proposed structure and suggested a few changes to the scenario and an 

extension of the range of one cue.    They agreed on the problem structure 

described below. 

The judgment.    The judgment of interest was defined as the probability 

(0-100%) that a microburst will be produced by the storm under observation 

within 5-10 minutes. 

79 



Forecasting the Microburst Page 8 
9 August 1989 

The scenario. The judgment scenario describes the conditions leading 

up to the forecast. It was constructed by fixing the values of certain 

variables that are expected to influence forecasting strategy. (The effect 

of the scenario variables on the forecasting strategy is an empirical 

question that can be addressed by varying scenarios.) The present scenario 

was described as follows: 

1) The morning sounding was favorable for microbursts. 

2) There has been a pattern of moderate storms in the vicinity. 

3) Microbursts have been observed with other storms earlier in the 

day. 

4) The temperature is still near the convective temperature. 

5) The event under observation is a mature storm that is isolated, 

but possibly multicellular. 

6) The level of reflectivity of the event is moderate. 

The cues (precursors). The cues included in the storm cases were: 1) 

descending reflectivity core, 2) collapsing storm top, 3) organized 

convergence above cloud base, 4) organized convergence/divergence near 

cloud base, 5) reflectivity notch, and 6) rotation. 

The rangss for these cues are presented in Figure 2, an example of a 

case that the forecasters judged. Abstract scales were used for cues 1, 2, 

5, and 6 because physical measures for these features were not available at 

the time this study was conducted (see Roberts and Wilson 1989, for a 

discussion of these radar features). 
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Insert Figure 2 about here 

Relations among the cues. The forecasters agreed that no combination 

of values was physically impossible but that collapsing storms-without 

desc nding cores were uninteresting when microbursts are being forecast. 

They also said that divergence near the cloud base would be possible but 

rare. 

Generation of hypothetical cases. Because real microburst cases were 

not available in sufficient numbers at the time this study was conducted, 

hypothetical microburst cases were generated. Each case consisted of a 

different mix of values for the six cues,. The properties of the cases 

conformed to the problem structure previously described. 

The POLICY-PC program (Executive Decision Services 1986) was used to 

generate hypothetical cases. This program generates random-integer cue 

values with specified ranges. Of 50 cases initially generated, eight were 

eliminated because they indicated collapsing storms withcit descending 

cores (i.e., the value of collapsing storm was more than 3 points higher 

than the value for descending core). 

Eight of the original 50 cases had values of +2 or +1 for the cue 

convergence near cloud base. These positive values indicate divergence 

rather than convergence. Because the forecasters had indicated that this 

would rarely occur, half these cases were selected at random and dropped. 

Twelve new cases were generated randomly to bring the number of cases back 
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to 50. The resulting intercorrelations among the cues were low; the 

highest was between collapsing storm and descending core (.31). 

The same procedure was used to generate 25 new cases for the second 

session. 

2) COLLECTION OF JUDGMENTS 

Each of five forecasters from the National Center for Atmospheric 

Research (NCAR) in Boulder, Colorado judged 50 cases in individual sessions 

lasting from 20 to 45 minutes. Approximately one week later the same 

forecasters judged another set of 50 cases. The second set of 50 consisted 

of 25 new cases followed by 25 repeated cases from the first session. The 

25 new cases were included for cross-validation, that is, so that the model 

derived from the first session could be tested on a new sample of cases. 

The 25 repeated cases were the even-numoered cases from the first session 

presented in a random order. These cases were included to assess the 

reliability of the forecasters' judgments. 

Two forecasters from Lincoln Laboratories (MIT) judged the same cases, 

but the interval between Session I and Session II for them was a few 

minutes instead of a week. 

b. Results 

1) AGREEMENT 

Correlations among the seven forecasters' judgments are presented in 

Table 1-    They range from .45 to .90, indicating moderate agreement among 

62 



Ba8i^^^^^^^^^"^—^^"T""™''     i  ~r-Tr     —    tuiti 

Forecasting the Microburst Page 11 
9 August 1989 

forecasters. The correlations indicate that Forecaster E differs from the 

other forecasters. 

Insert Table 1 about here 

2) CONSISTENCY 

Consistency indicates the extent to which a forecaster makes similar 

judgments when the same information is presented on different occasions. 

It was measured by correlating the pairs of judgments made on the 25 

repeated cases. The consistencies are reported in the last row of Table 1. 

The consistencies are moderate to high. Forecaster E has the lowest 

consistency, which explains in part why his forecasts do not agree with 

those of the other forecasters. The two forecasters from Lincoln 

Laboratories (F & G) have the highest consistencies, probably because of a 

memory effect; their judgments were repeated within a few minutes. 

3) JUDGMENT ANALYSIS:  REGRESSION MODELS OF JUDGMENTS 

Judgment analysis is based on a pervasive finding in research on 

judgment and decision making: In a variety of fields of expertise, simple 

algebraic models can reproduce the judgments of experts (Slovic and 

Lichtenstein 1973; Hammond et al. 1987; Dawes et al. 1989; Brehmer and 

Joyce 1988). Often a simple linear model predicts the judgments of experts 

as well as or better than more complex models (Dawes and Corrigan 1974). 

Judgment analysis (Hammond et al. 1975; Stewart 1988) uses multiple 

regressiontanalysis to model the judgments of experts. 
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Models of the following form were statistically fit to the forecasts 

made by each forecaster: 

V Cj + Jl'il + Vl? + ViS + bJ4Xi4 + bJ5Xi5 + bj6Xi6 + e1i 

where 

Y.•  the forecast made by forecaster J based on case i, 

c   a constant for forecaster j, 

b..  the weight for cue k, 

X-  the value of cue k on case i, and 

e..  the residual for forecaster j on case i_. 

The parameters (c. and the b..s) of the model were determined so that 

the sum of the squared differences between the predictions of the model and 

the actual forecasts were a minimum; that is, for forecaster j^ the sum of 
p 

the (cJ over all the cases is minimized. 
j J 

The correspondence between the statistical model and the actual 

forecasts is given by the multiple correlation (R) which can range from 0 
2 

to 1, with 1 indicating perfect fit. The squared multiple correlation (R ) 

indicates the proportion of variance in the forecasts that is accounted for 

by the model. 

Table 2 shows that the regression models account for 68 to 91% of the 

variance in the forecasts. In other words, these simple linear models can 

reproduce the forecasts with a fairly high degree of accuracy and account 

for most of the consistent variation in forecasts. 
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Insert Table 2 about here 

4) RELATIVE WEIGHTS 

Relative weights derived from the regression models of each forecaster 

are presented in Figure 3. These weights, which are based on the 

standardized regression weights (beta weights) adjusted to sum to 100, 

indicate the relative importance of each cue to each forecaster. (See the 

Appendix for details on the derivation of these weights). Six of seven 

forecasters placed the greatest weight on descending core. The weights for 

Forecaster E differ substantially from the others. This forecaster placed 

little weight on the cue descending core and had the largest weight for the 

cue notch. This pattern of weights explains the differences, apparent in 

Table 1, between Forecaster E and the other forecasters. 

Insert Figure 3 about here 

5) AGREEMENT BETWEEN COMPONENTS OF JUDGMENTS 

The regression model of each forecaster can be used to decompose each 

forecast into two parts: the linear component, which is the part that is 

captured by the linear model, and the nonlinear component, the part that is 

not. Correlations between each of these components of judgment across 

forecasters are presented in Table 3. The correlations among the linear 

components of the forecasts (labeled ^ by Hursch et al. 1964) are very 

high, but the correlations between the nonlinear components of the 

forecasts (labeled C by Tucker 1964) are quite low. 
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Insert Table 3 about here 

The £ coefficients in Table 3 measure the agreement that forecasters 

would achieve if they applied the -relative weights described in Figure 3 

with perfect consistency. The differences between the values of £ and the 

agreement correlations reported in Table 1 indicate the amount of 

disagreement due to lack of fit of the linear model to the forecasts. 

The £ coefficients measure agreement in the nonlinear part of the 

forecasts. The low values of £ indicate that if forecasters are using 

nonlinear processes to organize the cues into a microburst forecast, the 

results of those processes differ across forecasters. Until further 

research is conducted, plausible interpretation of the low £ coefficients 

is that most of the nonlinear component of the forecasts is unreliable, or 

"error," variance. 

6) A NONLINEAR MODEL 

When the results of this study were presented to the NCAR forecasters, 

they insisted that the linear model was not an adequate representation of 

the way they forecast microbursts. The most important nonlinearity that 

the forecasters described involved the use of cutoffs on descending core 

and collapsing storm. They indicated, both in discussion and in writing, 

that they used a two-stage process in forecasting. If descending core and 

collapsing storm were low, then the probability of a microburst would be 

low, regardless of the other cues. On the other hand, high values of 
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descending core and collapsing storm would indicate a downdraft, and the 

forecasters would look at the other cues to determine the strength of the 

downdraft. 

To test the ability of this nonadditive model to«explain the 

forecasters' judgments, the sample of 75 cases was divided into nine 

subgroups: 
Collapsing Storm 

Not    Questionable  Obvious 
(1-3)      (4-7)      (8-10) 

1 A IB i C ! 
1 LOW | LOW 1 LOW | 
I PROBABILITY! PROBABILITY! PROBABILITY! 

ID IE IF ! 
! LOW | | | 
I PROBABILITY!         1          | 

! 0       ! H       II        ! 

Descending 
Core 

Not 
(1-3) 

Questionable 
(4-7) 

Obvious 
(8-10) 

(This table was developed by the forecasters.) 

Next, for each forecaster, the mean judgment for all cases falling in 

Cells A, B, C, or 0 (a total of 18 cases) was calculated. The cell mean 

was considered the predicted judgment for every case falling in that cell. 

Then a linear regression equation for the remaining cases, those falling in 

Cells E, F, 6, H, or I was computed. For each forecaster the predicted 

scores from linear regression were combined with the means to create a 

variable that includes predicted scores for all 75 cases. The predicted 

judgments based on this model were correlated with the actual judgments. 
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A comparison of the correlations between this nonlinear model and the 

multiple correlations presented in Table 2 showed that the linear model was 

superior for six of tne seven forecasters. For Forecaster F, the nonlinear 

model and the linear model were equally accurate. Thus, the simple linear 

.model reproduced the forecasters' judgments better than did the nonlinear 

process that they suggested. 

7) SUMMARY 

The results of Study 1 show that, when the cues used in forecasting 

microbursts are specified for the forecasters (rather than perceived), 

agreement among forecasters was moderate. Further, the forecasting process 

is adequately described by a simple linear model. Weights derived from 

that model clarify the relative importance of the cues which, in turn, 

explain similarities and differences among forecasters. Finally, the 

simple linear model reproduced the forecasters' judgments as well as or 

better than did a more complicated linear model that they suggested. 

3. Study 2: Judgments of precursors and microbursts in a displaced 

real-time setting 

Study 1 demonstrated a moderate degree of agreement among microburst 

forecasters and that a linear combination of precursor values will 

represent microburst forecasts (Phase F of the hierarchical judgment 

model). Our next step was to investigate judgments regarding the precursor 

values (Phase E) that are combined to yield the final forecast. In doing 

so we designed a dynamic situation that wei representative of that in which 

the forecasters typically operate. 
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a. Procedure 

The subjects in this experiment were four of the five NCAR microburst 

forecasters who participated in Study 1. 

The experiment was conducted in two phases- Jn Phase 1 the 

forecasters each viewed one microburst and one null case. The procedures 

were then revised (as described below) in order to increase the amount of 

data that could be collected in a shorter period of time. 

1) OVERVIEW 

During each experimental session the forecaster was seated in tront of 

a large computer terminal used to present color Doppler radar displays. 

The experimenter was seated in front of another computer terminal that was 

used to run the experimental session. At the first session of each phase 

of the experiment, the forecasters were presented with instructions 

regarding how tne experiment would proceed. The forecasters were presented 

with a volume of radar data, after which they made judgments of precursor 

values and the probability of a microburst. The presentation of data and 

making of judgments were repeated until completion of each case. 

2) THE CASES 

Six cases were used to generate the data in this study: two in the 

first phase and four in the second phase. Half of the cases in each phase 

were null cases and half were microburst cases. 
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Each case consisted of a set of radar volume scans (or volumes) of 

reflectivity and Doppler velocity data, presented chronologically. The 

volumes each comprised two and one-half minutes of real time data. Each 

consisted of 13 scans, starting with either the .5 or 1.1 degree elevation 

scan and terminating with either the 34.8 or the 39.9 degree scan. In the 

first phase. Case 1 included six volumes.' The data for Case 2 spanned 

eight volumes. However, one volume was skipped due to faulty data. In 

addition, one volume in Case 2 only included the lower seven scans. 

However, judgments were still collected for that short volume. In the 

second phase all cases included four volumes of data. Each case terminated 

before the microburst was evident on the lowest scan or before any obvious 

or substantial decrease in the intensity or height of the cell in the null 

cases. 

3) THE JUDGMENTS 

The forecasters were asked to make judgments of the six precursor 

values they had indicated to be the cues in Study 1: descending core, 

collapsing storm, convergence above cloud base, convergence/divergence at 

or below cloud base, notch, and rotation. In addition, forecasters made 

judgments of the probability of a microburit occurring in the next 5 to 10 

minutes. 

The judgments regarding precursor values and probability of a 

microburst were made on the same scales as in Study 1. In addition, to the 

right of each rating scale was a blank for the forecasters to insert their 

confidence^-in their precursor judgments. In Phase 1, forecasters' 
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instructions regarding confidence judgments included the following:    "Your 

confidence may be expressed as the probability you believe that your 

precursor judgment is correct.    A zero probability would indicate that you 

are certain you are not correct and a probability of 100% would indicate 

.yxw ^are .certain you are iwrect*   A confidence value of 50% indicates your 

precursor judgment is as likely to be incorrect as correct." In the second 

phase, the instructions stated:    "We would like to clarify what those 

confidence judgments mean.    Your confidence may be expressed on a scale 

from zero to 100.   A zero rating would mean that you have no confidence at 

all  in your judgment, a rating of 100 would mean that you are completely 

confident, and a rating of 50 would mean that you are half-way in between. 

A rating of 75 (or 25) would of course indicate greater (or lesser) 

confidence than the midpoint of 50." The rating sheet is shown in Figure 4. 

Insert Figure 4 about here 

In the first phase, judgments were made after each volume.    Therefore, 

judgments were made six times for Case 1 and seven times for Case 2.    In 

the second phase judgments were made after all but the first volume.    Thus, 

three judgments were made for each of the four cases in the second phase. 

4) THE EXPERIMENTAL SESSION 

At the beginning of the first session in each phase, the forecasters 

were provided with written instructions which explained that each case 

would consist of several volume scans, over time, of a cell that did or did 

not product a flricroburst-, starting with the lowest scan at the earliest ^ 
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time. When they finished observing each scan, the forecasters were 

instructed to tell the experimenter that they were ready for the next level 

scan. The forecasters were given up to thirty seconds to view each scan. 

After completion of a volume in this manner, the forecasters filled in the 

rating sheet. In addition, the instructions stated, in part: 

At the time of the first volume you can assume that a 

microburst is not presently occurring. Please assume before 

observing the first scan, that on the baris of prior information 

(morning soundings, etc.) you have already reached the conclusion 

that the likelihood of a microburst on this day is .50. Then 

adjust your probabilities of a microburst after observing the 

radar data. Each case will terminate prior to evidence of 

outflow from a microburst or evidence that the storrn is obviously 

dissipating. 

Finally, the forecasters were given instructions to think aloud and their 

verbalizations were recorded. 

The instructions for the second phase explained the changes in the 

experimental procedure. The forecasters were informed that they would 

receive the noon sounding data, view cnly four volumes of data, and make 

judgments as in the first phase after the second through fourth volumes. 

In addition, the instructions explained that the scans within each volume 

would be presented continuously and that they did not need to think aloud. 
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The forecasters were provided with blank paper for taking notes and 

felt tip pens to mark the screen. The date for each case was masked on the 

computer screen. At the beginning of each case, the forecasters were told 

the coordinates where the cell they were to attend to was presently 

located. 

In the first phase, half of the forecasters were presented with Case 1 

first, and half were presented with Case 2 first. In the second phase, the 

cases were arranged on a tape in a fixed order. Each forecaster began with 

a different case, but otherwise the order of presentation was fixed. 

b. Resul ts 

1) OVERALL AGREEMENT AMONG FORECASTERS 

Analyses were conducted to determine the degree of agreement between 

forecasters' judgments of precursor values and agreement between 

forecasters' judgments of the probability of a microburst. The data used 

in these analyses were the judgments made after each volume. Thus, 25 data 

points are possible for each subject (some analyses have a slightly lower 

number of data points in instances where forecasters did not provide 

ratings). The correlations between the judgments of each pair of 

forecasters were computed for each precursor and are presented in Table 4. 

Similarly, the correlations between judgments of the probability of a 

microburst were computed and are presented in Table 5. 

Insert Tables 4 and 5 about here. 
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Tables 4 and 5 clearly indicate a lack of agreement between 

forecaster« regarding both the precursor and probability judgments. 

Although many of the correlations are substantially larger than zero (and 

are, in fact, statistically significant), they are all substantially 

smaller than 1.0 or any other level of acceptable agreement. 

Comparison of the level of agreement for the different precursors in 

Table 4 indicates a higher degree of agreement on some precursors than on 

others. Particularly noteworthy are the low and even negative (!) 

correlations for judgments of descending core. This result is particularly 

important because this precursor is the one which forecasters weighted most 

heavily in arriving at microburst probability judgments (as indicated in 

Study 1). 

Agreement regarding precursor values was highest for the two 

convergence precursors, second highest for collapsing storm and notch, and 

lowest for rotation and descending core. The different levels of agreement 

between precursors are probably due to the different levels of abstraction 

or stages necessary to make judgments of the precursor values. For 

example, the two convergence precursors are probably the precursor values 

most directly obtained (from the radar velocities). In contrast, the 

descending core judgment requires that the forecaster combine information 

about maximum reflectivity values over times and heights. 

The above results regarding agreement concern judgments at Phase E in 

our hierarchical model. Given the considerable disagreement regarding 

precursor values, it is important to determine the extent of agreement 
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regarding perception of the data one step previous in the judgment process 

at Phase D in order to ascertain whether such disagreement is cumulative 

upward in the judgment hierarchy. The velocity (in meters per second) and 

reflectivity (in dBZ's) data from the Doppler radar are both presented as 

colored images, Thr£e of the four forecasters took extensive notes 

regarding the dBZ values and these notes were utilized to assess the 

agreement regarding forecasters' translation from colors to numerical data. 

I        The number of times each pair of forecasters agreed and disagreed on the 

dBz values in their notes was counted (agreement was defined as values 

within 5 dBZ's of each other). An agreement score for each pair of 

forecasters was calculated by dividing the number of agreements by the sum 

of the agreements and disagreements. For Forecasters A and B this score 

was 96%, 93% for Forecasters A and E, and 99% for B and E. This result 

indicates that 1) forecasters are in agreement regarding the raw 

reflectivity values and 2) disagreement occurs when combining these values 

into precursor judgments. 

2) AGREEMENT OVER TIME 

Did agreement increase --ver time? The answer to this question is 

important because it indicates whether increasing information over time 

does or does not lead to converging judgments. For each precursor and the 

microburst probability judgments the correlations were computed between 

each pair of forecasters for each of the last three volumes separately. 

The initial data for these analyses were judgments for each of the last 

three judgment times (volumes) in each case. Specifically, "Time 1" 

included judgments from volume 4 for Case 1, volume 6 for Case 2 and volume 
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2 for the other four cases. Likewise "Time 2" included judgments from 

volume 5 for Case 1, volume 7 for Case 2 and volume 3 for the other cases. 

Finally, "Time 3" included data from the last volume of each case. This 

resulted in three correlation matrices for three times. Each correlation 

was then converted to a Fisher's_z 2and the mean j. of each correlation 

matrix was computed and then converted back to a value for_r. These mean_r 

values are presented in Table 6. 

Insert Table 6 about here. 

As can be seen from Table 6, the degree of increased agreement over 

time varies by precursor. Agreement clearly increases for the precursors 

collapsing storm, rotation, and the two convergence precursors. But for 

descending core (the most highly weighted precursor), notch, and the 

probability of a microburst it is less clear that agreement increases over 

time. 

3) CONFIDENCE IN JUDGMENTS 

The mean confidence ratings across all six cases are presented in 

Table 7 separately for each precursor and probability judgment. (Note that 

the confidence ratings for the probability judgments were collected only 

for the last four cases.) It is clear from Table 7 that forecasters were 

generally at least 50% confident in their judgments, indicating at least 

some degree of confidence in their ratings. In fact, Forecasters B and E 

were very confident in their judgments. The importance of these findings 

and particularly the change in confidence over time are discussed elsewhere 
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(Lusk and Hammond 1989). In the present context, the most important point 

is that although the forecasters were making markedly different forecasts, 

each expressed rather high confidence in the accuracy of their forecasts. 

Insert Table 7 about here. 

c. -Summary 

Although the conclusions drawn from this study are based on only six 

cases (25 data points) and must therefore be treated with caution, it is 

clear that there was a pervasive lack of agreement among the forecasters' 

judgments of precursor values. It is important to note that the level of 

measurement at any level in the judgment process (see Figure 1) sets the 

upper level for accuracy at the final stage of microburst prediction, as is 

the case for any measuring instrument human or otherwise; (see, e.g. 

Tribbia and Anthes 1987). Equally important is that these results 

apparently came as a surprise to the forecasters themselves. Some of the 

forecasters were clearly very confident in their judgments. However, there 

is no evidence to suggest that the forecasters had ever made any attempt to 

ascertain whether their judgments coincided. Indeed, there is no 

indication that such studies of forecasters' agreement have ever been 

carried out within the meteorological profession. In short, either false 

assumptions about inter-forecaster agreement are pervasive in meteorology, 

or meteorologists are simply indifferent to the significance of 

inter-forecaster disagreement. 
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4. General discussion 

Our goal in this research was to studly cognitive processes underlying 

microburst forecasting and to discover how research in judgment and 

decision making JCOUIJCI tie!p forecasters provide better forecasts. Thus, we 

devised a conceptual framework (see Figure 1) of the phases involved in 

arriving at a judgment of the probability that a storm will produce a 

microburst. The forecasters' perception of the radar data (Phase D), 

extraction of the cues (Phase E), and judgment of a microburst (Phase F) 

were studied. Study 1 provided a "best case scenario" for the forecasters- 

That is, if it is true that the best available precursors of microbursts 

are those identified by the forecasters and used in the study, then the 

forecasters were making judgments on the basis of error-free information 

because the forecasters did not have to determine the cue values 

perceptually. From Study 1 we learned that a simple linear model is a good 

descriptor of forecasters' judgments. In addition, the results of Study 1 

indicated that when provided with a best case scenario the forecasters 

disagreed with one another regarding their microburst judgments and 

demonstrated inconsistency in their own judgments. 

Study 2 indicated an even greater degree of disagreement regarding 

microburst judgments than did Study 1. This is contrary to what many 

people outside the judgment and decision making field might expect (but 

consistent with what those inside the field would expect), especially those 

who assert that profile cases (as used in Study 1, see Figure 2) "rob" 

subjects of information they typically use when making judgments. Study 2 

was designed in a manner to be representative of the real time situation in 
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which the forecasters normally operate. But their performance was worse 

than with the profile cases (Study 1). Fortunately, the design of the 

research (specifically the collection of cue judgments) made available the 

data appropriate for determining the basis of the disagreement. Utilizing 

the hierarchical model, the degree of disagreement was traced back through 

successive nodes in the judgment hierarchy. Considerable disagreement was 

found regarding precursor judgments at Phase E, with the amount of 

disagreement varying by precursor. Moving back one phase further in the 

judpent process to Phase D considerable agreement was found regarding 

forecasters' perceptions of reflectivity values. For example, when the 

objective radar data (Phase C) is perceived by the forecasters (Phase D), 

they perceive the same reflectivity values. However, when those values are 

integrated over time and height to generate a judgment of descending core, 

considerable disagreement appeared. 

After reviewing these clearly undesirable results, we recommended that 

the forecasters increase agreement by constructing clear operational 

definitions of each precursor, a step apparently not taken earlier. The 

procedure for producing definitions should include first, scientific 

knowledge of physical mechanisms, and second, a framework outlining the 

phases from those mechanisms to the judgment of a precursor value similar 

to the one we have been utilizing. That is, once an explicit, public 

theoretical definition of the physical processes has been agreed upon, a 

model should then be developed that describes how the physical mechanisms 

are manifested on the radar displays, and how those mechanisms, once 

perceived by a forecaster, can provide data for ~ach microburst precursor. 
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Then at each phase of the model, empirical tesJ s of agreement should be 

employed (as in our research). Finally, a formal training program could be 

established which utilizes the model developed during the definition 

process in training exercises that track performance and provide feedback. 

The "replay" capacity of the modem workstation brings these steps within 

practical means. 

In addition to training exercises, a formal research program should be 

established to study the cognitive processes underlying meteorological 

judgments. Although meteorologists recognize the importance of the process 

by which forecasts are generated, they have not made usv= of, indeed, show 

no evidence of being aware of, the roughly forty years of research on 

judgment and decision making. For example, Doswell (1986) offers a model 

of the human forecasting process, and in doing so makes many assertions 

about that process. Yet he offers no empirical support for them (except 

for one reference to Allen's 1981 pioneering work). Researchers in the 

field of cognitive science would find these assertions to be as amateur as 

a layperson's weather forecasts. On the other hand. Smith et al. (1986) 

acknowledge the role of "a growing science based on decision theory (that) 

seems likely to help forecasters arrive at more objective decisions" (p. 

43), but fails to direct the reader to the literature where research on 

"decision theory" might be found (e.g., Arkes and Hammond 1S88; Baron 1988; 

Hogarth 1980; Kahneman et al. 1982). 
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The purpose of this research process was twofold: First, it was 

intended to assist cognitive psychologists to increase their understanding 

of judgment and decision making processes in dynamic (i.e., changing) task 

conditions, and second, to assist meteorologists to increase their 

understanding of the cognitive aspects of meteorological judgments with the 

aim of improving those judgments. It is our view that these goals were 

achieved to a limited but not trivial extent. Results pertinent to 

psychological research on dynamic tasks are discussed elsewhere (Lusk and 

Hammond 1989), but it is clear that specific information that would not 

have been otherwise obtained was brought to bear on a specific forecasting 

problem. These results pointed directly to steps that could be taken to 

improve the process. Perhaps the most significant contribution of this 

research to meteorology is the demonstration of the utility of applying 

theoretical and methodological concepts of judgment and decision making to 

the forecasting process. 
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APPENDIX 

The raw regression coefficients and their standard errors for each 

forecaster are presented in Table A. In their raw form, it is difficult to 

Insert Table A about here 

directly compare the regression coefficients to ascertain different 

weightings of cues because the values of the coefficients are in the 

original scale units and the cues were measured on different scales. 

Therefore we transformed the regression coefficients into relative weights 

so that comparisons can be made between cues and between forecasters. 

Computation of the relative weights proceeded as follows. First the 

standardized regression coefficients (the beta weights) were computed. The 

standardized form of the regression equation compensates for differences in 

units by transforming each variable so that its mean is 0.0 and its 

variance is 1.0 in the sample. Then we computed relative weights. For 

each forecaster, the beta weights were summed and each beta weight was 

divided by that sum. Finally, each relative weight was multiplied by 100, 

which makes the interpretation of the relative weights much clearer than 

either the raw or beta weights. 
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Footnotes 

1 The term "consistency" in this paper refers to what psychologists 

mean by "reliability".    Consistency is used here to avoid confusion of 

reliability with the term "calibration". 

2 When correlations are used as dependent variables it is recommended 

(Cohen & Cohen, 1983; Judd & McClelland, 1988) that they first be 

transformed to Fisher's z. 
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Table   1 

Study   1:      Agreement   and   Consistency 
Correlation   Coefficients 

B .78 

B D 

,82 .81 

D .75 .72 .76 

.52 .49 .45 .64 

,80 .90 .84 .75 .45 

G ,85 .80 .81 .71 .45 .81 

Consistency     .81 .92 .79 .89 .76 .95 .98 
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Table  2 

Study   1:     Multiple   Correlations 

Forecaster R R^ 

A 

B 

C 

D 

E 

F 

G 

.89 

.92 

.89 

.86 

.83 

.95 

.88 

.79 

.84 

.80 

.73 

.68 

.91 

.77 

no 



Table  3 

Study   1:      Agreement 
Linear   Additive   Component   (G) 

A B C D E F 

B .93 

C .96 .96 

D ,93 .87 .92 

E .71 .59 .64         .85 

F .93 .98 .94         .85          .53 

G 1.00 .93 .97         .93          .69          .94 

Study   1:      Agreement 
Nonlinear  or   Nonadditive   Component   (C) 

A B C D E F 

B .09 

C .27 .12 

D .19 .19 .23 

E .02 .19 -.09         .14 

F -,         .05 .38 .29         .37          .21 

G .33 .29 .25          .04        -.18          .18 

ill 



Table  4 

Study   2:      Agreement   Correlation   Coefficients   for 
Judgments   of  Precursors 

Descending   Core Collapsing   Storm 

B D B D 

B .14 
D -.06 .12 
E .10 .35 .14 

B .69 
D .47 .53 
E .57 .40 17 

Convergence    Above 
Cloud   Base 

Convergence   at/or   Below 
Cloud   Base 

B D B D 

B .65 
D .71 .49 
E .58 .53 .45 

B .54 
D .43 .76 
E .77 .59 .45 

Notch 

A B 

B .38 
D .51 .25 
E .61 ■- ,57 

D 

.34 

A 

Rotation 

B 

B .06 
D .12 .39 
E .51 -.01 

D 

.26 
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Table  5 

Study   2:      Agreement   Correlation   Coefficients 4<OT 
Judgments   of  Probability  of  a  Microburst 

A B 

A .60 

B .88 .45 

D .31 .15 

D 

19 
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Table  6 

Study 2:     Mean   Agreement   Correlation 
Coefficients   Over   Time 

Time 2 Time 3 

Descending core .095 .185 .170 

Collapsing Storm .290 .360 .810 

Convergence  Above .435 .680 .745 

Comvergence Below .515 .745 .855 

Notch .690 .580 .830 

Rotation -.055 .340 .495 

Probability .405 .540 .605 
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Table   7 

Study 2:     Mean  Confidence  Ratings 

A B D E ALL 

Descending  core .43 .95 .54 .79 .68 

Collapsing Storm .50 .92 .50 .79 .68 

Convergence  Above .57 .90 .50 .95 .73 

Convergence Below .62 .89 .60 .95 .77 

Notch .60 .95 .50 .94 .75 

Rotation .51 .97 .56 .92 .74 

Mean .54 .93 .53 .89 

Probability .48 .90 .54 .83 .69 
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FIGURE CAPTIONS 

Figure 1. Sequence of phases in microburst forecasting. 

Figure 2. Example of a microburst case. 

Figure 3. Study 1: Relative weights. 

Figure 4. Study 2: Precursor judgment scales. 
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Figure   2 

Study 1:    Example of a Microburst Case 

1 .   DESCENDING 
flEFLECTIVITY 
-CORE L J 

12 3 4 

NOT DESCENDING 

5 6 

QUESTIONABLE 

9 10 

OBVIOUS 

2.   COLLAPSING 
STORM 

— 'WMIME& 
L _1_ J_ 
1 2 3 

NOT COLLAPSING 

4 5 6 7 

QUESTIONABLE 

-L. J 
9 10 

OBVIOUS 

3.   ORGANIZED 
CONVERGENCE 
ABOVE CLOUD 
BASE-3      -1 
(X 10        S    ) 

^—     -2 -3 

LOW CONVERGENCE 

-7 -8 

HIGH CONVERGENCE 

4.   ORGANIZED 
CONVERGENCE 
(DIVERGENCE) 
NEAR CLOUD 
BASE 
(X 10      S     ) 

JL u. a. j_ j_ _L A. J- JL J 

^-  1 0-1-2-3      -4 

DIVERGENCE       LOW CONVERGENCE 

-5       -6       -7      -8—# 

HIGH CONVERGENCE 

5.   REFLECTIVITY 
NOTCH 

J- 
1 2 

NO NOTCH 

4 5 6 7 

QUEST1CNABLE 

9 10 

OBVIOUS 

6.   ROTATION j L .1 .Jill .1.1 ..I...... 1,11.. ...1.1.. I. ..M ... I. I.,, I   . 

liiliilgi«» 

1 2 3           4           5 6 7 8 9 10 

NOC AMBIGUOUS WEAK TIGHT 

|jiuuciuiiiiy   (ü.U   -    100)   OT 
microburst  within   5-10  minutes: 
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Figure   3 
Study  1:     Relative  Weights 

DC    CS    CA    CN      N       R 

DC    CS   CA    CN       N      R 

DC    CS    CA   CN      N      R DC    CS    CA   CN 

DC    CS    CA    CN 

DC - DESCENDING REFLECTIVITY CORE 

CS - COLLAPSING STORM 

CA=ORGANIZED CONVERGENCE ABOVE CLOUD BASE 

CB = ORGANIZED CDNV^RGENCE (DIVERGENCE) NEAR CLOUD BASE 

TM = REFLECTiVrPTNOTCH 

R = ROTATION 
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The analyses reported here are based upon a subset of data 

collected during the Terminal Doppler Weather Radar (TDWR) 

experiment in the Denver, Colorado area during the summer of 1988 

by meteorologists at the National Center for Atmospheric Research. 

The Forecasts 

A full description of the forecasting environment is presented 

in Mueller, Wilson, and Heckman (1989) and only a brief description 

will be provided here.    A team of two to three forecasters made 

consensus forecasts each hour between noon and 7 p.m.    The 

forecasts were probability forecasts.    A separate forecast was made 

for a 10 km. radius circle centered on Stapleton International Airport 

and the same size circle for the Kiowa gateway.   At each forecast 

time, forecasts were made for convection at the 30 dBZ level and the 

50 dBZ level.   In addition, at each forecast time for each dBZ level 

four forecasts were made:    one for the first 15 minutes after the 

hour, one for the 15-30 minute time period, one for the 30-45 

minute time period and one for the 45-60 minute time period.    The 

data analyzed in our study include only the 30 dBZ forecasts and 

verification data for the two locations combined.    Thus for each 

forecast period (0-15 min., 15-30 min., etc.) the full sample in these 

analyses includes 521  forecasts spanning 36 days. 

Operationalization of Stress: Construction of Low and High Stress 

Samples 

A ^commoTi Dperationalization of stress in the experimental 

literature is time pressure {Ben Zur & Ereznitz, 1981; Payne, Bettman 
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& Johnson, 1988; Rothstein, 1986; Schwartz & Howell, 1985).   We 

reasoned that on days when the environment was active forecasters 

had more data they must attend to, resulting in less time to produce 

forecasts.    Therefore we identified low «ind high activity days as our 

operationalization of stress.    Specifically, for each forecast time we 

determined the number of forecasts with a probability of 20 or 

above (0 forecasts if all the forecasts for both Stapleton and Kiowa 

were below 20 percent; 1 forecast if either Stapleton and Kiowa, but 

not both, had one forecast of 20 percent or above; 2 forecasts if both 

Stapleton and Kiowa had at least one forecast of 20 percent or 

above).    The number of forecasts of 20 percent or above were then 

summed over all the forecasts for that day.    This sum represents the 

amount of stress occurring on a given day.    The days were then 

divided into low and high stress days according to a median split of 

the stress variable sum (and excluding all days with a sum of 0). 

This resulted in 194 forecasts spanning 13 days in each sample. 

Results 

Three different measures of performance were computed, each 

yielding different information:    (a) contingency table skill indices, (b) 

the skill score and its decomposition into linear and different bias 

components, and (c) signal detection theory analyses.    Each type of 

analysis was first applied to the sample as a whole, then to the low 

and high stress samples separately.    The results for each type of 

measure ,are summarized in Tables  1  through 6 and are discussed 

briefly below. 
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Contingency table skill measures.    Construction of the 

contingency tables and definitions of the skill indices are provided in 

Mueller et al. (1989) and Donaldson, Dyer, and Kraus (1975).    The 

data included in Mueller et al. (1989) include only Stapleton data, 

while those reported here include the forecasts from both Stapleton 

and Kiowa.    The results for the full sample are presented in Table 1. 

Table 1 reveals a general trend in the data:    Forecasters do very well 

on forecasts that are more immediate, with skill declining as the time 

period for which they are forecasting becomes more distant.    Table 2 

presents the results for the low and high stress  days separately.    The 

skill indices indicate that forecasters tend to perform better on more 

active high stress days than on less active low stress days. 

Decomposition of skill scores.    One means of investigating 

sources of errors in judgment is to decompose the skill indicated in 

those judgments into (a) the linear relationship between predictions 

and observed values, (b) unconditional bias, and (c) conditional bias, 

as suggested by Murphy (1988) and Stewart (1989).    The skill score 

that is decomposed is the Brier score or the mean-square-error 

between the forecasts and observations.    The linear relationship is 

measured by r-squared, where  r is the correlation between forecasts 

and observations.    The conditional bias is a measure of nonsystematic 

bias in the forecasts.   It is related to the slope of the regression line 

(it is 0 if the slope is 1).   The unconditional bias reflects the 

systematic bias in the forecasts, and is related to the intercept of the 

regression line (see Murphy,  1988;  Stewart,  1989 for further 

descriptions of these measures). 
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The results of this decomposition are presented in Tables 3 

and 4.   In the sample as a whole (Table 3), the skill scores and the 

squared correlations parallel the results of the above contingency 

table skill indices (better performance for forecasts closer to the 

forecast time).    The conditional bias and unconditional bias measures 

are very low, indicating that in the full sample these are not sources 

of bias in forecasting.    We were not surprised to find these measures 

low because the forecasts were generated by consensus and through 

this procedure forecasters may remove the biases that could be 

exhibited by an individual forecaster. 

However, we believed that decomposition of skill into the 

above components might yield insight into the nature of the 

performance decrement on low stress days indicated in the above 

contingency table analyses (Table 2).    As Table 4 indicates, the skill 

scores  and  correlation  coefficients indicate  better performance  under 

high compared to low stress.    In addition, for the low stress days the 

skill scores were in many cases negative.   These negative skill scores 

are due in part to large conditional bias measures.    The conditional 

bias score reflects the extent to which variability in the forecasts is 

larger than it should be, given the correlation.    Thus, a major cause of 

decrement in skill under low stress conditions may be due to 

conditional  bias. 

Signal detection analyses.    Signal detection theory (SDT) yields 

two measures of interest: d' and ß. D' represents the degree to which 

two mutually exclusive events (e.g., weather events and nonevents) 

can be discriminated from each other; ß Tepresents the decision 
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criterion (or "response bias") which is applied to this decision (i.e., 

the subjective criterion for saying, "Yes, there's something out thero" 

vs. "No, there is nothing out there").   It is important to note that d' is 

completely   independent from ß.  Tiiat is, d' is a measure of the ability 

• to perform a task (e.g., distinguishing convection from 

nonconvection) which is independent from the criterion (ß) used to 

say "Yes" in the task.    That independence is lacking between the skill 

indices (FAR and POD) reported above (Table 1 and 2).   Thus, these 

SDT measures should further clarify differences in the low and high 

stress   samples. 

Table 5 presents D(A) and ß for the full sample (D(A) was used 

as a measure of d' because it has the fewest assumptions regarding 

distributions from which the samples were drawn).    As with the 

previous measures (Tables  1  and 3), diminishing discriminability is 

indicated as the forecast period becomes more removed. 

With regard to the effects of stress, the SDT measures allow 

examination of two hypotheses about the effects of stress on 

forecasters.    One hypothesis states that forecasters "pay more 

attention to what's going on" on high stress days.    If this is true, then 

it follows that forecasters should be better at predicting 

meteorological events under high stress.    As with the other 

measures, there is support for this hypothesis.    The DfAj's in the high 

stress condition are larger than their respective low stress 

counterparts for each forecast period.    Thus it appears that 

forecasters  are better at discriminating convection from non- 

convection on high stress days. 
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Mueller  (informal  communication)  has  suggested  that different 

forecasting processes occur on low and high stress days.    This 

suggestion can be addressed with reference to ß.   That is, on high 

stress (activity) days forecasters tend to predict less activity than is 

occurring, while on low stress (activity) days forecasters tend to 

predict more activity than is occurring.    Thus on high stress days 

forecasters are less likely to say "yes" and on low stress days 

forecasters are more likely to say "yes."    This difference would be 

reflected in a lower criterion for saying yes (i.e., a lower ß) on high 

stress than low stress days.    This hypothesis receives mixed support. 

In two comparisons (the 0-15 and 30-45 forecast periods) ß is lower 

in the high  stress samples, indicating that the forecasters are more 

likely to say "yes," whereas in the other two comparisons ß is higher 

in the high-stress cells, indicating that forecasters are not more 

inclined to respond "yes" on high stress days. 

Summary and Conclusion 

In sum, all of the results presented indicate a decrement in 

performance on low stress (activity) days compared to high stress 

(activity) days.    The bias measures (Table 4) indicate that the 

decrement may be due, in part, to larger judgmental biases occurring 

during low stress days.    In addition, there is some evidence (Table 6) 

that forecasters use a higher criterion (ß) under low stress than high 

stress conditions.    More research is necessary to clarify and expand 

these fii\dings.     Although the present data indicate forecisters may 

introduce bias into their judgments or a different decision criterion 
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may be operating on low stress days, the processes accounting for 

the differences  are  unknown. 
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Table  1 

Contingency Table  Skill Scores 

Forecast                 POD FAR CSI 

0-15  minutes       .82 .18 .69 

15-30 minutes       .69 .31 .52 

30-45 minutes       .64 .38 .46 

45-60 minutes       .55 .40 .40 
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Table 2 

Contingency  Table  Skill Scores 
Low & High Stress 

Low Stress 

Forecast POD FAR CSI 

0-15 minutes .57 .20 .50 

i-30 minutes .56 .58 .31 

)-45 minutes .55 .65 ,27 

5-60 minutes .50 .64 .26 

High Stress 

Forecast POD 

0-15 minutes       .86 

15-30 minutes       .71 

30-45 minutes       .67 

45-60 minutes .56 

FAR 

.18 

.23 

.26 

.30 

CSI 

.73 

.59 

.54 

.45 

132 



y          ■           » 

-a 
e o i O «s o in i lä      W* O   r-H   «N   i-< 
^.2 
O Co 

O O O -H 
O O O O gwi o o o o 

o a           a           -«           • 

or) p 
<D 
U 
O 
(D 

GO 
13 

1—4 Ö vo »n Tt m 
T-H .2 «« O O CO ^o 

•5.2 O O "<* ^ 
P 'S« 

o 
o o o o 

t>0 q o o o 
U 

«+H o 
CO c 
(D o 00 O tS ON 

• >-H TJ- r-~ «n vo 

m
po

si
t rii       O ON «S CJO 

\o »n cn m 
cd 
H 

o 
o <u 
Q 0 

vl      ^H en oo T-H 
fj        r}- in O ON 
3         O ON OO »n 

C/D ^  t j      vo i—i >n vo 

'>. CO   o o|      vo in en m 

Ä 
PH c 
3 s 

CO     CA     CM     00 

a> «  <u ü 
4->     4->      4-<     '!-> 

SPSS 
.         C   «3    C   C 

-.                .1H    -l-l    '1-1    'l-l 

|     6 S S S 
ü\     »n O in o 
5      'T* m ->+ vo 

(! ̂     0 «A Ö «A i 

J. 

133 

^H m ^t t 



73 

o 
CO 

CO 

•a 
c 
o 
u 
c 

<+H <ü 

C o 

§ 

ON O O 00 
r* r^- oo Tt 
ON ON O »-i 
O '-• <n »n 
o o o o 

■^ co r*- Tf 
t/3 >n »^ Tf CO 
rt cs r^ vo «n 

en oo »n VO ü O O -H r-i 

•a 
c 
o 
o a 

m »o oo Tt 
«5 r^ ^o r- —< 
CO t-H oo «n rt 
33 o o o o 
J-l o o o o 

C o 

a o 
U 

r*- «n cs r^ 
»-I en vo r-^ 
^H CS O •^• 
o o o o 
o o o o 

r-H 

&0 

4-» »i—l 
•»-I HH 
co t-ln 
O  , 

o  ^ 
o o 

CO 

^3 

00 

o 

CO 

o 
^1 

m cs «n oo 
O m en ■^^ 
TJ- oo 0\ O 
r- vo en CN 
c^ CS I-H '-" 

en ov es rt- 
r~ ■^J- Ov en 
T-( t-H f^ vo 
en vo -^l- ov 
en '-< O o 

c« t/i     Vi on 
(U <o  a (U 
4-> •»-> •u 4-> 

3 3   3 3 
{   ■ C c  c C 
C/3 •i-i .1^  .IH • I-I 

6 S S 6 
(U «n O »n o 
o 1 m -«t VO 

HH o »n o 
1 

•-H en '■t 

on 

S 
CO 

00 

l-cl 

r3 o 
CO CO 

cs T-f oi en 
r> o oo vo 
vo oo oo oo 
ON >n O (N 
VO U-» -^l- ^ 

o ^H en es 
oo O ^t en 
m t- es o 
ON ^t o (S 
VO in r^ M- 

c« 00 c« on 
D 0) U (U 
•M -*-» ■*—> 4-» 

s 3 3 3 
4.1 cs C C C 

•tH • 1-H •T-1 *f^ 

a 6 s 6 

o 
>n o >n o 

i en rj- VO 

fe o i i 
O »n 

T—* en ■^- 

134 



Table 5 

SDT  Analysis 

Forecast 

0-15 minutes 

15-30 minutes 

30-45 minutes 

45-60 minutes 

DIA) 

2.67 

2.53 

2.05 

2.05 

ß 

2.52 

4.61 

3.01 

4.04 
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Table 6 

SDT  Analysis 
Low & High Stress 

Low Stress High  ! Stress 

Forecast D(A) ß D(A) ß 

0-15 minutes 1.69 5.75 2.67 1.67 

15-30 «minutes 1.99 3.05 2.34 3.70 

30-45 minutes 1.36 2.73 1.86 2.15 

45-60 minutes 1.19 2.47 1.97 3.22 
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Appendix   V 

A Sample of Annotations from the Display  Bibliography 

(Please   do   not  cite  or  quote) 
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Alpha-Numeric versus Graphic Displays Empirical Papers 

Bends, S. V., Leeds, J. L., & Winer, E. A. 
(1988). 
Operator performance as a function of type of display: Conventional 
versus perspective. Human Factors, 30, 163-1^3. 

Domain: Hostile aircraft detection and selection of closest 
interceptor (closest friendly aircraft to the hostile craft) 
Within Subjects: Male naval staff operational personnel 

Procedure 

Independent Variable: Display format of aircraft altitude 
information (conventional display in which subjects "hooked" a 
symbol to obtain the altitude information which was then 
presented numerically or perspective display in which vertical 
lines represented the altitude of the aircraft). 

Dependent Variables: Response time to detect threats and select 
interceptors, number of false alarms and number of omissions for 
threat detection and interceptor selection. 

Task: Thirty symbols (representing aircraft) were presented 
either conventionally or perspectively and the subjects' task was 
to detect hostile aircraft and to select the closest interceptor. 
"Instructions described the three modes of operation: pick 
[obtaining the altitude information], detect [detecting threats], 
and intercept [selecting an interceptor]" (p. 166). Subjects 
participated in a practice scenario followed by two 30-minute 
test scenarios, one for each of the two display formats. 

Conclusions 

"This experiment revealed a significant reduction in errors of 
detection and interception with the use of the perspective display. 
As expected, response time for selecting interceptors was greatly 
reduced in the perspective display condition. No difference existed 
in response time for threat detection between the two display 
conditions. The regression analyses showed that no correlation 
existed between (1) response time and errors for the combined tasks of 
detecting threats and selecting interceptors for both display 
conditions (perspective and conventional) and (2) response time and 
errors for each task (detect only and intercept only) for both display 
conditions" (pp. 168-169). 
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Behbasat, I.r & Dexter, A. S. 
(1985). 
An experimental evaluation of graphical and color-enhanced information 
presentation. Management Science, 31, 1348-1364. 

Domain; Mar   al decision task allocating promotional budgets 
across three e i ritories 
Between Subjfc.ts: Undergraduate and graduate students in marketing 
•courses 

3 Procedure 

Independent Variables: Display format of allocation reports 
(table or Cartesian line graph), display color of allocation 
reports (mono or multicolor), and individual differences 
(field-dependence or field-independence). 

Dependent Variables: Profit performance, decision making time, 
and user perceptions (ratings of display attributes). 

Task: The task in this experiment "involves the allocation of a 
fixed promotional budget across three territories with the 
objective of maximizing the resultant total profit" (p. 1349). 
Subjects were presented with a "history report that showed for 
each decision the promotional allocations made to each territory, 
profit by territory, and total profit. . . . the subjects 
proceeded to make their own allocations to the three territories 
in an attempt to maximize total profit over the ten decision 
periods" (pp. 1349-1350). 

Conclusions 

"In terms of the color effects, it was found that subjects with 
multi-color reports outperformed those with mono-color ones. 
Multi-color reports were also found [from user ratings] to be more 
understandable. . . . The direction of the results indicates that the 
decision quality and time performance improvement effected by color 
appear to be higher for graphical than for tabular reports, although 
no statistically significant interaction effects were observed between 
color and information system [display format]. . . . Color-coding 
especially improved the decision quality of field-dependent subjects. 
Field dependent subjects with mono-color reports had the worst profit 
performance. ... As expected, no differences were found between 
tabular and graphical reports in terms of the quality of decision 
making [profit performance]" (pp. 1361-1362). 
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Benbasat, I., & Dexter, A. S. 
(1986). 
An investigation of the effectiveness of color and graphical 
information presentation under varying time constraints. HIS 
Quarterly, 10, 59-83. 

Domain; Managerial decision task allocating a promotional budget 
across three territories 
Between Subjects: 58 MBA students, five undergraduates and two 
doctoral students 

Procedure 

Independent Variables: Display format of allocation reports 
(tables, Cartesian line graphs, or a combined report containing 
both tables and graphs), display color of allocation reports 
(mono or multicolor), and time constraint within which to utilize 
the reports (low, 15 minutes, or high, 5 minutes). 

Dependent Variables: Profit performance, time performance 
(amount of time taken during the time constraint) and user 
perceptions of display information (ratings of display 
attributes). 

Task: The "task involves the allocation of a fixed promotional 
budget across three territories with the objective of maximizing 
the resultant total profit. . . . The subjects were shown, on a 
CRT screen [for either 5 minutes or 15 minutes], a report that 
represented profit at levels of promotion from $0 to the 
promotional budget limit for each territory. . . . The subjects 
were then asked to allocate the entire budget, or any portion 
thereof, to the three territories. . . . They were told that 
their performance would be evaluated based on the amount of 
profit they obtained from this one allocation decision" (pp. 
60-61). 

Conclusions 

"The subjects in the tabular group [in the 15 minute time 
constraint] took 44% more time (15 vs. 10.5 minutes) than the 
graphical group subjects. . . . There were no time or performance 
differences associated with information presentation in the 5 minute 
group. . . . Given a reasonable amount of time to solve the problem 
(15 minute): 1. Combined group subjects had a higher profit 
performance than the graphical group subjects, but the same as the 
tabular group. 2. Combined and graphical group subjects completed the 
task faster [in the 15 minute condition] than the tabular group 
subjects. 3. Combined and graphical reports were preferred over 
tabular reports" (pp. 77-78). In addition, the authors found no 
significant differences for time or profit performance between the 
three display formats during the 5 Tminute tlüie constraint. Color 
coding did have a significant effect on profit performance. Subjects 
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using multicolor reports in the 5 minute time constraint performed 
significantly better than those subjects using monocolor reports. 

Benbasat, I., Dexter, A. S., & Todd, P. 
(1986). 
The influence of color and graphical information presentation in a 
managerial decision simulation. Human-Computer Interaction, 2, 65-92. 

Domain; Managerial decision task allocating promotional budgets 
across three territories 
Between Subjects: Undergraduate and graduate students in marketing 
courses 

Procedure 

Independent Variables; Display format of allocation reports 
(tables or Cartesian line graphs) and display color of allocation 
reports (mono or multicolor). 

Dependent Variables: Profit performance, number of reports 
requested, number of simulations taken before entering the 
optimal scheme and stopping, report use time (average time taken 
in trials where reports were requested), and ratings of report 
attributes. 

Task: The "task involves the allocation of all or part of a 
promotional budget across three territories with the objective of 
maximizing the resultant total profit. . . . Subjects could 
simulate up to 30 different allocations with the objective of 
finding the optimal allocation of the promotional budget across 
the three territories. . . . After each allocation, the subject 
was automatically given feedback [which displayed subject's 
allocations and the total profit for that allocation]" (p. 70). 
At this point, subjects could proceed directly onward, they could 
request additional feedback and then proceed to another 
allocation, or they could enter the allocation scheme that they 
considered optimal and stop. 

Conclusions 

"As expected, color and information presentation differences did 
not influence profit performance. . . . Subjects with tabular reports 
requested more history reports over all trials than did the subjects 
with graphical reports. Color was not significant as a main effect. 
However, there was an interaction effect—monocolor graphical reports 
were requested the least. . . . Information presentation format 
significantly influenced the number of trials; as expected tabular 
group subjects simulated fewer allocation schemes. Color coding also 
reduced the number of trials needed to complete the task. . . . 
Subjects with multicolor reports spent significantly longer in report 
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periods [report use time] than subjects with monocolor reports. . . . 
[No main effect due to display was found for report use time.] There 
were no significant differences in subjects' responses to the 
questionnaire items dealing with report attributes" (pp. 82-85). 

Benbasat, I.r & Schroeder, R. G. 
(1977). 
An experimental investigation of some MIS design variables. 
MIS Quarterly, 1(1), 37-50. 

Domain; Inventory/production management 
Between Subjects: Students enrolled in operations management course 

Procedure 

Independent Variables: Form of report (table or graph), 
decision aid (available or not), exception reports (available or 
not), number of available reports (necessary or overload), decision 
making style (high analytic—formal planned analysis and low 
analytic—spontaneous trial and error with emphasis on feedback), 
and knowledge of functional area (low or high). 

Dependent Variables: Cost performance, time performance, number of 
reports requested. 

Task: "The experimental game was divided into ten decision points. 
At each decision point the subject requested information and . . . 
made three decisions: setting an order point, setting an order 
quantity, and setting the daily production figures for the next 
twenty periods. . . . The objective of each subject/manager when 
making the decisions was to minimize the total cost to the firm" 
(p. 42). 

Conclusions 

"Of the six main effects there were two which significantly 
affected cost, decision aids and graphical displays. Those subjects 
who had decision aids available had a mean cost that was 10 percent 
lower than the cost of those who did not have decision aids available. 
The graphical displays also reduced the average cost, but by only 6 
percent. There was also an interaction effect between decision aids 
and form of presentation which indicated that subjects who had neither 
aids nor graphical reports had the poorest cost performance. . . . 
Although decision aids improved cost performance, subjects using them 
on the average took significantly longer (about 60%) to make their 
decisions. Observations of the subjects indicated that the extra time 
was due to deciding on input parameters for the models, analyzing 
model outputs, and combining the outputs of the aids with the 
information received from the historical reporting systems. . . . The 
number of reports requested by a subject was influenced by several 
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variables and their interactions. Subjects having graphical reports 
used less reports than the ones having listed tabular reports. The 
extra reports used by the listed tabular group subjects came mainly 
from the 'overload' set of reports. Subjects with a high inventory 
knowledge used less reports than the ones with a low inventory 
knowledge. The extra reports used by the low inventory subjects again 
came from the 'overload' set of reports. The interaction between 
functional area Jcnowledge and decision making style indicated that the 
low analytics with a low functional area knowledge used the most 
reports, . . . The high analytics who were using decision aids used 
less reports than the low analytics who were using decision aids. But 
for subjects with no decision aids the situation was reversed with the 
high analytics using more reports than low analytics. This finding 
would indicate the reliance of the high analytics on model usage, and 
that the models have more information value for them than the low 
analytics who have to rely more on the reporting system even when they 
have the aids. Subjects with the overload report set requested more 
reports than the subjects with the necessary report set, but did not 
outperform them. This finding would tend to indicate that the more 
reports that are made available, the more a subject requests. This 
result lends further evidence to the assertion that the subjects did 
not really know what reports were needed, but relied heavily instead 
on what was made available to them" (pp. 43, 46). 

Carter, L. F. 
(1948). 
The relative effectiveness of presenting numerical data by the use of 
tables and graphs. Washington, DC: U.S. Department of Commerce. 

Domain; Locating and interpolating values in tables or graphs with 
linear or curvilinear relationships between variables 
Within Subjects: Military personnel 

Procedure 

Independent Variable: Display format (tables or Cartesian line 
graph), relationship between displayed variables (linear or 
curvilinear), and data set (one or family [multiple displays 
using different values for a constant]). 

Dependent Variables: Number of problems completed (speed) and 
number of errors made (accuracy). 

Task: "Four tables and four graphs representing the numerical 
relationships expressed by the equations y^cx and y=x2 were 
constructed. . . . These tables and graphs were designed to 
determine whether tabular presentation or graphical presentation 
is more effective when the user is required to: a. Enter the 
table on graph with tabulate arguments (" The term 'tabulated 
argument' is used to indicate that the value employed in entering 
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the table is one of the printed values appearing in the first 
column of the table") (p. 1) . . . b. Enter . . . with one 
non-tabulated argument . . . c. Enter . . .with two 
non-tabulated arguments" (p. 1). In addition, the material was 
designed to determine if one set of data or a family of data are 
more effective. Subjects were required to answer a number of 
problems that involved using the presented information. 

Conclusions 

"When the values used as arguments' are tabulated in the tables it 
is more efficient, in terms of both the speed and accuracy with which 
an individual can determine required information, to present both 
linear and curvilinear data, and single sets and families of data in 
tabular form rather than graphic form. . . . When the values used as 
arguments are non-tabulated values; i.e., when the required 
information must be obtained from the table by interpolation, it is 
more efficient in terms of the speed and just as efficient in terms of 
the accuracy with which an individual can determine required 
information, to present both linear and curvilinear, and single sets 
and families of data in graphic form rather than in tabular form" (p. 
2). 

Dickson, G. W., DeSanctis, G., & McBride, D. J. 
(1986). 
Understanding the effectiveness of computer graphics for decision 
support: A cumulative experimental approach. Communications of the 
ACM, 29, 40-47. 

Experiment One 
Domain: Bank loan decision making 
Between Subjects: Undergraduate business students 

Procedure 

Independent Variable: Display format of loan information (tables 
or bar graphs). 

Dependent Variables: Interpretation accuracy ("scores for items 
requiring the subject to identify values, compare values, or 
observe trends were summed") (p. 42), decision quality ("items 
related to loan qualification, loan amount, and loan riskiness 
were summed") (p. 42), task difficulty (as rated by subjects), 
and report readability (as rated by subjects). 

Task: "The subjects were presented with a short case which 
described the situation of a small business in need of a loan. 
Subjects were told they were to play the role of a bank loan 
officer. They were asked to read financial statements of the 
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small business .  .  . determine if the firm qualified for a loan, 
determine the maximum amount of the loan, and rate the riskiness 
of the loan" (p. 41).    The suKjects were asked to use a 
step-by-step procedure to determine loan qualification,  loan 
amount, and riskiness.    Finally,  the authors' describe the task 
as a familiar task to the subjects (low task complexity) with a 
relatively easy task structure (the step-by-step procedure given 
to the subjects in order to arrive at a decision). 

Conclusions 

"Interpretation accuracy and decision quality scores were not 
significantly different for the two [display] groups.    Subjects 
receiving graphical reports tended to rate the task as more difficult, 
but differences in ratings between the two treatment groups were not 
significant.    With regard to report readability, the graphical group 
found the reports to be more difficult to read than the tabular group, 
and this difference was significant"  (p. 42). 

Experiment Two 
Domain;    Forecasting product demand 
Between Subjects:    undergraduate business students 

Procedure 

Independent Variables: Display format of product demand 
information (tables or "line plots"). Note: The authors do not 
illustrate or define "line plot". 

Dependent Variables: Interpretation accuracy (sum of 
interpretive question scores), decision quality ("forecast 
accuracy in each of three periods for each of three products") 
(p. 43) and difficulty rating of the task. 

Task: "Subjects were first presented with a short case 
describing a chemical manufacturer in need of assistance in 
forecasting demand for three of its products. The subjects were 
then given demand histories for each of the three products. . . . 
After reading the three reports, the subjects were asked five 
interpretive questions. . . . and then asked to provide specific 
estimates of demand for each of the three products for three 
months into the future [nine total forecasts were made]" (p. 42). 
This task though still somewhat familiar to subjects, was less 
familiar than the task in the first experiment (a higher level of 
task complexity than the task in the first experiment) and it had 
a more difficult task structure (no specific guidelines were 
given to subjects in order to help them arrive at a decision) 
than.the task in the first experiment. 

Conclusions 
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"The average interpretation accuracy scores for both the tabular 
and graphic groups were reasonably low (lower scores indicate a better 
performance). Scores for the graphic group were lower . . . than 
those for the tabular group. . . . However, the difference between 
interpretation scores for the two groups was not significant. . . . 
(For decision quality] in eight of the nine forecasts, subjects 
presented with graphs [significantly] outperformed those working with 
tables, , , , Consistent with their better performance, the graphical 
group perceived the task to be [significantly] easier than the tabular 
group" (pp. 42-43). 

Experiment Three 
Domain: Understanding of a business graphics report 
Between Subjects: Undergraduate business students 

Procedure 

Independent Variables: Display format of the report (tabular or 
graphical), subset (complete presentation in which all 
information is presented at one time or subset presentation in 
which subjects were given half of the information and those 
questions relating to that half and then given the second half of 
the information and those questions relating to the second half), 
and visual ("recall" in which subjects looked at the reports foe 
a time period and then answered the questions without access to 
the reports or "lookup" in which subjects had access to the 
reports when answering the questions). Note: The authors do not 
illustrate or define the type of graphical presentation used in 
this experiment. 

Dependent Variables: "Getting the message" measure ("the number 
of correct and incorrect statements appropriately identified in a 
list of 32 statements") (p. 44) and "traditional message" 
measure, ("the total number of correct answers to a set of 17 
questions") (p. 44). 

Task; "Subjects were first presented with a short case 
describing a producer of computer graphics software that had 
contracted with a research organization to do a survey of users 
of computer graphics. The subjects were told that they were 
involved in an experiment to evaluate the quality of the research 
firm's final report. They were told that they would receive a 
report on current usage of graphics technology in business and 
would be asked a series of questions about what the report was 
trying to convey" (p. 43). This task was an unfamiliar task to 
the subjects (high level of task complexity) and it had a 
difficult task structure (no guidelines were given to subjects in 
order to help them arrive at a decision). 

Conclusions 
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"First, on the traditional measure, the lookup groups did very 
well (scoring almost perfectly), while the recall groups did poorly [a 
significant difference]. On the other hand, there was little 
difference in performance on the [getting the] message measure. About 
the only clear pattern to emerge is that the groups getting the 
information in 'chunks' (the subset groups) nearly always 'got the 
message' better than their counterparts working with the entire set of 
reports [a significant difference]- , , . None of the two-way 
interaction effects are significant I for getting the message measure]. 
[For the traditional message Tneasure] there are two significant 
two-way interactions, format by subset and visual by subset. These 
results suggest that it made a difference to the recall group (but not 
the lookup group) whether or not they had the complete set or two 
subsets of reports. The recall group performed better with subsets. 
Similarly, performance on the traditional message measure showed a 
relationship between the format employed and whether or not the 
subjects had a complete set of reports or a subset. In the case of 
having the complete set of reports (and many questions to answer), the 
graphical group did significantly better than the tabular group. 
However, in the case of those receiving the material in two parts, the 
opposite result occurred" (pp. 44-45). No sigificant differences were 
found between the two display formats for either the "getting the 
message" measure or the "traditional" measure. 

Overall Conclusions 

"This program of cumulative experiments indicates that 
generalized claims of superiority of graphic presentation are 
unsupported, at least for decision-related activities. In fact, the 
experiments suggest that the effectiveness of the data display format 
is largely a function of the characteristics of the task at hand" (p. 
40). 

Feliciano, G. D., Powers, R. D., & Kearl, B. E. 
(1963). 
The presentation of statistical information. Audio Visual 
Communication Review, 11(3), 32-39. 

Domain; Agricultural information 
Within Subjects: High school students, agricultural college students, 
homemakers 

Procedure 

Independent Variable: Form of information (1. long detailed 
table [including information not required for test questions], 2. 
short, simple table, 3. horizontal bar graph, 4. four- to 
six-paragraph text, 5. numbers 1 and 4 combined, S.  numbers 2 and 
4 combined, 7, numbers 3 and 4 combined. 
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Dependent Variable: Scores from seven questions requiring 
interpretation of presented information. 

Task: Four experiments were conducted wherein different 
subjects, form of information presentation, and order of 
presentation were used. Subjects were presented with information 
about agriculture and answered interpretive questions. 

Conclusions 

"1. The horizontal bar graphs that were used consistently 
produced significantly better scores than did the long tables, short 
tables, or text by itself. 2. Short tables resulted in better scores 
than did long tables when the test groups were homemakers clubs made 
up of women who had had little or no recent formal training and/or 
experience with statistical presentation methods. No significant 
differences were obtained between these two methods in test groups of 
high school and college students whose training or experience with 
statistical tables was more recent. 3. Both the short tables and the 
long tables resulted in significantly better scores than did textual 
presentations by themselves. 4. Using horizontal grouped bar graphs 
to reinforce text gave significantly higher scores than did the use of 
short tables or long tables for this purpose. 5. No significant 
difference in scores was obtained when text was reinforced by short 
tables as against long tables. Both kinds of reinforcement were more 
effective than text alone. 6. Text reinforced with horizontal grouped 
bar graphs and text reinforced with short tables were both 
significantly better than the horizontal grouped bar graphs by 
themselves. 7. Horizontal grouped bar graphs, even without textual 
reinforcements, resulted in better scores than the long tables with 
textual reinforcement. 8. Short tables with textual reinforcement 
gave better scores than the short tables without textual 
reinforcement" (p. 37). 

Garceau, S., Oral, M., & Bahn, R. J. 
(1988). 
The influence of data-presentation mode on strategic decision-making 
performance. Computers and Operations Research, ^5(5), 479-488. 

Domain; Determining necessary actions to place a given company in a 
better competitive position. 
Mixed: Managers and specialists in economic planning in Quebec civil 
service. 

Procedure 

Independent Variables: Presentation mode (table or bar chart), 
decision-process phase (intelligence—finding relevant data, and 
design—establishing relationships among the data), and cognitive 
style (logical or intuitive). 
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Dependent Variables: Quality of solution, time required to reach 
solution, confidence. 

Task: "participants completed a questionnaire [about academic 
training, age, etc. and assessed cognitive style], read a document 
presenting the case and tried to solve a given problem using a 
itiicro-computer-based system giving direct access to the data of the 
problem" (p. 482), 

Conclusions 

"The results of the experiment can be summarized briefly as; 
tabular presentation leads to better solutions, faster, in the 
Intelligence phase; no significant difference between the two modes 
was evident in the Design phase; when cognitive style (rational vs 
intuitive) was taken into account, the effect of the mode of 
presentation was significant for the whole set of observed variables 
in both phases" (p. 480). "The logical style participants using 
tables produced very good results in a relatively long time but with a 
high level of confidence in their solutions. The intuitive style 
participants using graphics produced equally good solutions but in a 
shorter time than the logical-tabular group. As well they had a lower 
level of confidence in their solutions" (p. 487). 

Kerkar, S. P., & Howell, W. C. 
(1984). 
The effect of information display format on multiple-cue judgment. 
(Tech. Rep. No. 84-2). Houston: Rice University, Department of 
Psychology. 

Experiment One 

Domain: Evaluation of applicant profiles for a secretarial 
Within Subjects: Undergraduate students 

Procedure 

job 

Independent Variables: Display format (numerical or bar graph) 
and decision task (rating task or choice task). (NOTE: Both 
variables were counterbalanced producing eight experimental 
conditions; also, statistical tests were conducted only on 
display format for each decision task separately; in the analyses 
for the rating task, cue was treated as an independent variable; 
in the analyses for the choice task, consistency of policy 
(consistent [actual numerical choices evaluated with reference to 
a numerical policy] and inconsistent [actual graphical choices 
evaluated against numerical policy]) was treated as an 
independent variable. 
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Dependent Variable: Utilizing subjects' ratings and choices in 
separate regression analyses, weights for each cue and 
consistency measures were derived for each subject as dependent 
variables for judgment task, "accuracy" scores which compared 
predicted choices from a subjects' policy to actual choices in 
the choice task. 

Task: "The basic tasks required subjects either to rate the 
suitability of applicants "for -the job of secretary [rating task] 
or to decide whether they should be hired [choice task]. . . . 
More specifically, subjects were presented with profiles of 
information about hypothetical applicants which were comprised of 
four [uncorrelated] dimensions: intelligence, motivation, skill, 
and experience. Each profile was represented in one of two ways: 
as a set of numerical scores (numerical format) or as a set of 
bar graphs (graphic format), (p. 7). 

Conclusions 

With respect to the rating task, "for every subject, a separate 
policy equation was obtained for the -numerical and graphic displays by 
regressing each type of judgment on the four cues. . . . The main 
effect of format was not significant . . . suggesting that the average 

■weights for all cues combined were comparable for the two formats. 
Obviously this is less meaningful than the cue x format interaction 
(which compares weighting policies for the formats); this interaction 
was highly significant. . . . The main effect of cues was also 
significant. . . . Clearly, therefore, subjects weighted the four cues 
differently [in the two formats]. . . . the specific weights attached 
to each cue were more uniform in the graphic than in the numerical 
display" (pp. 10-11). No differences due to format were found for the 
traditional measure of consistency, R2. However, the authors 
partitioned R2 into the sum of squares for the predictions and sum of 
squares for the errors (which were transformed) and found the mean 
error sum of squares were not different while the mean error 
differences were statistically different. "What this finding suggests 
is that the graphic format produced considerably more precision in 
judgment than did the numerical format, a conclusion that is 
reinforced by the fact that variability in raw criterion judgments was 
also significantly lower for the graphic displays. . . . Since there 
was no external criterion available to define choice accuracy, the 
subjects' own numerical and graphic rating policies were used as 
criteria. That is, 'policy captured' weights were applied to the cue 
values for each pair of choice profiles to determine which profile 
should be chosen if the individual was consistent with his/her own 
policy- These predicted choices were then compared to actual choices 
lander the two formats to obtain 'accuracy' measures. Since there were 
two policies (numerical and graphic) for each set of values, it was 
also possible to compare decision 'accuracy' for consistent criteria 
(e.g., actual numerical choices evaluated with reference to a 
numerical policy) with those for inconsistent criteria (e,g,T actual 
graphic choices evaluated against a numerical policy).... Neither 
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the effect of format nor the interaction between format x consistency 
of policy was significant. . . . This suggests that despite the 
differences in subjects' rating policies under the two formats, they 
predicted choices with similar levels of accuracy. There was, 
however, a significant effect of consistency. . . . Although the 
absolute differences were extremely small, a consistent policy 
predicted slightly better than an inconsistent one. This implies that 
subjects' rating and choice behavior were more similar when 
information was displayed in identical than in different formats. 
Thus, while numerical and graphic cues were processed differently, the 
same display mode induced similar kinds of processing for both rating 
and choice tasks" (pp. 13-14). 

Experiment Two 

Domain; Evaluation of applicant profiles for a secretarial job 
Within Subjects: Undergraduate students 

Procedure 

Independent Variable: Display format (numerical or bar graph). 
NOTE: As above, cue was treated as an independent variable in the 
analysis. 

Dependent Variables: Cue weights and consistency from regression 
analysis. 

Task: The task in this experiment was the same as that in the 
first experiment, except that the choice task was eliminated. 

Conclusions 

"These results replicate the primary finding of Experiment 
1—format again produced a differential weighting of cues. . . . 
numerical policies were less consistent than graphic ones. . . . lower 
consistency of numerical judgments resulted largely from greater error 
in these judgments than in graphic ones" (p. 18-19). 

Experiment Three 

Domain: Judging teaching effectiveness 
Mixed: Undergraduate students 

Procedure 

Independent Variables: Display format (numerical or bar graph), 
number of cues presented (six cues or four cues), and order of 
the cue presentation. 

Dependent Variables: Same as in the second experiment. 
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Task: Subjects participated in a rating task of job applicants 
for a position as an instructor. Subjects "were presented [with 
the cues] successively, at a 2 second rate. . . . After all four 
or six cues were presented. . . . the subject proceeded to write 
down his/her rating" (pp. 22-23). This procedure was completed 
until completion of 200 profiles. Subjects had a brief rest 
period between numerical and graph formats. 

Conclusions 

"Looking first at the four-cue ANOVA, the means [of the weights] 
for the numerical and graphic formats were .64 and .52 respectively, a 
difference that was significant. . . . Thus, cues tended to be 
weighted more heavily on average under the numerical than the graphic 
display. However, as predicted, the cue [order] x format interaction 
did not approach significance. . . . The six-cue ANOVA also failed to 
reveal a significant cue [order] x format interaction. . . . However, 
the main effect of format found in the four-cue condition was absent 
here. ... In sum, there was no evidence for a differential weighting 
of cues presented sequentially under the two formats—the cue x format 
interaction found consistently in the first two experiments was 
eliminated in this one. This supports our hypothesis of holistic 
processing of graphic cues.    However, there were some processing 
differences as a function of format; the numerical format produced 
larger overall cue weights than the graphic format in the four-cue 
condition" (pp. 24-25). 

Overall Conclusions 

"The most important finding was that subjects weighted the same 
cues differently when displayed numerically than they did when 
displayed in graphic form. That is, their judgments and choices 
suggested that they attached consistently more (or less) importance to 
particular items of information under one format than under the other. 
. . . These differences disappeared, however, under conditions of 
sequential cue presentation (Experiment 3), a situation designed to 
minimize the holistic processing tendency believed to occur with the 
graphic format" (pp. 26-27). 

Lucas, H. C. 
(1981). 
An experimental investigation of the use of computer-based graphics in 
decision making. Management Science, 27, 757-768. 

Domain; Product demand (importing cases of whiskey). 
Between Subjects: Participants in a graduate school summer business 
executive program who held middle or upper management positions. 

Procedure ^ 
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Independent Variables: Five treatment groups were used: "1. 
Tabular output of data on a hard copy terminal ... 2. Tabular 
output on a CRT ... 3. Graphical output only of the probability 
distribution ... 4. Graphical and tabular output of the 
probability distribution ... 5. Graphical output of simulation 
costs data ... 6. Graphical and tabular simulation of cost 
data" (pp. 760-761). In addition, decision making style was 
assessed and subjects «were classified as heuristic or analytic 
decision makers. 

Dependent Variables: Two measures of performance: "The 'best 
simulation' variable is the lowest cost of the eight simulation 
runs using the five years of historical data. The 'next year 
simulation' variable is the average of running data from the same 
distribution ten times for one year in the future using the 
subject's final order quantities" (p. 761); measures of 
understanding of inventory theory and probability, ratings of 
display usefulness, and enjoyment. 

Task: "The firm in the simulation imports whiskey to the U.S. 
To simplify the problem, the company has to place a yearly order 
in December for four deliveries which are made at the beginning 
of each quarter. . . . the subjects had the following data 
available on the computer.. 1, A display of the last five years 
of demand by quarter. 2. A display of frequency and cumulative 
relative frequency of demand by quarter for the last ten years. 
3. A simulation capability allowing ordering decisions to be 
tested using the last five years of data (subjects were able to 
exercise this option up to eight times during the experiment). 
4. The ability to test the final ordering decision on data for 
the following year drawn from the same distribution as the 
historical data" (p. 760). Subjects were asked questions about 
the data they had received and the usefulness of different 
displays. 

Conclusions 

CRT Tabular versus Hard Copy Output 

"The group using a hard copy terminal performed significantly 
better than the group using the CRT without graphical output. 
However, the CRT group found the data from the simulation output more 
useful. The hard copy group had a higher test score on questions 
relating to inventory theory as well. Comparing the hard copy group 
to all other subjects who used the CRT shows that the hard copy group 
had superior performance and better test scores on inventory 
understanding" (p. 763). 

Graphical, versus Tabular (both on CRT) 
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"The CRT tabular group found the sifliulation output more useful 
than the two graphics treatments for demand frequencies and had 
significantly lower scores on the test of inventory understanding. 
For the two groups receiving graphs of the simulation output, one 
group had a higher score on each of the tests [CRT graphics only group 
and CRT graphics and tabular group both outperformed the CRT tabular 
only group] and one graphics group {CRT graphics only] reported 
significantly more enjoyment from the exercise than the tabular CRT 
group" (p. 763). 

Graphics and Tabular versus Tabular Only (both on CRT) 

"The only significant differences among the treatments are for 
the usefulness of demand frequency distributions and simulation output 
graphs. For the group receiving the graph of probabilities and tables 
of probabilities as well, the scores were higher on the inventory test 
than for the group that received the graph alone. For the graph of 
the simulation results the group receiving both graphics and tabular 
information reported greater usefulness for the simulation output 
compared to the group that received graphics alone" (pp. 764-765). 

Heuristic versus Analytic Decisionmakers 

"No differences between tabular presentation on the CRT and 
graphics were found without controlling for decision style. . . . the 
best simulation value was better under graphics and that most of 
superiority was in the heuristic group, that is, heuristic 
decisionmakers in the graphics treatment group had the best (lowest 
cost) simulation results. There is almost no difference between 
treatments for the analytics. ... It is interesting to note that the 
results for the test of inventory understanding exhibit significant 
interaction, but in the other direction from performance. Taken as a 
whole, the graphics groups have had the highest scores. However, here 
the differences are greatest for analytics. . . . For reported 
usefulness of the frequency distributions and simulation output, 
heuristics scored highest, though the results are statistically 
significant only for the first of these variables" (pp. 765-766). 

Overall Conclusions 

"The results of the experiment provide limited support for the 
use of graphics presentation in an information system. Decision or 
cognitive style also appears to be an important variable influencing 
the performance of an individual and the reaction to an information 
system" (p. 757). 

Lucas, H. C, & Nielsen, N. R. 
(1980). , 
The impact of the mode of information presentation on learning and 
performance. Management Science, 26, 982-993. 
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Domain; Logistics management game in which products vere to be 
shipped via various means. 
Between Subjects: MBA students, industrial engineers (IBs), and 
senior executives (SEPs). 

Procedure 

Independent Variables: Cognitive style (analytic or heuristicK 
treatment groups used during two time periods. (1. MBA, teletype 
hard copy terminal (TTY) and four basic reports at Time 1, TTY 
and four basic reports at Time 2; 2. MBA, TTY and four basic 
reports at Time 1, TTY and all reports at Time 2; 3. MBA, CRT and 
four basic reports at Time 1, CRT graphics at Time 2; 4. IE, TTY 
and four basic reports at Time 1, TTY and all reports at Time 2; 
5. IE, CRT and four basic reports at Time 1, CRT graphics at Time 
2; 6. SEP, TTY and four basic reports at Time 1, TTY and all 
reports at Time 2; 7. SEP, CRT and four basic reports at Time 1, 
CRT and all reports at Time 2; and 8. SEP, CRT and four basic 
reports at Time 1, CRT graphics at Time 2.) 

Dependent Variables: Profit, rate of profit increase, learning 
"measured by the difference in the slope or rate of profit 
Increase between the two sessions" (p. 987). 

Task: "All firms (players) have a constant-cost production 
facility located on the West Coast of the country and compete in 
a constant-price market on the East Coast. A variety of 
different modes of transport are available to move the product" 
(p. 984). Thus, the players must make decisions about which of 
the various modes of shipping to use and the volumes of product 
to be shipped via the chosen modes. Subjects participated in two 
sessions with 24 decision making periods per session. 

Conclusions 

"Hypothesis 1 (additional information will result in greater 
learning and better performance) is not strongly supported by the 
experimental results. . . . Grouping the data ... by experimental 
treatment showed no significant differences. . . . Hypothesis 2 
(superiority of CRT terminals) receives some support from the data. 
The combination of all groups using CRT's had higher first and 
second-session profits and had a higher rate of profit increase during 
the second session than the combination of all groups using teletypes. 
. . . Hypothesis 3 (graphics presentations will result in greater 
learning and performance) received very little support from the 
experiment. When the data . . . are grouped by experimental treatment 
and when all graphics treatments are combined, there is no clear 
superiority for graphics. However, . . . the superiority of graphics 
is statistically significant for the IBs for first session profits and 
for rate-of-profit increase and for executives for second session 
profits and for rate of profit increase. . . . Hypothesis 4 (influence 
of background variables) is supported for Tlearning'. For each 
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comparison, there is less learning for MBAs than for the other two 
groups, while IBs exhibit the most learning between the two sessions. 
All three groups differ on work and military experience, and cognitive 
style" (pp. 989-990). 

Lusk, E. J., & Kersnick„ M. 
(1979). 
The effect of cognitive style and report format on task performance: 
The MIS design consequences. Management Science, 25(8), 787-798. 

Domain: Annual income of different professiona]ü 
Between Subjects: Undergraduate students 

Procedure 

Independent Variables: Report format (A: raw data in tabular form, 
B: tabular percentages, C; raw data in a frequency histogram, D: 
raw data accumulative frequencies in tabular form, E: percentages 
in cumulative frequency graph) and cognitive style (low or high 
analytic). 

Dependent Variables: Performance and complexity ratings 

Task: Subjects were given one of the five reports and asked to 
answer twenty questions 

Conclusions 

"The results of the experiment were (1) the perceived complexity 
rankings (lowest to highest) for both the high and low analytics were 
Report A, Report B, Report C, Report D, and Report E, (2) individuals 
classified as high analytic outperformed the individuals classified as 
low analytic on each of the five reports, and (3) for both the high 
and low analytics task performance decreased as perceived complexity 
increased" (p. 787). 

Remus, W. 
(1984). 
An empirical investigation of the impact of graphical and tabular data 
presentation on decision making. Management Science, 30, 533-542. 

Domain: Production scheduling 
Between Subjects: Undergraduate business students 

Procedure. 

Independent Variables: Display format of production scheduling 
information (Cartesian graph or table). 
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Dependent Variables: Four performance measures: "First, as the 
subjects made decisions the actual costs were calculated. . . . 
using the paint plant's quadratic cost function. Second . . . 
the individual decision makers were modeled with regression 
rules. . . . the resulting decision rules were then used to make 
the workforce and production decisions. . . . Third . . . these 
betas [estimated from the above regression analysis] were 
averaged to form composite rules [collective policy of subjects] 
for each treatment. . . . Lastly, the production and workforce 
decisions were calculated using the Holt, "Modigliani, and Muth 
optimal rules; the costs were again found using the quadratic 
cost function" (p. 537). 

Task: "The subjects were first given a presentation on 
production scheduling including several examples of how to use 
the graphical and tabular aids to make better decisions. . . . 
[Before making their first decision] subjects received first the 
next three period's sales forecasts. Based on these forecasts, 
the inventory position, current workforce size and worker 
productivity, the subjects scheduled the production volume and 
decided how many workers to employ. . . . The subjects then 
received the actual sales costs, the new inventory level, and the 
average cost thus far. This cycle was repeated for each of the 
24 periods" (pp. 535-536). 

Conclusions 

"In the first 12 periods (the learning phase) there was no 
significant advantage for either type of display [regarding actual 
costs]. This was also true in the last 12 periods (the stable 
decision making phase). When the regression rules were used, the 
resulting costs provide a comparison of production schedulers who are 
consistent in applying their managerial judgment. . . . neither the 
tabular nor the graphical displays resulted in lower costs. The 
regression rule costs however, where [sic] significantly lower . . . 
than the actual costs. . . . The results from the composite regression 
rule analysis . . . were significantly lower . . . than the regression 
rule or actual costs. In both the learning and the stable decision 
making phases, the tabular display costs were significantly lower than 
the graphical display costs. ... In both the learning and stable 
decision making phases, the optimal costs were significantly lower 
[than the actual, regression, and composite rule costs]. . . . Tabular 
displays generally yielded costs which were lower, but not 
significantly lower, than graphical displays. . . . These results do 
not unequivocally point to the better decision aid for the individual 
decision maker since the erratic components of decision making 
disguise the benefits of the tabular aids. Thus individual decision 
makers may choose either aid but should focus their attention on 
consistent decision making. Only when that occurs can the benefits of 
tabular aids be significant" (pp. 538-540). 
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Schwartz, D. R., & Howell, W. C. 
(1985). 
Stopping performance under graphic and numeric CRT formatting. Human 
Factors, 27, 433-444. 

Experiment One 

Domain; Simulated hurricane-tracking scenarios 
Mixed: Undergraduate students 

Procedure 

Independent Variables: Display format (latitude by longitude 
grid or a table containing latitude and longitude information), 
decision aid (providing subjects the probability that the 
hurricane would hit the city or no decision aid), and trial block 
(one, two, or three). 

Dependent Variables: Information sampling (point at which the 
terminal decision was made), decision accuracy ("with reference 
to a normative model that may or may not be a good description of 
the subject's intuitive model") <p. 438), and latency (response 
time). 

Task: "Each subject [for one of the two display formats and for 
one of the two decision aid conditions} was required to monitor a 
series of simulated hurricanes in their advance toward a heavily 
populated target area. . . . subjects were required to make one 
of three responses after each advance: stay (i.e., minimize the 
potential losses associated with decision delay as in committing 
to intensified protective measures rather than retreat), evacuate 
(i.e., order total abandonment of the city), or wait (i.e., 
postpone any terminal action). . . . the subject's task was to 
decide when to stop gathering information [terminal decision] 
and, at that point, which action to take based upon (1) the 
storm's current location, and (2) the subjective expectation of 
costs associated with the various options in that situation" (p. 
435). 

Conclusions 

"No significant main effects or interactions attributable to the 
format difference were obtained on any of the measures. . . . 
Interestingly, sampling tended to increase significantly rather than 
decrease over trial blocks, whereas performance accuracy and latency 
both improved significantly. . . . the presence of a decision aid 
[significantly] raised the mean accuracy of all decisions from 75.25% 
to 79.50%. ... Of course these mean values also reflect the 
disproportionate influence of early, easy wait decisions; by contrast, 
accuracy for the critical last four positions averaged 55.00% and 
62.70% for unaided and aided conditions repsectively. . . . Although 
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mean latency for the aided decisions in these [last four] positions 
averaged 122 ms longer than for the unaided ones, and the difference 
was principally vested in the numeric display mode, neither effect was 
statistically significant" (pp. 438-439). 

Experiment Two 

Domain; Simulated hurricane-tracking scenarios 
Mixed: undergraduate students 

Procedure 

Independent Variables: Display format (same as in the first 
experiment), time stress (rate at which update information is 
presented, [300, 700, or 1630]), and trial blocks (one, two, and 
three). (Note: an additional independent variable was the 
counterbalancing of display format). 

Dependent Variables: Information sampling (point when the 
terminal decision was made), decision accuracy, and latency 
(response time). 

Task: The task in this experiment was identical to the task in 
the first experiment with the exception of the addition of the 
time stress variable, the elimination of the decision aid and the 
addition of trials. 

Conclusions 

"Looking first at the accuracy measures, it is apparent that the 
graphic format produced consistently superior performance, 
particularly under the more stressful pacing conditions and in the 
critical later stages of each storm. ... In the analysis of overall 
accuracy . . . where storm position (early versus late) was included 
as a separate variable, it is clear that the effect was limited 
primarily to the later decisions. . . . the graphic superiority was 
limited to the more stressful conditions. . . . the overall tendency 
was to oversample . . . nearly a fourfold increase over that for 
Experiment 1. . . . Thus, the mere existence of time pressure for 
making individual decisions, and the consequent reduction in 
opportunity to process the available information, appears to have 
caused subjects to seek more information. . . . the numerical format 
promotes an increase in sampling over trial blocks, but that this 
format effect is a relatively small modulation in a very large 
tendency for time stress to promote oversampling. Since overall 
accuracy was about 7% lower than for the comparable condition in 
Experiment 1, this dramatic increase in oversampling does not appear 
to have been very productive. . . . the time stress manipulation 
produced^a systematic decrease in accuracy" (pp. 440-442). 

Overall Conclusions 
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"Display formation had a significant effect when time pressure 
was involved: subjects reached earlier and better terminal [stay or 
evacuate] decision under the graphic than the numerical format 
(Experiment 2). The differences reduced to nonsignificance under 
self-pacing (Experiment 1), although significant improvements were 
obtained by use of a simple aiding device (calculation of worst-case 
probabilities). Results are generally consistent with Hammond's 
cognitive consistency [sic] theory" (p. 433)- 

Stock, D., & Watson, C. J. 
(1984). 
Human judgment accuracy, multidimensional graphics, and humans versus 
models. Journal of Accounting Research, 22, 192-206. 

Domain; Financial setting involving judgments of corporate bond 
rating changes 
Between Subjects: Accounting undergraduate and graduate students and 
faculty 

Procedure 

Independent Variables: Presentation of financial information 
(face display in which features corresponded to information or 
tables) and expertise (elementary accounting class, intermediate 
I accounting class, intermediate II accounting class, or expert 
subjects who were accounting doctoral candidates or faculty 
members). 

Dependent Variables: Classification accuracy 

Task: All groups of subjects were presented with "a sequence of 
six [schematic] faces or a table of financial ratios for each 
firm for the six years 1969 through 1974" (p. 196). Subjects 
were asked to detect a change in the bond rating and to classify 
the type of change into one of three change categories: 
downgraded, upgraded, or no change. Forty-two firms in all were 
used; however, the schematic faces groups only received 21 of the 
firms due to the time limit. In addition, the expert group also 
were presented with the multidimensional graphic displays plus 
estimates from a decision model. 

Conclusions 

"Participants given information in the form of multidimensional 
faces were able to classify bonds into rating change categories more 
accurately than those given tables of financial ratios. Furthermore, 
this relationship carried over from individuals with minimal 
accounting training to those having higher levels of training" (p. 
201).  - 
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Tullis, T. S. 
(1981). 
An evaluation of alphanumeric, graphic, and color information 
displays.    Human Factors, 23, 541-550. 

Domain;    Telephone line testing system 
Within Subjects:    Experienced Bell System employees 

"Procedure 

Independent Variables: Display format (narrative which used 
words and phases structured table, black-and-white graphic which 
included a schematic of the telephone system, and color graphic), 
session (one which included training, exercises, testing on each 
of the four formats and two which included testing on the four 
formats) and presentation sequence (using a Latin-square design). 

Dependent Variables: Accuracy, response time, number of 
exercises in the training (first) session to achieve 80% 
accuracy, and preference. 

Task: "The framework for the present study Wc'S a computer-based 
«ystem for the telecommunications industry. This system, 
entitled Mechanized Loop Testing, provides a means lor diagnosing 
problems on telephone lines. Upon request from a person seated 
at a CRT, the system accesses the telephone line, measures a wide 
variety of electrical characteristics, performs some 
interpretation of those characteristics, and displays the results 
on the CRT. The person can then make a decision about the nature 
of the problem on the line and the action needed to correct it" 
(p. 542). After training, subjects were presented with two sets 
of 37 displays of test results for each of the four formats. 
They were asked questions "which ranged from simple 
identification to complex integration and decision making" (p. 
543). 

Conclusions 

"The most pervasive finding is the superiority of the two graphic 
formats over the narrative format: response times were significantly 
shorter, fewer training exercises were required to achieve the 
accuracy criterion, and subjective ratings of overall quality were 
significantly better. The only results that do not reflect this 
superiority are the accuracy data, which, as explained earlier, 
indicate a ceiling effect. Another consistent finding is the lack of 
a significant difference between color and black-and-white graphic 
formats. Subjects' response times to these formats did not 
significantly differ in either session [regarding response times, 
number of training exercises and subjective assessments]" (pp. 
547-548), 
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Vicino, F. L., & Ringel, S. 
(1966). 
Decision making with updated graphic vs. alpha-numeric information. 
(Tech. Research Note 178). Washington, D.C.: Army Personnel Research 
Office. 

Domain;   Battlefield scenario 
Between Subjects:   .Military personnel 

Procedure 

Independent Variables: Display format of battlefielc information 
(tables or graphs in which the background was a line map) and 
rate of updating information (every slide update yielding 14 
slides total or every second slide update yielding 7 slides 
total). 

Dependent Variables: Decision score (points were given based 
upon when the final decision was made and whether it was correct 
or incorrect; earlier final decisions resulted in more points 
being awarded provided that the decision was correct; incorrect 
decisions were not awarded any points), decision speed, and 
confidence. 

Task: "A series of slides depicting three enemy sectors was 
presented to 37 subjects. Successive slides showed the enemy 
forces in one of the three sectors forming for attack at a faster 
rate and with more appropriate disposition of forces than the 
forces in the other two sectors. After each slide was presented, 
each subject was asked to make a decision as to which of the 
enemy forces was preparing to attack and to indicate how 
confident he was about the decision. At each stage, the subject 
had the option of declaring his decision final" (p. ii). 

Conclusions 

"No differences in quality or timeliness of decision or in 
confidence that a decision was correct were found between 
alpha-numeric and graphic presentation. No differences were found in 
results with the two rates of updating. Subjects showed greater 
shifts in level of confidence from slide to slide in the 7-slide 
updating than in the 14-slide updating. This difference held for both 
modes of presentation. On the average, subjects whose final decision 
was correct had made the correct response approximately three-fourths 
of the way to their final decision" (p. ii). 

Wainer, H., & Reiser, H. 
(1976). 
AssessingHhe efficacy of visual displays. Proceedings of the American 
Statistical Association, Social Statistical Section, 1, Part 1, 89-92. 
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Domain: Interpretation of crime statistics 
Within Subjects: Undergraduate students 

Procedure 

Independent Variables: Display format (tabular, bar chart, 
Cartesian rectangular display which has an X axis with white 
victim on the left side and black vitrtim on the right and a Y 
axis with white offender above the axis and black offender below 
the axis, or a "floating four-fold contingency display") and 
occasion (first trial and second trial). 

Dependent Variables: Response time and response speed (1/time). 
Subjects also ordered the displays from easiest to most difficult 
to use. 

Task: "An assertive statement was presented to the subject, and 
then followed by one of the displays. Each statement took the 
form: 'In the crime of armed robbery (rape, aggravated assault), 
white (black) criminals victimized whites (blacks) more often 
than they victimized blacks (whites)'. The subject's task was to 
decide whether the statement was true or false, based on the 
information in the display" (p. 90). 

Conclusions 

Due to outliers the mid-means were used in the analysis of 
response time "which still shows the Cartesian rectangles as the 
display of choice . . . followed closely by the bar charts. Next we 
have the FCD [floating four-fold contingency display], while the table 
of numbers brings up the rear. Although the order of displays for the 
second trial is not the same as in the first trial, the display 
occasion effect was not significant. . . . The FCD was judged hardest 
to use, but this judgment may reflect unfamiliarity more than 
difficulty of use. . . . Although the effect of display is significant 
when reaction time is the dependent variable [see above for order], 
unfortunately, it is not significant when the dependent variable is 
transformed to speed" (p. 91). 

Watson, C. J.r & Driver, R. W. 
(1983). 
The influence of computer graphics on the recall of information. 
MIS Quarterly, 7(1), 45-53. 

Domain; Number of University of Utah M.D. graduates residing in 
different U.S. locations 
Between Subjects: Business students 

Procedure' 
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Independent Variable: Mode of information presentation 
(3-dimensional map graph or table) 

Dependent Variable: Immediate and delayed recall 

Task: Subjects were presented with information regarding M.D. 
graduates' residence in either tabular or graphical form, 
"instructed to study the information for one minute, after which 
they would be asked to respond to questions about the information. 
At the end of the study period the stimuli were taken from the 
subjects. A list of the top six states, in terms of the percentage 
of physicians located in the state, was then presented to the 
subjects as a recall cue. The list was not rank ordered. Subjects 
were then asked to rank the six states in order, from highest 
relative frequency to lowest, based on the information they had 
previously studied. No mention was made that another session would 
be held at a later date" (p. 49). Subjects were asked to rank 
order the same list at a second session four weeks later. 

Conclusions 

Rank order correlations between each subject's ranks and actual 
ranks were computed. Tests of differences between the mean 
correlations for the two presentation modes were not significant for 
either session. "This investigation does not lend support to the 
notion that computer plots of three dimensional graphics as a mode for 
conveying information in IS, will result in increased recall, both 
immediate and delayed, of that information, when compared to the more 
traditional tabular mode of presentation. Computer plots of three 
dimensional maps were not superior to the tabular presentation of data 
with respect to the degree of recall of information" (p. 51). 

Wickens, C. D., & Scott, B. D. 
(1983). 
A comparison of verbal and graphical information presentation in a 
complex information integration decision task. (Tech. Rep. No. 
EPIi-83-l/ONR-83-l). Urbana-Champaign: University of Illinois, 
Engineering-Psychology Research Laboratory. 

Experiment One 

Domain: Battlefield scenario 
Within Subjects: Undergraduate students 

Procedure 

Independent Variables: Display format (verbal data in which 
Infotmation values are listed or spatial-graphical presentation), 
problem size (six, eight, or ten cues), trial variability (low 
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variability, problems in which diagnosticity [the relevance of a 
piece of information] and reliability [the credibility of the 
source of the information] are postively correlated or high 
variability [cues with high diagnosticity and low reliability or 
low diagnosticity and high reliability]), presentation time 
(fast, cues presented for three seconds or slow, cues presented 
for five seconds), and weighted difference (5-10%, 15-20%, or 
25-30%), which "was computed by dividing the absolute difference 
of support presented for the two different hypotheses by the 
total support presented for both hypotheses" (p. 17). 

Dependent Variables: Accuracy and confidence 

Task: "The subject was designated as a commander, responsible 
for defending an area through which an attack from a fictitious 
threat force was eminent [sic]. It was the subject's duty to 
analyze the available intelligence [using an adding-mutiplying 
model] and decide which avenue of approach, north or south, the 
threat force would take. . . . The information for each 
hypothesis in each problem was presented sequentially from 
several sources of information or cues. Each source conveyed 
information for one of the two possible hypotheses. The worth of 
each source was determined by two dimensions [reliability and 
diagnosticity].... Subjects were instructed to evaluate the 
information presented and decide which hypothesis concerning 
future threat force actions was most likely to occur" (p. 8). 

Conclusions 

"An analysis of variance . . . revealed significant main effects 
on decision accuracy for three [display format, trial variability, and 
presentation time] of the five variables studied. No interaction 
effects were found to be statistically significant. ... As 
predicted, the spatial code format yielded an [significant] 
improvement in decision accuracy over the verbal format. The effect 
of trial variability on decision accuracy was also statistically 
significant. . . . Decision accuracy was best in the low variability 
condition. . . . Finally, the main effect of time was statistically 
significant. . . . Decision accuracy was greater in the fast 
presentation condition (3 seconds) than in the slow presentation 
condition (5 seconds). . . . [For the confidence variable] the main 
effects of code and problem size were not significant. . . . 
Significant effects were found for evidence, time and trial 
variability, and for the code x time and the problem size x time 
interactions. A very large effect of weighted difference was found. . 
. . faster speed generated reliably higher confidence. . . . 
Increasing problem size from 8-10 increases confidence at the fast 
rate but diminishes it at the slow rate. . . . The verbal display 
shows a greater increase in confidence with faster speed than does the 
spatial. - ♦ . Confidence ratings were higher in low variability 
trials than in high variability trials" (pp. 19-24). 
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Experiment Two 

Domain; Battlefield scenario 
Within Subjects: Undergraduate students 

Procedure 

Independent Variables: All variables were the same as in the 
first experiment with the exception of problem size, which was 
held constant at eight cues, presentation rate, which was held 
constant at the slow (5 seconds) rate, and variability, in which 
only high variability cues vere used. 

Dependent Variables: Accuracy and confidence 

Task: The task was the same as the task in the first experiment. 

Conclusions 

"[For accuracy] the main effect of weighted difference was 
statistically significant. ... It is evident that decision accuracy 
was poorest in the trials of low weighted difference. . . . [For the 
confidence variable] the main effect of code -and the code x weighted 
difference interaction were not significant. . . . The main effect on 
weighted difference was very large. . . . This demonstrates that, as 
in Experiment 1, subjects are becoming increasingly confident as a 
greater difference in evidence between the competing hypotheses 
exists" (pp. 30-31). 

Overall Conclusions 

"The results of Experiment 1 indicate that decision accuracy is 
enhanced with the integrated spatial display format. . . . The 
consistent effects of weighted difference on confidence in both 
experiments demonstrate the ability of the subjects to extract more 
evidence and therefore increase their confidence as more diagnostic 
evidence is presented. . . . Examining the integration of the 
individual dimensions of reliability and diagnosticity in a finer 
grain revealed two further effects. Experiment 1 demonstrated that a 
negative correlation between these variables (producing for the 
spatial display an increase in shape variability) reduced both the 
accuracy and confidence of prediction. . . . Individual cue values 
were also examined in Experiment 2 whose data suggested that subjects 
tended to over-value low levels of reliability, thereby reducing both 
their accuracy and confidence, relative to the values observed in 
Experiment 1. . . . The problem size or number of cues within a trial 
did not have an effect on confidence" (pp. 31-34). 

TSright, t. "W. 
(1987). 

166 



aS^BBKBSaSKBEBBS 

Page 33 

A note on the usefulness of graphical displays for decision making. 
Unpublished manuscript, University of California at Irvine, Graduate 
School of Management, Irvine. 

Domain: Judgments about the relationship between two variables 
Mixed: First year MBA students 

Procedure 

Independent Variables: Display format of the data pair values 
(scatterplots or tables) and correlation level between the data 
pair values (no correlation, moderate correlation, and high 
correlation). 

Dependent Variables: Judgment accuracy and confidence rating 

Task: "The subjects in the graphical presentation condition saw 
a . . . scatterplot for each of 3 sets of 60 data points with the 
same scale values for both the X and Y variables. . . . Subjects 
in the tabular presentation condition were presented with 60 
unordered data pairs on one page. . . . All subjects were told 
the underlying population means . . . and standard deviations . . 
. for both variables, , „ . The subjects were asked to provide a 
correlation -judgment . . . and an indication of their confidence 
in their correlation judgment . . . for each of the three 
correlation conditions" (pp. 8-9). 

Conclusions 

For judgment accuracy "highly significant main effects [are 
indicated] for the two presentation modes . . . and for the 
correlation levels [low correlations resulted in fewest errors, 
followed by moderate and high correlations respectively].... For 
the subjects using the graphical displays, noticeably smaller judgment 
errors are indicated. . . . The presentation mode x correlation level 
interaction is statistically significant ... in contrast to the mean 
(and median) judgments in the graphical condition, the mean judgments 
in the tabular mode tend to 'flatten out' as the correlation 
increases. . . . [With respect to the confidence measure] the subjects 
indicated significantly more confidence in their judgments given the 
graphical presentation. . . . The main effect for confidence across 
the three correlation levels is also significant. . . . The 
presentation mode x correlation level interaction is not significant" 
(pp. 9-11). 

167 



Page 34 

Graphical Displays Empirical Papers 

Jarvenpaa, S. L. 
(1989). 
The effect of task demands and graphical format on information 
processing strategies. Management Science, 35, 285-303. 

Domain: Qioosing a restaurant site from multiple possibilities 
Mixed: Second year MBA graduate students 

Procedure 

Independent Variables: Task demands (one of four choice rules 
subjects were instructed to use: linear, conjunctive, majority of 
confirming dimension, or elimination-by-aspect) and graphical 
display format ("(1) An attribute bar chart, arranged by 
attribute, provided a congruent organization of data for 
experimental instructions eliciting majority of confirming 
dimensions and elimination-by-aspect strategies, both of which 
use attribute-based processing. (2) An alternative bar chart, 
organized by alternatives^ provided a congruent organization for 
experimental instructions eliciting linear and conjunctive 
strategies, both of which use alternative-based processing. (3) 
A grouped bar chart (i.e., matrix arrangement) organized 
attribute informat.-ion by alternatives") (pp. 289-290). 

Dependent Variables: Acquistion direction (processing of 
information by attributes or alternatives during acquistion 
stage) measured by coding the verbal reports, evaluation 
direction (processing of information by attributes or 
alternatives during evaluation stage) measured by coding the 
verbal reports, decision time, and decision quality ("degree of 
correspondence between the participant's response and the 
response specified by the rule") (p. 292). 

Task: "The four experimental tasks [one for each of the four 
task demands, which was manipulated within subjects] used in the 
experiment involved a choice problem. The research participants 
were asked to select a restaurant site from a set of six 
alternatives [presented in one of the three graphical display 
formats] where each alternative was described on seven 
attributes" (p. 288). In addition, subjects were asked to 
think-aloud while performing the tasks. 

Conclusions 

For acquisition direction, "alternative bar charts elicited 
alternative processing and attribute bar charts elicited attribute 
processing, but grouped bar charts, contrary to expectations, tended 
to elicit attribute rather than alternative processing. . . . Thus, 
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support was found for the hypothesis that acquistion direction is a 
function of the graphical format, not a function of the congruence 
between the graphical format and the task. . . . [For evaluation 
direction] the effects of the graphical format were contingent on the 
task demands. Specifically, attribute bar charts elicited more 
attribute driven evaluation direction in the MCD [majority of 
confirming dimensions] and EBA [elimination-by-aspect] tasks (i.e., 
tasks eliciting attribute processing) than the LNR [linear] task 
(i.e.^ a task eliciting alternative processing), but not more than in 
the CNJ [conjunctive] task (i.e., a task eliciting alternative 
processing). The alternative bar charts, on the other hand, elicited 
more alternative-driven evaluation direction in the LNR and CNJ tasks 
than in the MCD and EBA tasks. Grouped bar charts, by contrast, 
elicited more attribute-driven evaluation direction in the MCD and EBA 
tasks than in the LNR and CNJ tasks. . . . the alternative bar charts 
in the LNR and CNJ tasks (i.e., tasks eliciting alternative 
processing) required less processing time than the bar attribute 
charts. ... In the MCD and EBA tasks (i.e., tasks eliciting 
attribute processing) attribute bar charts did not appear to provide 
time savings over the alternative bar charts and were in fact at the 
disadvantage compared to the grouped charts. . . . However, only a 
main effect for task demands . . . was found for decision quality. 
The LNR and CNJ tasks resulted in better performance than the EBA and 
the CNJ tasks. . . . Participants using grouped bar charts in the LNR 
task . . . took less time than those using attribute bar charts. . . . 
The participants using alternative bar charts took less time in the 
MCD task . . . than those using attribute bar charts. . . . The 
participants using grouped bar charts also took significantly less 
time in the EBA task than those using attribute bar charts. . . . 
Grouped bar charts hence appeared to be a better presentation format 
in the EBA task than the attribute bar charts, in summary, the 
results provide some support that participants adapted to incongruent 
situations by varying their decision time. No effect of congruence 
was found for decision accuracy" (pp. 294-297). 

MacGregor, D., & Slovic, P. 
(1986). 
Graphic representation of judgmental information. Human-Computer 
Interaction, 2, 179-200. 

Experiment One 

Domain;    Multiple-cue judgments of marathon completion time 
Between Subjects:    University students 

Procedure 

Independent Variables: Graphic display format of cues (bar graph 
display, deviation display [bar graph presenting each cue as 
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deviation form its mean], spoke display [cues presented on 
orthogonal radials], or face display [each cue was assigned to a 
particular facial feature; the "assignment of cues to facial 
features was done to associate the most predictive cue . . . with 
one of the more salient facial features" (p. 184)]. 

Dependent Variables: Lens model statisics including achievement 
index, matching index, consistency index, -and utilization 
coefficients. 

Task: "The task used in this study was designed to require 
subjects to integrate multiple items of information, having 
differing importance, into a judgment for which a criterion (true 
value) existed. Specifically, the task selected required 
individuals to make estimates of the time (in hours and minutes) 
it took each of 40 runners to complete a marathon. Each runner 
was decribed in terms of a set of four information cues" (p. 
181). 

Conclusions 

"The overall effect of subjects' ability to utilize the set of 
cues effectively is summarized ... by the achievement index, ra, the 
correlation between the subjects' judgments of runners' marathon 
completion times, and the actual completion times. Mean values of ra 
across the four display conditions differed significantly, . . . The 
mean ra across subjects was lowest for the deviation display (.39) and 
highest for the face display (.63). For the spoke display, ra was 
only slightly greater than that for the deviation display, whereas ra 
for the bar graph display occupied an intermediate position. . . . The 
extent to which the system of cues characterizing the environment is 
reflected in subjects' production of a resonse is indicated by the 
matching index, G. . . . Both the deviation and spoke displays had the 
lowest values for the matching index, whereas the bar graph and face 
displays had the highest [face display was the highest]. . . . 
Response consistency, Rs, is measured by the degree to which an 
individual's judgments are predictable from a linear model. . . . Rs 
values for the four display types ranged from a low of .63 for the bar 
graph display to a high of .83 for the face display. . . . Utilization 
coefficients indicate the correlations of subjects' judgments of 
marathon completion times with each of the information cues. . . . 
Across display types, however, utilization of the cues generally 
varied widely" (pp. 187-192). 

Experiment Two 

Domain: Multiple-cue judgments of marathon completion time 
Between Subjects: University students 

Procedure" 
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Independent Variable: The authors compared results from the face 
display used in the first experiment with a new face display. In 
this experiment, the more predictive cues were assigned to "less 
salient facial features ... a tendency opposite that in Study 
1" (p. 194). 

Dependent Variables: Same lens model statisics as in the first 
.study. 

Task: The task was identical to that in the first experiment. 
However, only the face display vas used. 

Conclusions 

"Overall performance as indicated by the achievement index, ra, 
was considerably lower for the Face 2 display (face display used in 
the second study] (.40) than for the original, Face 1, display (.63). 
Indeed, in terms of achievement, subjects receiving the Face 2 display 
did only about about as well as those receiving the deviation and 
spoke displays in the first study. Agreement between the predictive 
system in the environment and subjects' response production was also 
poorer for the Face 2 than the Face 1 display. . . . Consistency of 
responses (Rs) was also lower for the Face 2 display. A partial 
explanation for the degraded performance of the face display under an 
alternative assignment of cues can be seen by examining the 
cue-utilization coefficients. . . . Although utilization coefficients 
for the Face 1 display approach those of cue validities, the 
utilization coefficients for the Face 2 display are lower on average 
and are distributed more flatly. Moreover, cue utilizations for Face 
2 are similar to those for the two poorest performing displays from 
Study 1. . . . Apparently subjects exposed to the Face 2 display were 
less able to utilize the information portrayed than were individuals 
receiving the Face 1 display" (p. 195). 

Overall Conclusions 

"Taken together, these studies demonstrate the strong effects of 
graphic display formats on the quality of judgmental performance, . . 
. the lens model analysis strongly suggested that some display formats 
[i.e., face display used in the second experiment, the deviation 
display used in the first experiment] can lead to confusion in the use 
of information cues. Conversely, some graphic formats [i.e., face 
display used in the first experiment] may be better than others at 
aiding the user in developing a consistent scheme for relating display 
features to the requirements of the judgment task" (p. 196). 

Schutz, H. G. 
(1961). 
An -evaluation of formats for graphic trend displays—Experiment II. 
Human Factors, 3, 99-107. 

171 



Page 38 

Domain; Analysis of trend displays 
Within Subjects: Professional male Battelle employees 

Procedure 

Independent Variables: Display format (Cartesian line graph, 
vertical bar graph, or horizontal bar graph) number of points per 
display (6, 12, or Iß) amount of missing data per display (none, 
one-sixth, or one-third), subjects (ten randomly selected 
subjects) and replication (first or second). 

Dependent Variables: Response time and accuracy (0 points were 
given if the subject's response was both wrong in direction and 
probability, 1 point was given if the subject's response was 
either correct direction, wrong probability or wrong direction, 
correct probability, and 2 points were given if the subject's 
response was correct direction and correct probability). 

Task: Subjects were first given a general orientation which 
included the procedure to be followed. They were asked to 
memorize some rules which would help them in analyzing the trend 
displays. Subjects were then presented with the various displays 
in which a set of six points had been chosen as the set of points 
about which the subject would make a judgment. Subjects made 
judgments about the direction the trend level was moving (upward, 
downward, or staying the same) as well as finding the trend with 
the highest probability of occurrence. 

Conclusions 

For the time score analysis, "mean squares were computed for only 
the main effects and all two- and three-way interactions for the 
replication variable. . . . All main effects were significant" (p. 
105). Line graph resulted in the fastest time score followed by 
vertical bar graph and horizontal bar graph respectively. Six points 
resulted in the fastest time score followed by 12 points and 18 points 
respectively. Zero missing data resulted in the fastest time score 
followed by one-sixth missing data and one-third missing data 
respectively. "Two of the two-way interactions, subjects by 
replications and format by missing data, were significant. ... It is 
apparent that the three formats do not differ significantly from one 
another at the one-third level of missing data, whereas at the other 
two levels of missing data, the formats are significantly different 
[line graph with zero missing data resulted in the fastest time, 
followed by vertical bar graph with no missing data, line graph with 
one-sixth missing data, horizontal bar graph with zero missing data, 
vertical bar graph with one-sixth missing data and horizontal bar 
graph with one-sixth missing data]. The significant subject by 
replication interaction signifies that some subjects improved in 
performance for the second replication and others did not. . , , 
because the accuracy scores did not lend themselves to ordinary 
analysis-of-variance techniques, and, further, because the correlation 
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(r=-0.90) between time and accuracy was so high, the accuracy data 
were not extensively analyzed.    A Friedman two-way, non-parametric 
analysis of variance was conducted on the accuracy scores for the 
three main effects of format, nuraber-of-points, and missing data.   .   . 
. The almost identical means for the replications did not require an 
analysis.    This analysis, however,  resulted in significant differences 
among the levels for all the remaining variables" (pp. 105-106).    Line 
graph resulted in the most accuracy followed by vertical bar graph and 
horizontal bar graph respectively.    Six points T-esulted in the most 
accuracy followed by 12 points and 18 points respectively.    Zero 
missing data resulted in the most accuracy followed by one-third 
missing and one-sixth missing data respectively.    "No significant 
[interaction] effects were found.   .   .   . The significant effects of 
format on both speed of performance and accuracy of performance 
indicate clearly that the line graph resulted in superior performance 
compared with the vertical-bar or horizontal-bar type.  .  .   . The 
interaction between format and missing data indicates that at the 
higher level of missing data (one-third missing), the three formats do 
not differ significantly.  .  .   . The number of points variable can be 
viewed as a type of irrelevant data situation.    The subjects must 
search for a particular set of four to six points in a context of 
points which are of no value.    The degradation of performance that 
results from an increase in irrelevant points indicates that for 
situations comparable to these experimental conditions it would be 
better to display only the minimum number of points that will be 
needed in looking for a trend" (pp. 106-107). 

Simkin, D., & Hastie, R. 
(1987). 
Ar: information-processing analysis of graph perception.    Journal of 
the American Statistical Association, 82, 454-465. 

Experiment One 

Domain;    Discrimination, comparison and proportion judgments 
Within Subjects:    Undergraduate students 

Procedure 

Independent Variables: Elementary code (position code which was 
a simple bar chart, length code which was a divided bar chart, 
and proportion code which was a pie chart) and trial blocks 
(1-10). 

Dependent Variables: Reaction time and accuracy 

Task: "Subjects were seated at the computer terminal and the 
task was explained to them. I Following 10 practice trials] the 
subjects then worked uninterrupted through the 90 experimental 
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trials . . . They began each trial by pressing the space bar with 
their thumb, causing the graph [the paired bar or pie charts] to 
be displayed. As quickly as possible, they were to indicate if 
the division on the left [bar or pie chart] or right [bar or pie 
chart] was smaller . . . (discrimination judgment). . . . After 
the discrimination response, the text signaled them to enter a 
number from 1 to 100 that was their judgment of the percentage 
the smaller division was of the larger (the comparison judgment). 
. . , The procedure for the proportion judgment was quite 
similar. . . . The task was to judge the percentage that the 
division represented of the whole bar or pie" (p. 455). In the 
comparison judgment7 all graphs were displayed for one second. 
In the proportion judgment, all graphs were displayed for 0.5 
g«conds. 

Conclusions 

"Elementary code was a significant factor in the analysis of the 
discrimination reaction time. . . . The reaction time for the 
discrimination judgment of the position code was significantly faster 
than that of the other two codes. . . . (subjects made few errors [on 
the discrimination task]). . . . Elementary code was a significant 
factor in the comparison absolute-error analysis. . . . Position 
yielded the most accurate comparison judgments, followed by length 
then angle, which was least accurate. The compariäon reaction-time 
data show the same ordering, but the difference between length and 
angle is not significant. Not surprisingly, elementary code accounted 
for a significant amount of variance in both the proportion 
absolute-error analysis . . . and the proportion reaction-time 
analysis. . . . There was a reversal in the ordering of the codes by 
accuracy for the proportion judgment from the comparison judgment. 
Length led to significantly fewer accurate judgments than the other 
two codes, which did not differ from each other. Although the angle 
judgments were the most accurate, they also took the most time to 
make" (p. 456). 

Experiment Two 

Domain; Discrimination, comparison and proportion judgments 
Within Subjects: Undergraduate students 

Procedure 

Independent Variables: Same as in the first experiment. 

Dependent Variables: Same as in the first experiment. 

Task: Same as in first experiment except that the graphs were 
left on the screen until the subjects made their estimates. 

Conclusions 
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"The analysis again revealed elementary code to be a significant 
factor for all dependent measures [discrimination reaction time, 
comparison judgment errors, comparison judgment reaction time, 
proportion judgment errors, and proportion judgment reaction time]. . 
. . The direction of the differences replicated Experiment 1 
completely. Experiment 2 replicated the elementary code by 
judgment-task interaction from Experiment 1. Note also that the 
subjects took more time in Experiment 2 than in Experiment 1 to make 
their proportion and comparison judgments, resulting in more accurate 
responses" (p. 457). 

Overall Conclusions 

Based upon the results from the two experiments, the authors 
formulated "an information-processing theoretical analysis of our 
graph-perception findings" (p. 457) which "points to anchoring as the 
key process for proportion and comparison judgments. When making a 
proportion-of-the-whole judgment, the more accurate anchoring possible 
with position and angle codes accounts for their superiority over the 
length code. Although processing angles is more difficult than 
processing linear aspects, this judgment for the pie chart is a 
special case in which the anchors at the perceptually salient angles 
of Oo, 90o, and 180o. When making a comparison judgment, the position 
code is superior to the other two codes. Length again suffers from 
less accurate anchoring. Angles provide the least accurate estimates 
because of the inferior anchoring when these angles are not longer at 
perceptually salient angles. ... We have tried to make three major 
points in our analysis. First, people have schemata for graphs that 
include slots for the conceptual message of the graph. Second, we 
demonstrated that elementary code and judgment task interact to 
determine performance. Third, we proposed elementary processes of 
anchoring, scanning, projection, superiirposition, and detection 
operators to explain these interactions" (p. 465). 

Vertagen, L. H. J. M. 
(1981). 
Experiments with bar graph process supervision displays on VDUs. 
Applied Ergonomics, 12, 39-45. 

Note: It is unclear whether variables were manipulated within or 
between subjects. 

Experiment One 

Domain; Detection of over and underflow alarms 
Within Subjects: Undergraduate students 

Procedure 
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Independent Variables: Display format (bar graph and stroke-type 
graph in which only the end of the bar graph is presented) and 
number of deviating variables per slide (two and nine). 

Dependent Variables: Search time and proportion of errors 

Task: Subjects were presented with the displays and asked to 
detect overflow and underflow alarm variables. Subjects counted 
the number of deviating variables (underflow and overflow alarm 
variables) and called out the number once they had finished 
counting. Twenty-four variables were presented on a display at 
one time. 

Conclusions 

"The overall mean time needed for counting the number of 
deviating variables was 7.5s for bar-type and 6.1 s for stroke-type 
presentation. ... An unpaired t-test (one-sided) on the results . 
yielded significance. . . . The number of deviations that had to be 
found had a strong influence on search time. An analysis was made for 
the cases of two and nine deviations per slide. . . . [An] analysis of 
variance with type (bar and stroke) and number (2 and 9) as variables 
showed a significant number effect . . . but strangly enough, no type 
effect. . . . Further an interaction effect was found . . . which 
indicated an advantage for the bar type in the case of nine 
deviations. . . . With the bar-type nearly twice as many errors were 
made as with the stroke-type. . . . From Experiment 1 a strong 
advantage appeared for the stroke type, not only in terms of search 
time but certainly also in terms of errors" (p. 41). 

Experiment Two 

Mixed: Technical students training to be process operators 

Procedure 

Independent Variables,: Display format (bar graph or 
stroke-type), presentation time (1 or 2 seconds), number of 
deviating variables per slide (0, 1, 3, and 6), and search mode 
(begin searching from a fixed point or from any point chosen by 
the subject). 

Dependent Variables: Proportion of errors 

Task: In this experiment, subjects noted the deviating variables 
(under and over-flow alarms) and named their code numbers after 
the display had been removed. Displays lasted for 1 or 2 
seconds. 

* 
Conclusions 
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"No significant differences in error rate were found between the 
two search modes (starting from centre fixation point or free 
strategy). A paired t-test on the differences between bar and stroke 
type showed significant results ... in favour of the stroke-type. . 
. . With the stroke-type more errors were made in naming the deviating 
variables. . . . Also it seemed that with the stroke-type more low 
alarms were missed than with the bar-type, but these results were not 
significant. ... In conclusion, for Experiment 2, one may state that 
the stroke-type could be scanned more completely than the bar-type in 
the same period of time. However, when under the quite extreme time 
stress of one or two seconds there is a danger that, with the stroke 
type, errors ar^ made in finding the corresponding name of the 
variable" (p. 42). 

Experiment Three 

Domain; Detection of over and underflow alarms 
Mixed: Undergraduate students 
Procedure 

Independent Variable: Display format (horizontal bar graphs or 
vertical bar graphs) number of choices per minvte for the 
distractor task which was in the form of a binery choice task (0 
choices per minute, 20 choices per minute, and 40 choices per 
minute), and task type (counting and identification tasks). 

Dependent Variables: Mean search times. 

Task: In this experiment, subjects both counted and named the 
deviating variables. Each display remained until an answer had 
been given. Twenty-four variables were presented at one time. 
In addition, "a distractor task was provided by means of a binary 
choice generator. ... On both sides of the TV monitor a small 
lamp was mounted. At regular intervals one of the two Isnxps was 
randomly lit. A pedal corresponding to this lamp was then to be 
actuated by the subject. The frequencies used were 0, 20 and 40 
choices per minute" (pp. 40-41). 

Conclusions 

"With the counting task, a comparison was made between horizontal 
and vertical. The counting time was shorter for vertical than for 
horizontal bars. . . . The search times for the counting task were 
shorter (6.7 s) than for the identification task (7.4 s). . . . 
However, with a parametric t-test no significance was found. Together 
with the identification task, a distraction task was included in the 
form of a binary choice task with 0, 20 and 40 choices per minute. 
For all three distraction task conditions no significant differences 
between horizontal and vertical bar-types were found. , . , There 
were, however, significant results in the mutual comparison of three 
distraction tasks. With 20 choices, search times were longer than 
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with no choices; and with 40 choices, search times were longer than 
with 20 choices. ... In conclusion, one may say that no preference 
may be expressed for horizontal or vertical bars. Only for the 
relatively simple counting task, a quick overview, do the vertical 
bars seem somewhat better.. With the identification task, code numbers 
of deviating variables had to be memorised until all deviations were 
found. Apparently this memorising process is strongly affected by a 
binary choice task*' <p. 43). 

Experiment Four 

Domain; Detection of over and underflow alarms 
Mixed: Undergraduate students 
Procedure 

Independent Variable: Display format (t-type bar graphs or 
stroke-type bar graphs), number of choices (30 choices per minute 
and 60 choices per minute), number of deviating variables per 
slide (0, 1, 2, 3, 4, 5, and 6) and alarm level (slides with only 
low alarms and slides with only high alarms )- 

Dependent Variables: Mean search times and proportion of errors. 

Task: In this experiment, subjects called out the code number of 
the deviating variable right after it had been detected. Sixty 
variables were presented at one time. In addition, a binary 
choice task was also used with 30 and 60 choices per minute. 

Conclusions 

"The differences between choice task levels (i.e., 30 and 60) are 
not significant [with regard to search times]. . . . The differences 
between stroke-type and T-type are significant [in favor of the 
stroke-type]. About the same level of significance is reached if one 
analyses the data for each case of deviations separately (0 to 4 
only). If the number of deviations increases, search times increase 
as well. . . . Both for the stroke-type and for T-type the difference 
in search times is significant. . . . It is surprising that for the 
stroke-type, low alarms are detected more quickly than high alarms. . 
. . All subjects made more errors with the T-type than with the 
stroke-type. . . . Many errors were made during the first session in 
Experiment 4, especially if the subject started with the 60 choices 
condition. In total, more errors (omissions) were made in low alarms 
than in high alarms" (pp. 43-44). 

Overall Conclusions 

"An attractive alternative for bar graph process supervision 
displays^on VDUs seems to exist in the form of a stroke-type display. 
. . . Mth respect to the alam detection tasks as described, there i-s 
no difference in performance between horizontal and vertical bars. . . 
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. The memorising of code numbers is very much influenced by 
distraction. . . . Task complexity influences results of experiments 
as described in this paper. In Experiment 3, with counting tasks, a 
difference in results appeared in favour of the vertical bar. This 
difference disappeared with the more complicated identification task. 
. . . With bar (or T-) graphs, nearly twice as many alarm detection 
errors are made compared with the stroke type graphs. . . . Within 
stroke type presentation, most errors are misinterpreted of, at most, 
one place. Within bar type presentation "most errors take the form of 
missed alarms. Low alarms are especially easily overlooked" (p. 44). 
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