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Royal Signals and Radar Establishment

Memorandum 4469

Information Processing in the Outer Retina.

Dr. S. Collins

April 18, 1991

Abstract

Analogue electronics appears to offer the most direct way to mimic the informa-
tion processing which occurs In the dendrites of neurons. Unfortunately, analogue
electronics suffers from a restricted dynamic range, a problem which also occurs in
neurons. The study, reported in this memorandum, was therefore initiated to under-
stand how biological neural systems overcome the problems inherent in employing
components with an inadequate dynamic range. The Inadequacy of the dynamic
range available in neurons Is most apparent In retinas which deal with an input
signal covering 5 decades using components with a dynamic range of less than 2
decades, The 'predictive' encoding hypothesis which has been proposed to explain
the function of the outer retina is adopted as a framework for understanding the

"neurological data discussed. Then, three different, independently evolved, retinas
are considered to demonstrate the different Implementations of the same underlying
principle. The study shows that the problems posed by the limited dynamic range
available in both neurons and analogue electronics can be overcome If the system Is
correctly designed. It also demonstrates thtt the McCulloch-Pitt model of a neuron,
which forms the basis of artificial neural networks, is an incomplete model.
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1 Introduction

A previous study of information processing in the brainl] suggested that at least some of
this information processing occurs within the dendrites of neurons. In dendrites Information
is almost exclusively represented as a continuous electrotonic potential. This observation,
combined with fact that the widely used model of a dendrite is the cable equation[l),
also used to model metal tracks on integrated circuits, suggests that dendritic information
processing is most directly mimicked by analogue electronics.

Unfortunately, analogue electronics relies upon the ability to fabricate large numbers
of identical devices. In practice there are variations in any population of devices, leading
to a minimum significant voltage difference. This combines with the maximum allowed
voltage difference arising from the power supply to restrict the dynamic range available
in an analogue circuit. The dynamic range of analogue circuits can be increased at the
cost of employed more area. However, In achieving 8-bit equivalent resolution an analogue
approach losses its advantage of compactness when compared to a digital implementation[j2.
To maintain the advantage of compactness an analogue system must tolerate a dynamic
range smaller than that available in a digital system.

Fortunately, biological neural networks have evolved to tolerate the small dynamic range
available in neurons. The study reported in this memorandum was therefore initiated to
discover how the biological neural networks have adapted to the limitations arising from
the use of analogue signals in neurons. Understanding the Information processing which
is occurring within the neural systems is a prerequisite to & study into how these systems
overcome the limited dynamic range available within their components. This prerequisite
naturally leads to a study of sensory systems, which have been studied in detail and can be
understood'in terms of the characteristics of the information they receive. A particularly
well studied sensory system is the retina. There are several reasons why the retina is a good
subject for the present study:

z• There is a theoretical basis for Interpreting the information processing which occurs
within a retina.

e There is a sever dynamic range problem In retinal cells. The signals received by the
retina have a dynamic range of 106. This signal is processed by the retina despite
the fact that none of its component neurons has such a large dynamic range, in fact
the output neurons only operate over one decade[3j. The result Is that at any Instant
the eye can only distinguish levels of illumination which differ by up to 2% from the
overall mean level'.

9 The retina performs data compression. The fact that the retina greatly reduces the
bandwidth required to transmit the data It receives is Indicated by the fact that
the human eye transmits the Information from 10' rtcep'ors using an optic nerve
containing only 100 fibers.

* Ali this retinal Information processing Is performed using local connections, Similar
techniques may therefore be suitable for for Implementation In analogue electronics.

'This biWty to Cop* with a restricted dynamic range Is the ream why Mesead a to mimie the retina In
*wcon[4). Expressed In his terms, the retina provides a model rer autematd gain eottel appied in analoge
ciseuI/. to extend their uoeel opertling range.
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The memorandum begins with a descltion of a theory which has been proposed to
explain retinal information processing. This is followed by a discussion of three very different
retinas in sections 3, 4 and 5. These short descriptions outline the general applicability
of this theory and the different neural 'implementations' which have been adopted. The
implications of these findings are then discussed In section 6. For completeness there is
an appendix discussing retinal gain control, an alternative theory of retinal Information
processlng.

2 A Theory of Retinal Information Processing

- In studies of retinal structure neurons are described in terms of the part of the field of view
to which they react, their receptive field. It is frequently found that these receptive fields
consist of two components a 'centre' and 'surround', supplied via neighbouring receptors.
These two components have opposite effects on the 'target' neuron corresponding to the
receptive field. For example, a target neuron may be excited by the input from the centre
of its receptive field and inhibited by inputs from the surround. Neurons with this type
of receptive field respond to the difference between the excitatory and inhibitory inputs
and are said to posses an antagonistic centre-surround receptive field. Any theory of retinal
information processing must explain the widespread occurrence of neurons with antagonistic
centre-surround receptive fields 2.

There have been several proposals attempting to explain the function of antagonistic
centre-surround receptive fields in the retina[5). These have included:

e Attenuation of low frequencies components of the input signal. When originally pro-
* posed it was thought that the motivation for this filtering would be to compensation

for optical blurring of the images. However, this hypothesis does not appear to be
supported by later evidence. More recently it has been proposed that low frequency
attenuation is employed to enhance edges, an important feature in images. Units with
antagonistic centre-surround fields enhance edges by performing an operation some-
times referred to as a difference of Gaussians which can be used as an approximation
to a Laplacian filter. Laplacian filters are widely used in vision data processing to
enhance edges to help object defi.,ltion[4].

o Removal of unspecified redundant information.

* Removing any d.c. bias In the signals. However, this is a qualitative hypothesis from
which it is difficult to determine the neighbourhood over which the bias should be
calculated.

Since all these proposals depend to some degree on the filtering properties of an antag-
z onistic centre-surround receptive field It is possible that all these functions are performed.

A more detailed hypothesis has been proposed by Srlnlvsan, Laughlin and Dubsis].
These authors- have suggested that the retina is removing the linearly predictable spatial

eAny theory which does explain antagonistie cenit.tasound eetve Aeds may bi" sa impaet bhereid
the retina. Neuons responding to antagonistic eentre-sesmlunds have been ietilled thesog~hot tt vsnl
sysitm. More generally antagonistic cent ie-surtound is simply one ftem of lateral lhlibition we In
many parts of the brain.
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and temporal correlations from the input signal, using a technique which they refer to as
'predictive' coding. The authors suggest that this correlation removal Is achieved when
n prediction of the signal strength Is subtracted from the signal. This removes spatial
and temporal correlations if the 'prediction' is based upon the prevhus value of the signal
at a point and In Its nelghbourhood. The advantage of employing this technique is that
redundant information, concerning predictable components, can be removed from the signal.
The resulting 'error' signal can then be represented in a smaller dynamic range s.

To enable a comparison between this theory and neuroblologlcal results Srinvasan,
Laughlin and Dubs studied the dependence of the theoretical 'best' neighbourhood on the
spatial correlations in the Image and the signal.to-noise ratlo[]. They found that the 'best'
neighbourhood is insensitive to the spatial correlations In the Image. This Is an Important
result which suggests that the retina will not be required to adapt to specific scenes. In
contrast, the 'best' neighbourhood was found to be sensitive to the signal-to. noise ratio.
The theory suggests that the smaller the signal-to-noise ratio the larger the neighbourhood
which shouid be used in a 'prediction'. This enlarging of the nelghbourhood can be in.
terpreted as an attempt to reduce noise by Increasing the sample size. Since low levels of
illumination correspond to small signal-to.noise ratios, due to a large photonic (shot) noise
component, the hypothesis suggests that low levels of Illumination will correspond to large
neighbourhoods. The 'predictive' encoding hypothesis can therefore be tested by studying
the dependence of the neighbourhood on the level of illunination 4.

Predictive encoding can also be used to remove temporal correlations[5]. These temporal
correlations arise from one of two sources, spatial correlation In a slowly changing scene or
the finite response time of the photodetection process in a rapidly changing scene. Temporal

--irediction relies upon a weighted sum of previous signals at the same point. Although
there are differences, arising from the continuous nature of temporal sampling compared
to discrete spatial sampling, the theories for spatial encoding and temporal encoding are
very similar. Again the main result is that as the noise level Increases the time over which
the prediction is made increases, in an attempt to reduce the noise. The theory therefore
predicts that as noise Increases the system will trade speed for accuracy.

Predictive encoding seems plausible and encompasses some of the earlier theories. It
both Indicates that the redundancy which is removed is any predictable components, in
both space and time, and gives a technique to determine the neighbourhood over which
to calculate a 'd.c. bias'. Also, the connectivities required for predictive coding and edge
enhancement are very similar. The difference between these two approaches Is simply one
of underlying philosophy. Predictive encoding Is based on the qualities of Images, whilst
edge enhancement Is a feature extraction technique based on the perceived Importance of
A specific feature.

The predictive encoding hypothesis is Interesting because It takes as Its starting point the
general properties of the Input signal and a desire to employ a restricted dynamic range. This
then leads to 'operations' which could explain the antagonistic ceutresurround receptive
fields observed In the retina$. To be fully accepted, the predictive encoding hypothesis

'An alternative interpretation of this technique Is that it a ealculatas a 1oeal' mean. This local mesa
can then be treated as a d.c. offset which Is subtracted bom the sipal.

'At an esample of the neighbourhoods requlvedl f(o a sigsal.to.ase ratio 9t1O the 1" sartert melshbusn
wre required, a ratlo of J requires a nieighbourhood including ntaret I adhbea Wad rtito o 0.l equirs

a global mean,
'The motivation to reduce the dynamic range is sufficiently .. aral that predW"ti esuding mar rep.
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needs to be tested against detailed neurological results. To this end Laughlin has continued
to study the fly retina[6]. Some of his results are outlined in the following section.

3 The Fly Eye

The eye or a fly is a compound eye formed from a hexagonal array of units known as
ommatidia, little eyes. There are various forms of compound eyes found in different insects.
The fly eye Is one of a clas of compound eyes In which each ommatldlum Is optically Isolated
by pigmentation[7]. The result of this isolation is that the photodetectors, the rhabdoms,
only receive light via the aperture of the ommatidlum in which they are situated. Within
the fly eye each ommatidlum contains eight different detectors. These form a cluster, with
six peripheral detectors, known as RI-R6, surrounding two central detectors orgased with
one, R8, behind the other, R7. The outer surface of each ominatidium Is faceted in such
a way that within each ommatidum one of the peripheral detectors looks in the same
direction as the central detectors in one of the six neighbouring ommnatida.

To form an Image the inputs from all the peripheral receptors which are stimulated by
the same point in the field of view are superposed 6. This superposition of stimuli from
the Ri-R neurons occurs within a hexagonal array of cartridges in a structure known as
the lamina. Each cartridge in the lamina contains the same types of neurons, organised to
a common pattern, and it is separated from its neighbours by a sheath of glial cells. It is
this regular structure which makes the fly eye an accessible subject. The projection of the
receptor neurons to the cartridges is not fortuitous, each neuron undergoes a twist through
1800 to compensate for image inversion. This complex mapping of receptor inputs onto the
lamina has the property of retaining the relative positions of the points in the field of view7 .

A full discussion of the fly eye would be prohibitively lengthy. In his studies Laughlin6]
has concentrated upon the system formed by the RI-R6 photosensitive neurons and the
two large monopolar cells, Li and L2, referred to as the LMCs, within each cartridges. By
concentrating upon these neurons the extent of the present discussion can be restricted.

When this group of neurons was studied, it was found that both the photoreceptors and
the LMCs employ continuously varying electrotordc potential signals. Experiments indi.
cate that the photoreceptor cells generate a transient response to stimulation followed by a
plateau dependant upon the illundnation level. The photoreceptors are not therefore fully

tesent the fundamental principle underlying the widespread use lateral inhibition in neuron populations.

1noter ,tingly, the central detectors do not appear to take pr t in is couvergence. Thib suggest. that
the fly has two detector systems working in parallelI a high Intensity, high resolution (the entre wvegulde
is narcowr than the others) system and a low intensity, low reeolutiem system[TI. However, thete Is strong
evidence that the R1-Re neurons are necessary in tsks foe which the RI? and 18 neurous appear to be
adaptod[g]. The role of the R1-R1 neurons may be explained by the dlscovey of a small aea of the
cartridge in which the R7 and R8 cells connect to the I cell In the eartedle(I.

'This mapping means that the cartridges are the Rist layer at which the eye forms an Image of the Reld of
view. In this important respect they correspond to the rods and cones in a roeacting eye, such as a human
eye.

* An interesting question which is not directly related to the carrent topic is; Why are their two apparently
Identical LMO cels? The answer appears to be related to the f&et that the tells ae not Identicd but have
different thicknesses. The theory of signal propagation in axon suggests that this meam they have dinent
signal propagation velocities. BraltenberllO] hu suggested that these cells could be used as delay line in
a motion detectot. No supporting evidence Is given rot this hypothesis.
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light adapted. However, the transient responses observed do Indicate that the photorecep-
tors are using a-slow time;constant and self.inhibition to reduce the average level of activity
by removing temporal correlations from the input.

The important observations concerning the subsequent conversion of the signal from the
receptors to the LMCs are that the signal Is inverted, amplified and has extra transients
introduced. The inversion of the signal is insignificant. However, considerable effort is In-
volved in its amplification. Both the receptors and the LMCs have a relatively small range
of accessible membrane potentials, dynamic range. Without an adaptation mechanism the
LMCi would be restricted to encoding signals over 2 decades compared to the 5 decades re-
quired in conditions ranging from twilight to bright sunlight. The LMC response Is therefore
adapted so that a constant background is represented by the same potential independent of
its intensity. Any change in the background is then represented by transients which decay
within a few hundred milliseconds. It is this adaptation to the average illumination level
which causes the extra transient nature of the signals observed in the LMCs. These cells
also adapt by decreasing the leakage current out of the cell in response to decreased illu-
mination levels. The result is that the integration time used by the cell is increased. Thus
accuracy is increased as the cost of reduced speed, in line with the prediction based on the
predictive encoding hypothesis in sectiorn 2.

* .Laughlin considers the signal processing involved in transmitting information from the
photoreceptor to the LMCs as occurring in three stages: A photoreceptor response related
to the logarithm of the stimulus, followed by subtraction and amplification. The logarith-
mic response arises from the use of a photoreceptor mechanism which combines non-linear
summation of conductance events and a gain which reduces with illumination[Ill. This
step is significant in reducing the calculation of ratios, involved in contrast calculations, to
subtraction. Therefore, as well as reducing the dynamic range of the signal, the first two
stages of the transmission process ensure that the photoreceptors encode the contrast in
the scene[ll]. This contrast encoding has the advantage that it eliminates the effect of the
overall level of illumination when objects are observed by reflection. Thus ensuring that an
object appears the same under all illumination conditions.

It is at the second, subtraction, stage of the transmission process that predictive encod-
ing may be occurring. This stage reduces the signal to the smallest dynamic range possible
within the constraints imposed by the 'wetware'. Then this signal is amplified so that the
entire dynamic range available in the LMC is employed. This process ensures that the
amplified signal Is as robust as possible against noise. The amplification of the signal actu-
ally occurs at a chemical synapse which is the dominant noise source in the system. Since
the level of amplification possible Is limited by the restricted dynamic range of the LMCs,
Wn-ormation Theory suggested that matched coding should be used to optimise the level of
mplification. Shannon and Weaver proved that a limited number of symbols carried the

maximum of information if each symbol Is used equally often (the equivalent technique used
in digital signal processing Is histogam erialisaiion). Laughlin proved that the LMCs used
matched coding by demonstrating that the intensity-response function of the LMCs is the
cumulative distribution of the contrast In the scene. To match the Intensity-response curve
to its'environment the system requires a mechanism to generate a logistic intensity-response
curve and adapt the slope at the mid-point to the contrast distribution in the current Image.
In fact this type of behaviour Is widespread in retinas'. Analysis of the behaviour of LMCs

'It is sufficiently common to form the basis ofa separate theory of retina adaptation proposed by Shapley
and Enioth-Cugell, which is discussed in appendix A.

?B
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indicates that the non-linearity in the synaptic transmission process Is sufficient to account
for the matched coding behaviour.

As stated previously, the problem with any subtraction process is to determine how to
calculate the value to be subtracted from the signal. A global mean could be used, but this
would not account for local variations in the illumination levels. The predictive encoding
hypothesis is useful in determining the nelghbourhood over which the 'mean' should be
calculated. Once the prediction is subtracted from the actual value the dynamic range of
the signal will be reduced without loss of information1 .

Having identified the neurons of interest and the signals observed in the neurons, a com-
plete knowledge of their synaptic connections is required to understand how these signals
arise ". Fortunately there appears to be strong evidence for all the connections of interest
between these neurons. It has been observed that as they approach the lamina the R1-R6
neurons form a circular bundle prior to forming a 'crown' around the two LMC neurons,
Li and L2 [8]. Within the crown each of the R1-R6 neurons is connected to its two neigh-
bours in the circle by numerous, approximately 60, gap junctions and to each LMC cell by
approximately 220 chemical synapses[12]. Since the responses of the RI-R6 cells are super-
posed within the LMC cells the discovery of these gap junctions was a surprise. Another
surprise was the fact that despite the strong evidence for lateral inhibition between LMC
cells there is no evidence for the existence of gap junctions to mediate this interaction[9]. It
now appears that the observed lateral inhibition arises from variations in the local potential
field in the lamina. Since local potential variations are difficult to generate and sustain
in large systems this mechanism immediately explains why the lamina has evolved to be
electrically isolated from both the ommatidia layer and the rest of the brain[13]. It appears
that this local potential arises from synapses which have been observed between some of
the a and )3 neurons in the cartridge and the glial cells which surround the cartridge. Since
coupling between glial cells is a rule rather than an exception, there is the potential for the
glial cells to behave like a network of resistors. (This type of network has been extensively
studied and employed artificial retinas to calculate local average potentials[4].) Thus the
glial cells may generate a local potential dependant upon the local neural activity. This
local potential is then subtracted from the instantaneous receptor potential by a change of
potential reference. The overall result is that the LMCs are stimulated by the difference
between the receptor neurons potential and a local potential. Thus, the coupling between
glial cells and the electrical isolation of the lamina seem to provide the substrate for the

- removal from the signal of spatial correlations.

The 'wetware' needed to encode the signal therefore exists in the lamina. As stated pre-
viously the shape of the surround required to perform the predictive coding Is not critically
dependant upon the spatial correlations of the scene. However, it is critically dependant
upon the noise induced in the photoreceptors. Under conditions of high illumination the
predictive encoding hypothesis suggests that the nearest neighbours can be relied upon to
generate a reliable prediction. However, as the illumination level decreases the number of
receptors which should be included in the averaging process should increased. In physiologi-
cal terms this means that the lateral antagonism, on which the centre-surround organisation

"Information is not lost as long as the method of encoding is known. In artificial systems the method
of encoding is part of the transmitted signal. In hardware this is unnecessary as long as the method is
unchanged.

"1Experiments to determine synaptic connections are difficult to perform[g], resulting in a continuous
review of the evidence for the various synaptic connections.

'!6
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is based, should become weaker and more widespread as the illunniation level Is reduced.
This type of effect has been observed A more detailed analysis of the lamine shows that
the antagonism present is more widespread than expected from the predictive encoding
hypothesis. Laughlin has postulated that this effect is accownted for by the fact that the
eye is attempting to encode moving images.

Laughlin has put forward a convincing case supporting the suggestion that the predictive
encoding hypothesis can be used to interpret the information processing occurring in the fly
retina. However, the general applicability of the hypothesis can only be tested by studying
other retinas. To this end two other retinas are described in the following sections.

", 4 The Vertebrate Retina.

The vertebrate retina, shown in figure (1), is more complex than the fly retina. However its
position and structure, a small variety of cells orgaised in layers, make it a relatively easy
subject to study. In the vertebrate retina there are two types of photodetectors, the rods
and the cones. The remainder of the retina is made up of four other types of cells known as
the bipolar, horizontal, amacrine and ganglion cells[14]. Each population of detector cells
performs a separate function: The rods are responsible for vision at low illumination levels,
whilst the cones are responsible for high acuity, colour vision at high illumination levels1 2

In general, the bipolar cells connect the photoreceptor cells to the ganglion cells which form
the output from the retina. The other two types of cells spread laterally throughout the
retina forming ideal conmunuication pathways. Of these different cell types in the retina
action potentials only commonly occur in ganglion cells, with infrequent occurrence in
amarcine cells[16). The information processing of interest therefore occurs in cells which
employ electrotonic potentials.

Unfortunately this classification into five cell types may be too simplistic. It is now clear
that there are distinct types of amarcine cells distinguished by morphology, arborisation,
chemistry and responses. Their precise role is unknown but they appear to be concerned
with movement detection and directional sensitivity. To limit the scope of the present
discussion details concerning the structure and function of amarcine cells will be omitted.

The easiest cells in the retina to study are those cells whose axons form the output
of the retina, the ganglion cells . Studies indicate that the ganglion cell receptive fields

have large overlaps so that even a small spot causes a response in several ganglia. As
with the cartridges in the fly lamina, the ganglion cells are organised to form a map of the
field of view. The importance of this mapping for information processing is emphasised
by the fact that it is preserved by the projections of the ganglion cells to the brain. The
antagonistic centre-surround nature of the ganglion cell receptive fields was discovered using
spot stimuli[14). There appear to be two forms of antagonism used by ganglion cells. Cells

12Barlow states that the cones each have their own direct connection to the optic nerve. In this Mespect
the cones are appear to be similar to the RT and RO neurons the fly retina.

"There are two main categories of ganglion cells, referred to u X-celis and Y-cells, which are characterised
by differing responses to stimuli. It would appear that the X-cells concentrate on output from the fovea and
are responsible for high-acuity vision whilst the Y-cells, which concentrate upon output born the periphery,
are primarily motion detectors[] 6]. In animals with a colour vision it is the population or X-eells which
contain colour specific ganglion cells.

7
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14 (a)

Figure 1: A section through a primate retina: Figure (1a) shows the relationship between
the-various cell types. The rods (R) and cones (C) connect vertically to the ganglion cells,
(G), via the bipolar cells, (B), whilst the horizontal, (H), and amzacrine, (A), cells interact
laterally. The triad synapse Is encircled, this is the point at which the rods reaction with
the bipolar cell is mediated by the horizontal cell. Figure (ib) shows the detail of the triad
synapse to emphasis the interaction between the rod and the dendrites of both the bipolar
and horizontal cells. (Reproduced with permission from reference [15])



referred to A on-centre cells respond with an increased firing rate when their cenwrr rZ
illunda ated, In contrast off-centre cells respond to stimulus by slowing their fiing rate.

Detailed studies indicate that the precise form of the centre-surround neighbourboodt
vary between species. Cats have simple circular receptive fields, whilst rabbits have gangliori
cells With receptive fields sensitive to lines and motion In specific directions. Surprisingly.
frogs and toads appear to perform the most retinal processing. They use ganglion cell%
tuned to one of several specific stimuli, including some which are so specific they appear to
be 'bug' detectors[16]. It appears that in higher animals most of the detailed interpretation
of the information Is performed In the higher centres of the brain, where Input from other
sensory systems can be used to assist any Interpretation. The retina of higher vertebrate,
may therefore represent the result of a desire to compress data, without prejudicing later
interpretation by assuming too much prior knowledge.

The next question to consider is: How are these receptive fields organised from the
other cell populations in the retina? In describing the complex connectivity within the
retina the best starting point is the photoreceptor cells, which react light failing on their
surface[14]. The Bipolar cells which receive input direct from the photoreceptors cells have
been found to possess concentric antagonistic centre-surrounds. The centres of the receptive
fields are supplied directly by the photoreceptors, whilst the horizontal cells supply the
surrounds. T},, mechanism by which the horizontal cells affect the bipolar cell response has
been studied by Werblin[17]. Werblin demonstrated that the horizontal cells mediated the
bipolar cell response by correlating the activity in the horizontal cells with the adaptation
of the bipolar cells. By examining the response of a horizontal cell to a point stimulus
it has been demonstrated that the influence of a receptor on the horizontal cell decays
exponentially with distance from the stimulus. This behaviour, together with the numerous
gap junctions between the horizontal cells, suggests that the function of these cells is to act
like a resistive network. The mechanism underlying the Influence of horizontal cells on the
bipolar cells was not identified by Werblin. However, he was able to demonstrate that the
affect of the horizontal cells was to subtract from the stimulus of the bipolar cell before the
rod to bipolar cell synapse. This implicates the triad synapse, shown in figure (1b), where
the rod, bipolar and horizontal cells have neighbouring synapses, in the mechanism. The
fact that the horizontal cells do not adapt with the bipolar cells suggest that the horizontal
cells are stimulated directly by the receptor cell population. The effect of the horizontal cells
is a shift in the sensitivity of the bipolar cells to the level of illumination of the surround of
its receptive field, Then the bipolar cell responds to central illumination levels which differ
by one decade in intensity in this surrounding level. The bipolar cell therefore encodes a
measure of the contrast between the centre and the surround.

Werblin[3] found that he could study the antagonistic centre-surround using uniform
illumination because the effect of the surround Is delayed by 200ma compared with the
effect of the centre. Using this technique he found that at low levels of Illumination the
ganglion cells responded directly to the receptor cells, via the bipolar cells. The horizontal
cells, which mediate the antagonistic centre-surround organisatl-n only affected the bipolar
cells, and hence the ganglion cells at high levels of background illumination. This Is contrary
to a prediction, based upon the predictive encoding hypothesis, in section 2.

9
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5 The Horse-shoe Crab Lateral Eye

The compound eyes of the horseshoe.crab, Limulus Polyphemue, have been studied for over
50 years ". Since this species is an isolated example of the use of compound eyes within its
group, these eyes are extremely atypical. In fact each Limulus has several structures which
are photosensitive and could be termed eyes. The present discussion will concentrate on the
lateral eyes, which are apposition compound eyes used by males to detect females during
mating.

Examination of the lateral eyes has shown that each ommatidium contains a group of
10 - 3 photosensitive retinula cells. The cells connect to the eccentric cell, a modified
retinula unioue to the ,imulus retina, which forms the output. These output neurons from
the onmnatidia then form the plexus, an open meshwork of retinular and eccentric neurons
together with some efferent axons[19. Although the eccentric cells form the output from
these eyes, they do not generate action potentials until they have traversed the plexus.

In the earliest experiments It became evident that the retina performed a great deal of
sophisticated 'data processing' [19, 20]. Initially, the neurons were expected to act Indepen-
dently and inhibitory behaviour between neurons was only dlscovered, by accident, when
it was noted that stray laboratory light usually caused a decrease rather than an increase
in neural activity. This effect is now known to be caused by Inhibitory inputs, from the
receptors stimulated by the stray light Influencing the receptor under investigation. More
detailed studies have indicated that the inhibition Is not Instantaneous. This delay In the
onset of inhibition is critical in the widespread occurrence In neurons of 'on' transient bursts
of activity[19]. These bursts arise because the direct stimulus of the cell generates an in-
creased activity which Is later decreased by the delayed Inhibition. Once the stimulus, and
hence the inhibition, is removed post-inhibitory rebound in the neuron generates an 'off'
burst of activity.

Experiments and simulations indicate that the inhibition caused by a neuron depends
upon its potential after it has itself been Inhibited. The result is that the Inhibition ex-
perienced by an neuron depends upon the Inhibition it has generated In a neighbour. In
an attempt to uncover the mechanism underlying this recurrent inhibition Fahrenbach[211
has studied the synaptic connections In the plexus. His results indicate that the inhibition
is mediated by synapses between collaterals of eccentric cells, with a synaptic connectivity
determined by a stochastic process. This makes describing and then interpreting the plexus
network very diflicult, The stochastic connection rules could only be revealed by detailed
studies of several neurons. In general the synapses occur at the terminal arborisatlons, with

S--input and output neurons Intermingling. The total number of output synapses appeared
to be independent of the distance of the arborisation from the parent axon. On the con-
trary the output synapse density decreases with increased distance of the arborisation from
the parent, 13% of the nearest arborisatlons contained 38% of the synapses. These results
suggests that the stochastic connection rule leads to the Influence of a neuron decreasing

"These studies have been so successful that the neural network in the Limuua compound eye is one of
the few neural networks that have been modeled exactlyll). The equations that describe the response of
individual onrmatidla eye to static and moving images have been available fb twenty years. With the resent
advent of suitable computers, in this cue a connection machine, the response of an array of ommatidia ean
be simulated. These simulations demonstrate that the eyes are tuned to identL* other Horseshoe erabs. A
result which agrees with the behavioura] experiments which demonstrated that the eyes are only used to
locate a mate.
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.with increased distance from the neuron. Tfhus a very different mechanism Is employed to
achieve the effect obtained from a resistive grid in the previous two retinas.

6 Potential Lessons

In each of the preceeding three section we have discussed a different retina. Despite the
fact that these retinas represent three Independently evolved systems, striking similarities
emerge:

All the systems use analog potentials to represent and manipulate information until
it is communicated over long distances to the rest of the brain. It is only at this stage
that it is encoded using action potentials.

* There is widespread use of lateral Inhibition to form antagonistic centre-surround
receptive fields. The fact that there are a variety of intepretations of the function
of this feature simple demonstrates the potential usefulness of this orgenlsational

* principle.

-- . Antagonistic centre-surround receptive fields give sufficient evolutionary advantage
that three different strategies have evolved to generate these receptive fields: The
fly lamina generates a local potential in the glial cells which is subtracted from the
signal by a change of reference. In the vertebrate retina the horizontal cells form the
resistive network, Influencing the other information processing via a chemical synapse.
Whilst, the strangest neural implementation is the stochastic connection probability
enployed in by Limulus.

All the retinas trade speed for accuracy at low levels of illumination by extending the
neural integration time.

SInibition is delayed to allow an on-burst of activity with a corresponding off-burst

caused by post-inhibitory rebound.

It has been suggested by Laughlin and co-workers that predictive encoding is theprinci-
pie underlying the widespread use of lateral inhibition, In particular, in antagonistic centre-
s- uiround. Unfortunately the theory, proposed in 1982, has not developed in light of more
recent experimental results. A consequence of this Is that in some situations the theory fals
some of the tests proposed when It was originally developed. In particular, as discussed in
section 4, the receptive fields in the vertebrate retina have been found to contract[3] as the
overall level of illumination decreases, rather than expand to calculate a 'global' mean as
originally predicted[5]. Closer examination of the original work suggests that this is not a
failure in the underlying theory, but arises from the use of Incorrect assunptions. In the
original work it was assumed that predictive encoding would !e used under all conditions.
More recent studies suggests that predictive encoding Is only used to reduce the dynamic
range of signals if the signal would otherwise exceed the limitations Imposed by the 'wet-
ware'. This explains the lack of lateral Inhibition at the low levels of Illumination which
would not be affected by the limited dynamic range In the neurons. If this is correct then,
despite the errors in Its original formulation([5, the predictive encoding hypothesis appears
to represent the best theory for the Information professing which occurs In retinas. Any

~11



tubsequent theory must retain one of the features of the hypothesis. The desired informa-
tion processing must be Independent of the scene. It is this attribute which enables the
hypothesis to explain the 'hardwiring' of the antagonistic centre-surrounds.

Results from studies of vertebrate colour vision suggest that lateral inhibition can be
used to remove other correlations from signals. Colour vision is due to pigments In the
cones16j. A single pigment would not enable unique determination of colour. This requires
at least two pigments, In fact three pigments, red, green and blue, operating with overlapping
bands are used. Colour is then perceived as the relative activities of cones with these
different pigments. It appears these relative activities are encoded by gano,,Uon cells using
antagonism. In the simplest case of colour coding a receptive field is organised to be
stimulated by one colour at the centre and inhibited by another colour in the surround. The
resulting signal is then the difference between the response of cells with different pigments.
The colour vision system with three overlapping sensors is a smaller version of another
sensory system, the olfactory system, which also uses a range of sensors with overlapping
responses. In fact Shepherd claims a correspondence between the retina and the olfactory
bulb[16]. If this correspondence Is correct then it suggests that the olfactory bulb and the
rttina employ the same information processing strategy. This would strongly suggest that
the strategy employed within retinas to overcome the limited dynamic range of neurons is
generally applied within neural systems.

There are several important facts which emerge directly relevant to the design of artificial
analogue neural networks.

a Lateral inhibition is used extensively to reduce the dynamic range needed to represent
information. The theory which has been proposed by Srinivasan, Laughlin and Dubs

suggests that the lateral inhibition is used to remove predictable correlations from the
data.

9 The dynamic range of the signal should be reduced as soon as possible. This should
be followed by amplification to increase robustness to noise.

* The amplification process should be non-linear and matched to the expected signal
statistics in an attempt to use each signal level equally often.

Considerable effort is employed within the fly lamina to ensure that related data is
present locaUy to reduce length of any signal paths. If this is a general feature of bio-
logical neural systems then the different centres In the brain may be related to different
spatial distributions, representations, of the Information. Each representation could
then emphasise different possible correlations in the information with transformations
between representations occurring during the projection of axons between centres.
These projections employ robust pulse coding of information so that information can
be transmitted over long distances without being corrupted.

e The fly and vertebrate retinas[22] employ two parallel detector systems with different
sensitivities. The coupling between the two sensor systems which occurs In both of
these retinas suggest that the more sensitive system automatically activates the other
system once It becomes saturated.

Finally, this studies emphasises that Information processing can occur within a neural
network without a single action potential Initiation. This demonstrates the Umited nature of
the McCulloch. Pitt model of the neuron which forms the basis of artificial neural networks.

12



A Alternative theory: Retinal Gain Control

In this appendix retinal gain control is discussed as a theory for adaptation. This theory
is not as complete as the predictive encoding theory discussed in the body of the text. It
also appears to be Incorrect as an explanation of retinal function. However, when consider,
ing techniques which can be usefully Implemented in analogue neural networks, biological
correctness is irrelevant. The technique is therefore included for completeness.

In 1984 Shapley and Enroth-Cugell published a paper in which they suggested that gain
control within the retina was a sufficient basis to explain adaptation[24. This new theory
was proposed because the authors thought that predictive encoding may not be robust when
applied to a system in motion, such as an eye. As with predictive encoding the motivation Is
to maintain retinal response to contrast independent of the amount of backgrotud illuina-
tion. This enables the retina to characterise objects by their reflectances. In psychophysical
experiments it is found that the apparent brightness of an object depends upon the border
contrast. This observation appears to be the starting point from which this theory was
developed. Unfortunately it is not clear if this fact could be explained by predictive coding.

To begin it is postulated that the retinal adaptation process depends upon eye motion.
Under these conditions if a receptor is viewing the 'background' and moves across a bound-
ary it can respond to changes in the signal. This response can then be amplified. Retinal
gain control suggests that if the gain of the amplifcation process is inversely proportional to
the original illumination, the amplified signal is proportional to the contrast at the bound-
ary independent of the overall illumination; i.e. adaptation depends upon a gain which
changes with the level of illumination. Experimentally the required type of behaviour was
found in some species but not in all. The authors attempted to verify their theory using
results from different parts of various vertebrate retinas. This casts doubt on the validity
of their results since as the authors themselves note results from one species may not be
valid for others.

In studies of the fly retina, Laughlin and co-workers found that, at the highest levels of
illumination, the gain of the photoreceptor to LMC synapses were constant, independent
of the level of illumination[12]. The only adaptation reported ensured that the synapse
operates in the regime in which it can employ maximum gain. These results appear to cast
doubt upon the use of gain control as an adaptation mechanism in retinas.

Overall it Is not clear if this theory can withstand scrutiny as an explanation of retina
behaviour, however, it may still be applicable in an artificial system.

13



Acknowledgements.

I would like to thank Prof. B. B. Boycott for his permission to reproduce figure (I&)
and his suggested correction of the original. Thanks should also go to Dr. Steve Luttrell
for figure (ib).

References

[1] S. Collins, RSRE 4350 'An Introduction to Information Processing in the Brain'

[2) H. P. Graf and L. D. Jacicel, IEEE Cir. and Dey. Mag. 5 (4) 44 (1989).

[3] F.S. Werblbn 'Adaptation In a vertebrate retina: intracellular recording in Necturus.'
J. Neurophysiol., 34 228 (1971).

[4] C. A.-Mead 'Analog VLSI and neural systems', Addison-Wesley (Reading, Mass.) (1989)

[5] M.V. Srinivasan, S.B. Laughlin and A. Dubs, 'Predictive coding: a fresh view of inhi-

bition in the retina' Proc. R. Soc. Lond. B 216 427 (1982).

[6] S.B. Laughlin, 'Coding Efficiency and Design in Visual Processing' in Facets of Vision,
Edited by D.G. Stavenga and R.C. Hardie Springer-Verlag Berlin 1989

[7] Dan-Eric Nilsson 'Optics and Evolution in the Comnpound Eye' in Facets of Vision,
Edited by D.G. Stavenga and R.C. Hardie Springer-Verlag Berlin 1989

.48] R.C. Hardie, Sensory Physiology 5 1 (1985)

(9] S.R. Shaw, 'Early Visual Processing in Insects' J. Exp. Biol. 112 225 (1984)

[10] V. Braitenberg, Network 1 1(1990).

41]) S.B. Laughlin TINS 11 478 (1987).

[12] S.B. Laughlin, J. Howard and B. Blakeslee Proc. R. Soc. Lond. B231 437 (1987)

[13] S. Lauzghin, ' Neural Principles In the Peripheral Visual Systems of Invertebrates', In
Handbook of Sensory Physiology VII/6b, Editor H. Autrum, Springer-Verlag (1981).

[14] S.W. Kuffler, 3.0. Nicholls and A.R. Martin 'From Neuron to Brain' Second Edition,
Sinauer Associates Inc., Sunderland Mass., (1984)

(15] J.E. Dowling and B. B. Boycott, Proc. Roy. Soc. 166 80 (1966).

[16] G.M. Shepherd, 'Neurobiology', Second Edition, Oxford University Press, New York
(1988).

[171 F. S. Werblin, J. Gen. Physiol. 63 62 (1974).

[18] 4.B. Barlow, Scientific American, April 1990 page 66.

[19] H. K. Hartline, Science 104 270 (1969)

(20] F. Ratliff, H.K. Harth~e and W.H. Miler, 3. Opt. Soc. Am., 53 110 (1963).

14



1211 W. 11. Fahrenbach, Proc. Roy. Soc. B 225 219 (1985).

1221 D. Atiwell and M. Tessler. Lavigne, 'Deoigning synaptic connections In the outer retina'
In Facets of Vision, Edited by DOG. Stavenga and L.C. Hardie Springer..Verlsig Berlin
1989

123] R. Shapley and C. Ehroth-Cugell, 'Visual adaptation and retinal gain contros, Frog.
In Retinal Research volume 3, ed. N.N. Osborne and 0.3. Chader, Pgrgamon Press,

-- Oxford (1984).



INTENTIONALLY BLANK



REPORT DOCUMENTATION PAGE ORIC Ks$vno e1 Nu no, j)

Ow al v " t aosc t es onof Sheet ................ .............. . .......... UNCLASSIFIED.., .......... . ........
(A fo aA INeb p iWo s6 et Should con Wn only undaslofied IntomuUon, if N neIseesry to dmW ed uormsOM g Wd f S ~
mus be mared lo Iaiate the olmlioalorf e (A). (C) or (U),
,Origialor Rewwofieor No. -Mnt YON

MEMO "69 APRIL

RSRE, St Andrews Road
Malvern, Worce WR14 3PS

Monitoring Agency Nowi and LUoweon

Title

INFORMATION PROCESSING IN THE OUTER RETINA

Report Seout Classification Title Clauficalon (U, A, C or S)
SUNCLASSIFIED U

Foreign Language Title (In the case of banslatlons)

Conference Detais

Agency Reference Contract Number and Period

Project Number Other References

ALM=~ Paglnabon and Rlef

COLLINS, S 15

Abstract

Analogue electronics appears to offer the most direct way to mimic the Information processing which
occurs in the dendrites of neurons. Unfortunately, analogue electronics suffers from a restricted dynamic
range, a problem which also occurs In neurons. The study, reported in this memorandum, was therefore
initiated to understand how biological neural systems overcome the problems inherent in employing
components with an inadequate dynamic range. The inadequacy of the dynamic range available in

* neurons is most apparent In retinas which deal with an Input signal covering 5 decades using components"
with a dynamic range of less than 2 decades. The 'predictive' encoding hypothesis which has been
proposed to explain the function of the outer retina Is adopted as a framework for understanding the
neurological data discussed. Then, three different, independently evolved, retinas are considered to
demonstrate the different Implementations of the same underlying principle. The study shows that the
problems posed by the limited dynamic range available in both neurons and analogue electronics can
be overcome If the system Is correctly designed. It also demonstrates that the McCulloch-Pitt model of
a neuron, which forms the basis of artificial neural networks, is an Incomplete model.

Absradt Cless ellotn (U,PC or 8)
~U

Desiptors

Dstrbutlon Stalement (Enter any tInltatbons on the dstbutlon of the document)

UNLIMITED



INTENTIONALLY BLANK


