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6
processor: (1) spatial filter adjustment is not imposed; (2) a higher input

space-bandwidth product; (3) generally, a higher modulation index of the Joint

trdnsform hologram; (4) lower spatial carrier frequency, etc. In view of
these advantages, a joint transform processor, in principle, is capable of
performing optical signal processing more efficiently, particularly in the
application of real-time pattern recognition. The purpose of this research
program is to investigate an adaptive liquid crystal TV based correlator as
applied to real-time pattern recognition and tracking.

In this period, from July 1, 1988 to March 31, 1991, we have
accomplished several major tasks on the research of real-time pattern
recognition with an LCTV based correlator for which various results have been
reported in the refereed journals and conference proceedings; with the
approval of the Department of the U.S. Army. Sample copies of these
publications are included in this final technique report in the subsequent
gections, to provide a concise documentation of our findings. In the
following sections, we shall give an overview of our research work done during
this program, We will highlight some of the accomplished works. A list of
publications resulting from this support has been cited in the preceding
section.

9.1 Rotation Invariant Pattern Recognition (APPENDIX 10.1)

During this research program, we have successfully investigated
rotational invariant pattern recognition using a programmable liquid crystal
televigion (LCTV) based joint transform correlator (JTC), We have introduced
two methods to recognize targets with different in-plane rotational
orientations. One method is using real value implementation of circular

harmonic expansion techniques for joint transform target detection, the other
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spectral content of the target. A paper of this nature is published in the

Optics and Laser Technology [7].
9.5 Comparison of Vander Lugt and Joint Transform Correlator (APPENDIX 10.5)

We completed a theoretical study of comparing the Vander Lugt and joint
transform correlators. Multiplicative noise and differences between input and
reference functions are considered so that their effects on optical
correlation can be estimated. We have found, in general, the JTCs are easier
to construct, simpler to handle and control and more practical for application
than Vander Lugt correlators. However, the basic distinction between these
two correlators are: the JTC filter is signal dependent, whereas the Vander
Lugt filter is signal independent. A paper of this study is published in
Applied Physics [8].

9.6 LCTV Color Encoder (APPENDIX 10.6)

While studying the polarization properties of the liqui& crystal
materials, we have developed a technique to perform real-time gray level
pseudocolor encoding using a LCTV. The LCTV is used under twd different
polarizer/analyzer combination to generate a positive and a negative image.
These images are then encoded with two primary colors by positioning the color
filter respectively. The superposition of these images would produce a gray
level pseudocolor encoded image. The result of this study has been published
in Journal of Optics [9].

9,7 White-Light JTC (APPENDIX 10.7)

In this period of research, we have also developed a technique of
performing joint transform correlation using a white-light source. The
temporal and spatial coherence requirement of a joint transform correlator

(JTC) have been studied. Excellent experimental results have been obtained.
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Since the white~light source emanstes ail visible spectra, the white-light JTC

is capable of expioiting the spectral content of the target. A paper of this

nature has heern published in Optics Letters [10].
§.8 High-Efficient JTC (APPENDIX 10.8)

We have developed a high efficient JTC. By wodifying the joint
transform power spectrum of the input objects, using a spectral sampling
method, the read out light, as well as the physical area, of the square low
detector can be fully utilized. As a result, the output correlation intensity
can be substantially increased. This technique would benefit the real-time
optical pattern recognition performance. To improve the sigual-to-noise, the
read-out can also be done by using partiatly coherent light A paper of this
report is publizhed in Optics Letters [11].

9.9 Autonomous Target Tracking (APPENDIX 10.6G)

Ore of the most interesting research tasks we have accomplished in this
period is the application of liquid crystal TV band JTC to autonomous target
tracking. The fundamental element of the sysziem is a real-time optical joint
itransform corretator using a lignid-crystal television. The parallelism, high
processing speed, and adaptive properties of this optical system assure high
correlation between objects in two sequential frames, The relative position
of the object can then be determined based on the location of the correlation
peak. System performance is elevated and experimental demonstrations have
been conducted. Ve stress that this technique has impertant applications to
real-time missile, aircraft and vehicle treacking, which are very significant
for the U'.8. Army strategic defense needs in guided weapons and hich speed
target tracking svstems. We have reported a paper of Lhis research in Optical

Engineering [121].
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9.10. Image Deconvolution (APPENDIX 10.10)

In this phase of research, we have also performed image deconvolution
due to linear motion using a 1-D joint transform correiator. The technique is
hasically using a blur function, as the reference object, in a joint transform
correlator to reverse the negative phase spectrum of the blurred image. In
other words, the method is equivalent to using a deblurring phase filter in a
conventional coherent processor. The advantages of this technique are
simplicity and flexibility, for which blurred images can be corrected by using
real-time devices. A paper reports the image deblurring using a 1-D JTC
architecture was published in Opntics Communications [13], and a paper deals
with the restoration of linear smeared image is published in Microwave and
Optical Technology Letters [14].

9,11 Reconfigurable Interconnections (APPENDIX 10.11)

High speed computing has aroused great interest in optical
interconnections. We have, in this period, investigated a reconfigurable
optical interconnection using a nonlinear photorefractive crystal. We have
used the coupled wave theory and law of refractior, to analyze the volume of
holograms. Reconfigursble interconnections are discussed employing either
wavelength tuning or spatial division technique. Reflection type volume
holograms can be used for a large number of reconfigurable interconnections in
terms of finite wavelength tumability. Transmission volume holeograms ercoded
in pinhole holograms can be easily recoafigurated by SIM for optical
interconnecticns. [Experimental demonstrations haive also been conducted in
this phase of research. We siress that, the proposed reconfigurable
interconnection technique, would have significant impact on the future

research of high speed optical computing. We have reported a paper to the
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Applied Optics of this study [15].

9.12 Binary Phase Correction (APPENDIX 10.12)

In this research program, binary phase correlation of a liquid crystal
television (LCTV) using a point diffraction interferometer has been
investigated. The use of a point diffraction interferometer offers the
simplicity and advantages of a common-path interferometer for examining the
phase non-uniformity of the LCTV, while the on-line and closed-loop
architecture is capable of generating the optimum phase correctior function.
Both computer simulations and experimental results demonstrate the
effectiveness of the binary phase correction scheme. The results obtained
from the bipolar phase only joint transform correlation reveals the
feasibility of this phase correction technique in actual applications.
Mention must be made that this binary phase correction scheme can be used to
compensate for the phase distortion of a general optical signal processing
system. Other phase modulating real-time addressable SLMs which have a higher
contrast ratio and a larger space-bandwidth product, such as the magnetooptic
SIMS or liquid crystal light valves may be employed to produce even better

results. A paper reporting thes2 findings is published in the 1EEE Photonics

Technology Letters [16].

9.13 Image Classification (APPENDIX 10.13)

We have used a joint transform correlator for the study of 1image
classification by the Kittler-Young transform. The Kittler-Young transform,
is a nonparametric method for feature extraction, which can be effectively
applied to image classification. The advantage of using the K-Y transform is
that it goes one step further in utilizing the eigenvalues. The eigenvalues

are separated into two parts, which are proportional to the class means and
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variances respectively. The effects on the feature’s discriminative power are
in opposing ways. To overcome the difficulty caused by this contradiction, a
feature selection criterion based solely on the class means after normalizing
class variances is used with the K-Y transform. Some of the limitations of
using the first three algorithms can be alleviated using the K-Y transform,
resulting in a2 more discriminative leature space. Experiments to classify
birds and fish, using the K-Y transform are demonstrated. The results show
that the K-Y transform offers a high feature selection than using the
Fukunaga-Koontz transform. We have published a paper of these findings in the
Micro. Opt. Tech. Lett. [17].

9.14 1IPA Neural Network (APPENDIX 10,14)

During this research program, we investigated a neural network model
using Inter-Pattern Association (IPA). The IPA model uses basic logical
operations to determine the inter-pattern association (i.e., assoc.ation
between the reference patterns), and simple logical rules are applied to
construct tri-state interconnections in the network. Computer simulations for
the reconstruction of similar English letters embedded in the random noise by
IPA model have shown improved performance in comparison with the Hopfield
mo~el, A 2-D hybrid optical neural network is used to demonstrate the
usefulness of the IPA model. Since there are only three gray levels used in
the Interconnection Weight Matrix (IWM) for IPA model, the dynamic range
imposed on a Spatial Light Modulator (SLM) is rather relaxed, and the

interconnections are much simpler than the Hopfield model. A paper of this

study is published in Appl. Optics. [18].
9,15 LCTV Neural Network (APPENDIX 10.15)

We have developed an 8x8 neuron optical neural network using pocket size
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liquid crystal televisions (LCTVs). The size of the optical neural network is
about 75x15x25 cms. The operation speed of this LCTV neural network, with 8x8
neurons is about 1.2x105 interconnection operations/sec. However, for a 16x20
neural work, the operation speed can be as high as 3x10e inter.oper./sec.
Experimental results from this LCTV neural network are demonstrated. A paper
of this work is published in Optics Letters [19].

9.16 Nonconventional JTC (APPENDIX 10.16)

In this research program, we have also investigated a nonconventional
joint transform correlator (NJTC). The advantages of the NJTC are the
efficient use of the light source, the use of smaller transform lenses, higher
correlation peaks, and a higher carrier fringe frequency. Since NJTC can, in
principle, process all the information that a conventional optical processor
can offer, we believe that the NJTC would have all the processing capabilities

of a coherent processor. A paper of this study is published in Optics Letters

(20].

9.17 Multi-Target Tracking (Appendix 10.17)

One of the major advantages of optical -ignal processing is the
parailelism in handling high space-bandwidth signals. However, the price paid
is the complexity and stringent alignment of an optical system. On the other
hand, its digital counterpart offers fiexibility and programmability while
sacrificing full parallelism. we have investigated a technique of usi-g data
association target tracking in a motion sequence via an adaptive join.
transform correlator. The massive data in the field of view can be reduced to

« iew correlation peaks. The average velocity of a target during the tracking

ecycle is then determined from the location of the correlation peak. We have
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used a data association algorithm for the analysis of these correlation
signals, for which multiple targets can be tracked. Simplicity in optical
architecture, relaxation of alignment requirements, and the adaptive property
are the major advantages of a hybrid JTC in this mode of operation. The phase
modulation property of a LCTV has been investigated and was employed in this
experiment to improve the detection efficiency of a JTC. A motion sequence of
three targets was used as the input scenes to demonstrate the applicability of
this technique and satisfactory results were obtained. A paper reporting the
performance of this technique is published in Optical Engineering [21].

9.18 Unsupervised Learning Neural Net (APPENDIX 10.18)

One of the features in neural computing must be the adaptability to
changeable environment and to recognize unknown objects. We have, in this
period of research, implemented Kohonon’s self-organizing feature map for
unsupervised learning in an optical neural netwerk. A compact optical neural
network of 64 neurons using liquid crystal televisions is used for this study.
To test the performances of the self-organizing neural network, experimental
demonstrations with computer simulations are conducted. Effects due to
unsupervised learning parameters have been analyzed. It is shown that the
optical neural network is capable of performing both unsupervised learning and
pattern recognition operations simultaneously, by setting twe matching scores
in the learning algorithm. We have also implemented the fast and slower
learning models in the neural networks. We have found that by using a slower
learning rate the construction of the memory matrix becomes topologically mure
organized. Moreover, by introducing the forbidden regions in the memory
space, it would enable the neural netwcrk to I=arn new patterns without

erasing the old ones. A paper describing these findings is published in
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Optical Engineering [22].
9.19 Color Holography Using LiNb03 (APPENDIX 10.19)

Two of the most widely used white-light holograms must be the reflection
hologram of Denisyuk and the rainbow hologram of Benton. In reflection
hologram, a thickness emulsion of about 20pm would have a wavelength
selectivity about AA/.. = 1/40, which is high enough to produce color hologram
images without significant color blur. However, the physical recuirements for
constructing a reflection hologram is rather stringent, which prevents its
wide spread use of applications. On the other hand, construction of a rainbow
hologram requires a narrow siit, for which the parallax information of the
hologram image would be partly lost, In this research program, we have also
demonstrated that color holograms can be constructed in a photorefractive
crystal using a thick LiNbOs crystal with a "white-light" laser. Since
photorefractive crystal is much thicker than conventioral photographic
enulsion, it provides a higher wavelength selectivity such that the color blur
can be minimized. Furthermore, the construction of photorefractive holograms
is in real-time mode and the shrinkage of the emulsion can be prevented. As
in contrast with the photographic film, multiplexing c>lor holograms in a
photorefractive crystal is feasible for which we have experimentally
demonstrated. We have shown “hat to minimize the cr’~= crosstalk, a high
wavelength selectivity {i.e., thick crystal) photorefrac: media than
uwormally required should be used. A paper reporting the color holographic
imaging using a white-light laser is published in Optics Communications [23].
9.20 Compact LCTV Neural Network (APPENDIX 10.20)

In this research, we have also developed a compact sptical neural

network using two tightly cascaded liquid crystal televisions (LCTVs). This
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new optical architecture offers the compactness in size, easy alignment,
higher light efficiency, better images guality, and low cost. The
implementation of the auto-associative and hetero-associative memories to this
new architectursr are also tested. The most import .: ' spect of this new
architecture is that a large numerical aperturs : . """ :35 used in the
previous opticel neural network can be avoided. ‘.. . a more compact size
system can be juilt. Moreover, the lightly cascade- 777V of the system also
relax the fine alignment problem posed by the opt. . .yetem. This proposed
architecture wich experimental demonstration is published in Applied Optics
[24].

9.21 Wavelength Multiplexed Matched Filters (APPENDIX 10.21)

W= have studied the wavelength multiplexing capability using a thick
LiNb03 for reflection matched spatial filter synthesis. In principle, over
1000 spatial filters can be multiplexed in a 4mm thick photorefractive
crystal. The wavelength multiplexing technique in a crystal filter has the
advantage that neither the object nor the reference hoae needs to be changed
in the writing sr reading processes, even though the two processes czn be used
in conjunction to further incresse the multiplexing capabilities. Although
this technique nas Leen used in holographic film which matched filters were
multipiexed, the ithir film emulsion leads to low wavciength selectivity, and
the filters are difficult to produce. By referring the coupled-mode analysis,
we have analyzed the wavelength multiprlexing capability of raflection type
matched spatial filters. By integrating over the thickness of the cryscal, we
have showz: that thick crystal filters exhibit high wavelength selectivity as
well as retaining a gend degree of the shift invariance. Thus, by recording

single wavelength filters, and reading-out the filters with a multi-wavelength
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source, parallel pattern recognition can be performed. A paper on this study
is published in Optics Communications [25].

9.22 Space-Time-Sharing Neural Network (APPENDIX 10.22)

To provide the neural network with learning ability, spatial light
modulators (SLMs), such as liquid crystal television (LCTV), have been used as
the programmable devices. In a fully interconnect neural network, every
neuron at the inpd. plane is counected to all the neurons at the output plane.
For example, 1000 neurons would require a million interconnections. Thus, a
very high resolution SIM is required for the massive interconnection.

However, the resolution of the currently available LCTVs is rather limited,
which poses an obstacle for large scale operation we have, in this phase of
research, used a space-time sharing technique to alleviate this coanstraint.
Since the LCTV neural networ.. is essentially a white-light prccessing systea,
by partitioning the interconnection weight matrix into an array of
submatrices; & large srace-bandwidth pa .er (SBP) can be processed with a
smaller neural networ:. We have shown that to achieve a large SBP of the
system, additional expenditure of processing time is needed. The amount of
processing time increases as the square function of the SBP of the input
pattern. We have also experimentally demonstrated that a 12x12 and 24x24
element pattern czn be indeed on a 6x6 LCTV neuron network. A paper of this
study is published in COptics Letters [26].

9.23 Binary Phase Only JTC (APPENDIX 10.23)

We have also in the research investigate a joint zransform hybrid
optical correlzior as applied to binary phase only filtering. The
Interference tringes of the joint Fourier transformation, due to the reference

and the input targets, are captured by a CCD camera feeding into a
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microcomputer for binarization. A binarized phase only filter, in principle,
can be written onto a spatial light modulator (SLM). By simple coherent
illumination of SLM, correlation cperation of the reference and the input
targets can be obtained computer simulated results for target embedded in an
additive noise is provided. We have shown that high correlation peaks can be
readily achieved under noisy envirciment. Since JTC filter is signal
dependent, for multi-target recognition, it would produce false alarms and
misses. A paper of this nature is published in Micro. Opt. Tech. Lett. [27].
9.24 Remarks

The ability to process a large quantity of information at a high speed
makes the optical correlator an attractive candidate for applications to
machine vision, target tracking and detection, etc. Althnugh conceptually
simple, the Vander Lugt correlator, which emplcys a holographic snatial
filtering technique, has inherent filter synthesis and alignment problems,
that prevent its wide spresd practical application. On the other hand, the
Joint Transform Correlator (JTC) is a simple and practical processor that
overcomes these two major disadvantages. In this repcrt, we have performed
the major tasks proposed on the story of the LCTV joint transform correlator
and other LCTV based system, as applied for pattern recognition. We are
confident that our goal of realizing a practical adaptive LCTV based JYC for

real-time recognition and identification would happen in the near future.
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A cireular harmonic expansion filter is real value imple-
mented in a joint transform correlator architecture to per-
form rotation invariant pattern recognition.

One of the most common problems in pattern recognition
is to identify objects of different sizes, angular orientations
and perspectives. Utilizing the architecture of a joint trans-
form correlator ‘JTC}-3 as shown in Fig. 1, we propose to uce
the real value implemzntation of circular harmonic functions
as references in a JTC to perform rotation invariant pattern
recognition.

If a 2-D function f(r,0) is continuous and integrable over
the region (0,2x), it can be expanded into a Fourier geries as

4w

fird)= S F,(r) explimp), ()
where
2%
F,,,(r)=lj f(r.8) exp(—im@)d6. (2)
2%’ 0

Frn(r0) = Fn(r) exp(im8) is called the mth-order circular
harmonic.

Previous research®-? has shown that by usi.g a single har-
monic Fi(r,a) as a complex reference function, the intensity
of the correlation center is independent of the rotation angle
a. Although f(r,0) is a complex function in general, it is
usually represented by a real quantity in practice. ThusEq.
(1) can be written as

+»
fr) = Fy(r) + 2 }: Re|F,.(r) exp(tmf)]

mej

‘e
e Fyr) +2 N IF.(0) costmé + ¢,,), 3

me]

where Fr(r) = IF.(r)l exp(i¢y,). Inthisreal value implemen-
tation technique, we define the following two reference func-
tions:
Ry (r,8) = 2F,(r)] cos(kO + ¢), Y]
Ryp(r8) = 2F, (1) sin(kd + ¢,). {5)
These real value functions are basically the real and imagi-
nary parts of the circular harmonic Fi(r.6). Using Ry, asthe
reference image function and f(r,0 + o) as the input target
function, the center value of the cross correlation becomes
2r (e
Cu = j j f(r0 + R yrdrdo, (6)
0 Jo
By substituting Eqgs. (4) and (5) into Eq. (6), we have
2' - = vy .
Chl) = L L Folr) +2 mz. I#,0
X cos[m{6 + a) + db,,,l}
X {21F4 ) cos(kd + ¢,)irdrds. W)
Since all the terms in Eq. (7) vanish except the m = k term,
the above equation can be reduvced to
Ciila) = 4x cos(ka) J'- rF(rdr
0
= 2C,(0) cos{ka). (8)
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Fig. 1. Real-time programmable joint transform correlator: L1
and L3 are collimating lenses, L2 and L4 are Fourter transform
lenses, ana BS is a beam sphtter.
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Fig. 2 Input image used in the correlation experiment. The real
and imaginary circular harmonic reference images are displaved at
the upper part, and the input target is at the lower part.

correlation peak \
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Fig.3. Experimental result obtained from the JTC.

The corresponding intensity is
() = 4CH0) cos*(ka), )]

which varies as a cosine square with respect to the target
orientations. Likewise, if Ry(r,8) is used as the reference
image function, the intensity of the correlation center is

I.(@) = 4CH(0) sin“(kn). (10)

Thus, by adding the correlation intensities given in Egs. (9)
and (10), we obtain a new value

Iy = Iila) + 1 ,(e) = 4CH0), (11)

which is independent of the orientation angle . Therefore,
we conclude that rotation invariant correlation is achieved.
Using Egs. (9) and (10), the value of « can b2 determined as

= % tan"vr’i,:/?::. (12)

However, [, an4 I, are positive definad quantities; hence
the value of a-aw 2rmined Eq. (12) is confined to region {0,[x/
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Fig. 4. (a) Plot of the resuitent peak intensity vs the input target

orientation for objects 5 (upper curve} and 3 (lower curve), respec-
tively. (b} Plot of the calculated rotaio: angls a vs input target
onientation.

(2R)}}. Conseyuently, for each o thus computed, there arc 4k
possible orientations of the target.

To insure a non-negative value, bias terms can be added to
Ry and Reo. The positive definite images can then be
written onto the input SLM, in which the undesired bias can
be removed at the frequency plane. On the other hand, it is
very difficult to implement a complex function onto a SLM.
However, ir: arecent paper by Leclerc et al.,” it is shown that
by using a binary phase-only technique, a circular harmonic
expeausion filter can also be implemented directly on a SLM
in a VanderLugt correlator architecture.

Figure 2 consists of the target image 5 located in the lower
half, and the real and imaginary parts of the second-order
CHE of the character are located in the upper half. The
input pattern recorded on a photographic film was then
inserted at the input plane of the JTC shown in Fig. 1, and
the two correlation peak intensities with respect to the real
and imaginary CHE were recorded at the output plane. Fig-
ure J shows the output correlation resuli when the targetisat
0°. Figure 4(a) shows the sum of these two intensities as a
function of the target rotation. We can see that the peak
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intensity is independent of the angular rotation of the target.
Therefore, rotation invariant pattern recognition is
achieved. ¥.en another numerical character 3, which has
great similat.cy to the character 5, was used as the target
image, the correlation response shows a high degree of fluctu-
ation. This illustrates the discrimination of this filter. Fur-
thermore, the orientation « of the target was also calculated
by using Eq. (12). The plot of « vs the target orientation
presented in Fig. 4(b) shows that the experimental result
obtained is within an accuracy of £5°.

It must be mentioned that this technique requires summa-
tion of two correlation peak intensities for each input target.
This is a major drawback of this technique and introduces
certain degrees of difficulties in practice. One of the two
peaks might fall below the noise level of the detected signal
and would be impossible to detect. However, the comple-
mentary peak in this situation emerges to give a high correla-
tion peak intensity based on the equation that sin?0 + cos?f =
1. Therefore, one of the two peaks would be adequate to
detect the target in this situation.

When two or more targets are present at the input scene,
multiple correlation signals are produced. Therefore, one
also has to ensure that proper pairs of correlation peaksare to
be added. We note that the space invariant property of a
JTC provides one with the position information of the target
based on the location of the correlation peak. Therefore, ifa
peak is located at position A on the output plane, its compli-
mentary peak must be located at a location dictated by the
value of A and the predefined relative position of the two
references. The correct complementary peak’s intensity can
then be obtained accordingly.

Insummary: The real value implementation of a circular
harmonic function in a JTC has been investigated. By using
the real and imaginary parts of circular harmonic reference
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functions, rotation and shift invariant object detection can
be carried out with a JTC. The advantage of this techni. ue
is that the reference images are a positive real value, which
can easily be implemented on programmable SLMs.

Partial support of this research by the U.S. Army. Missile
Command, through the U.S. Army Research Office contract
DAALO03-87-K-0147, is gratefully appreciated.
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4 study of the effect of fringe binarization on the joint
transform correlator has shown that the interference
fringes for raultiple targets could produce false alarms and
misses.

One of the ir.portant features of an optical correlator is
based on the shift invariant property of the Fourier transfor-
mation which allows multiple targets to be detected and
tracked. In an optical joint transform correlator {JTC),!-3
both the reference object and the input targets are located in
the input plane of the coherent optical processor. The corre-
sponding joirt transform power spectrum of the input ob-
jects (i.e., the reference object and input targets) consists of
various carrier interference fringes, which can be extracted
by asquare law device such as an image detector. By inverse
Fourier transforming these interference fringes, the cross
correlations between reference object and input targets are
produced.

In this Letter, the effects of binarization of the power
spectrum® in a JTC are discussed. We assume that the
reference object fy(x,y) and the input targeis f(x,y), i = 1,
2,... N are positioned at (6,,5;),{ = 0,1,... N as shown in
Fig. 1. With coherent illumination, the complex light distri-
bution at the Fourier plane P, is given by

N
Glp.a) = > Fp.q) expl—jlap + b 7], (1)
where =

Fipag) = #lflx], 1=012,....%, 2)
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Fig. 1. Joint transform optical correlator using binarized interfer-
ence {ringes.

7 denotes the Fourier transformation, and (p,q) is the angu-
lar spatial frequency co” “'Z~te sy om.

The corresunnding Latensity “istr. Sution captured by the
£CD cam=ra can be written us

v
Cip gyt = S IF(pg)t¢
0

~
+> FipeIFi(pg)
=i

X espi~j[(ag— @ 2 + iy — b)qj}

+ 3 FloaF(p.)

X expi—j{(=a,+ a,)p + (—b, + b)gl}

N=-1 N

+3 S FlpaFipa)
=] k‘-T;l

X expt~jl(a, = ap)p + (b, ~ by)q]}
N-}y N

+ z z F:(P:Q)Fk(quz

i=l h=gs]

X expl—j{(=a, + a,)p + (=b, + by)g]}, (3)

2
where » zepresents the compler conjugate. The output hgé;
distribution, through inverse Fourier transformation, can be
shown to be

N

gxy) = ¥ R, (xy)?

Tl

N
+ z ROl{x - (ﬂg - a;)-)' - (bo —-& )q]
i=1
N
+ 3 Kolx + @y~ a)y + b, —b)al
=]
Nel N
+ z Z Rulx — @, = apy — (b, - b,)q]
1=l k=4l
N-1 N
23 D Rzt lg—a)y+b,-byal, @

=] kel

where R:x(x,y) represents the cross correlation between
filx,y) and fi(x,y). To separate the cross correlation be-
tween the reference object and the targets [i.e., Ro,(x,y) and
Ryo(x,y)1 from the cross correlation between input targets
themss es, we let the separation between the reference ob-
ject and input targets be

min_[(@y =)+ (5= 5]
14 . -t

> max [(a,—a)?+ (b~ b)Y (5)
k=i, N

If the input targets are identical to the reierence object,
ie, fi(x,y) = f(x,y) for all i, Eq. (3) becomes

IG(p,g)* = (N + 1)IF(p,q)I2

N
+2 z IF(p,@)I? cos{(ay — a,)p + (by — b,)q]

i=}
N-1 N

+2y > Fipglt
T:l' LT3

X cosi(a, ~ ay)p + (b, — b)g]. 6)

Thus the carrier inierference fringes can be seen in the cosine
terms. By properly thresholding Eq. (6), the binarized
fringe pattern can be described as

11 I(P’Q) 211‘,

H(P;‘:) = {0, ‘,(p’q) <1r, (1)

- [

Fig.2. {a)Inputpianegeometry. E areusedasthereference object and input targets. *b) Output correlation peaks after fringe binarization,
(¢) Output correlation peaks for noisy targets in (a) after fringe binanzation.
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where /(p,q) is the intensity distribution, i.e., |G(p,q)I%, and
Iris the selected threshold level.

Let us first consider a single input iarget case, then the
binarized pattern H(p,q) would become a rectangie wave
function, which contains the carriet fr=guency {.2., interfer-
ence fringe frequency) and its harmonics. By inverse Fouri-
er transforming this function, a series of correlation spots
will be produced. The first-order correlation spots repre-
sent a match of the input targets with respect to the reference
object. However, if the input is composed of multiple tar-
gets, the joint transform interference fringes will be very
complicated and the binarization of these fringes could mask
the carrier frequei.ny content and possibly generate unwant-
ed frequency components. Therefore, binarization of a joint
powerspectrum for multiple targets will generally cause false
allarms and incorrect identification in the output correiation
plane.

Computer simulatic ‘s are now given to predict the effects
of fringe binarization on the JTC. In the first example,
shown in Fig. 2(a), the character E at the right-hand side is
used as the reference object and the other characters on the
left-hand side are used as input targets. From this configu-
ration, the correlation between the reference and targets
should be located inside a viewing window given by

3h<x<8h and -h<y<h,
or

~8h<x<-3h and —-h<y<h. (8)

It is assumed that the character E occupies 15 X 15 pixels and
the separation i is 17 pixels. A 512 X 512 point fast Fourier
transform was used in the calculation. Figure 2(b) showsthe
output correlation peaks within the viewing window. A false
alarm, due to the binarization process, can be seen in this
simulation. Inother words, if the nonlinear operation works
well, there should be three correlation peaks in the viewing
window. Infact,asshownin Fig. 2(b), there are four correla-
tion peaks, one of which is apparently the result cf the
binarization process. We further demonstrate that, if the
inputtargets [e.g., Fig. 2(a)] are embedded in additive Gauss-
ian noise (with SNR = 15 dB), a false alarm an“ a miss are
produced. as shown in the simulation result of Fig. 2(c).
Moreover, if an A, instead of the £, is used as the reference
object, as depicted in Fig. 3(a), a false alarm could also be
produced, as shown in Fig. 3(b), even though the reference
and targets are different. In this figure, we see a strong peak
appear uninvitedly at a wrong position. which is purely due
to the binarization process. Several runs of simulation, un-
der low level noise environment (e.g., SNR > 15 dB), have
been tested. The positions of the false alarm and the miss
remain unaltered. Mention should be made that any change
of the positions of the false alarm and the miss has not been
observed in various runs of simulation. with different noise
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disturbances of the same level. Thus we see that binariza-
tion of joint transform spectral fringes would generally intro-
duce false alarms and misses for multitarget correlation.

Summarizing: we have examined the effects of the fringe
binarization on the joint transform correlator via computer
simulation. The simulaved results show that the binarized
joint traneform interference fringes for multiple targets
could produce false alarms and misses. Fringe binarization
may not be usefully applied for multiv!s target recognition.
although it can be applied successtully to noise free single
target correlation.

We acknowledge the supgort of the U.S. Army Research
office contract DAALU3-87-0147.
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Fig.3. (a)Inputplanegeometry. A isused asthe reference object.
(b) Output correlation peaks after fringe binarization.
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Comparison of detection cfficiencies for VanderLugt and joint

transform correlators

Francis T. S. Yu, Q. W. Song, Y. S. Cheng, and Don A. Gregory

The correlation of peak intensities of VanderLugt and joint transform correlators with a single object,
multiple objects, ar.d roisy environments are analyzed. The study shows that the VanderL.ugt correlator can
generally perform better for the multiple object case and also under a noisy environment.

. Introduction

The VanderLugt correlator! (VLC) and the joint
transform correlator? (JTC) are the major types of
optical correlators used for pattern recognition appli-
caticns.>® In this paper, we investigate the detection
efficiencies of these two types of correlator for multiple
objects, and within a noisy environment.

Il. Basic Analysis

In the following, we review the basic mathematics
associated with the VanderLugt and Joint Transform
correlators to establish notation. The complex spatial
filter as obtained with the VanderLugt technique can
be written as

HG £ =|F( [P+ A+ 24 F(,.f,)|
X cos[2xfox — olfyf,)] (1

where [f; = x/(M).f, = y/(\))] are the spatial frequency
coordinates, fq is the spatial carrier frequency of the
matched filter, A is the amplitude of the reference
wave, X is the illuminating wavelength, f is the focal
length of the Fourier transform lens, and F(f..f,) =
|F(f=f)| expli¢(fef,)] is the Fourier transform of the
object f(x,y).

The normalized amplitude transmittance of the spa-
tial filter can be written as

1

{IF0.0)} + AF

+ QA‘FU:'[V)! C08[2ffox - ¢(fx.f_y)“- (2)
where we have assumed

H(.f) = HF(LLIP + A

Don Greg: i3 with U.S. Army Missle Command. Redstone Arse-
nal, Alabama 35898; the other authors are with Pennsylvania State
University, Electrical Engineering Department, University Park,
Pennsylvania 16802,
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[FO0] =1F(fof,)| s @
At the output plane, the complex light distribution can
be written as

glxy) = ey * f(x.y) © flx,y) + A(z,y)

1
[IF©0,0)] + A
+ Af(x + Mfy,) @ f(x + Mfoy)

+ Af(x = Mfoy) » f(x — Mfop)h “4)

where = and ® represent the convolution and the corre-
lation operation, respectively. The third term of the
above equation represents the autocorrelation of
f(x,), in which the correlation peak intensity is given
by
I A ’
YT IFo0] + AP
For a given signal, the equation is a function of the
reference beam amplitude. The optimum correlation
peak intensity occurs for unity reference-to-object
beam ratio (i.e., A = |F(0,0)]). The corresponding
output peak intensity can be written as

[ [ iraonre ax ey (5)

5

=Ll j r-lf(x,y)lzdx dy| -
16]FO0)2 |/ !-- ’
We shall now provide the same calculation for a joint
transform correlator. Let the amplitude transmit-
tance at the input plane be

Iy 6)

tx,y) = flx — x, ¥) + flx + x,.5), {7

where one of the input objects serves as the reference
image.

Since the square law detector at the Fourier plane
takes the square modulus of the Fourier transform of

t(x,y), the normalized amplitude transmittance of the
JTC filter can be written as

[P

H{f.f) = -
ol 21F(0.0)]*

{1 + costd=xf,)]. {8
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Assuming unity illumination of this filter, the out-
put complex light distribution is given by

slxy) = [2f(x,y) ® flx,y}

1
41F(0,0)*
+ flx + 2x,,y) ® f(x + 2x,,y)

+ fix — 2x,,y) ® f(x ~ 2x,,y)], 9

in which the correlation peak intensity at (2x,0) or
(—?.X(),O) is
Iy=—t hl/( )2 dxd ‘2 (10)
Y7 161F0.00° U J.. =y dzdy|
From Eqs. (6) and (10), we have
I
Y =|F0,02 (1n
1

So far we have assumed unity read-out illumination for
both the VLC and the JTC. If the read-out intensity
for the JTC is B? instead of unity, then Eq. (11) would
be equal to|F(0,0)|%/B2. Unless B is equal to | F(0,0)],
Iywould not equal I;. This means for a smaller object
with lower average transmittance, the ratio Iv/l; is
low. Thus, the relative performance would favor the
JTC for smaller objects with lower average transmit-
tance. An example can be given to demonstrate this
effect. Let the average amplitude transmittance of
the ckiect t and its spatial dimension be X2. Then, the
zero-ora«t Fourier diffraction would be confined with-

in the region of (Af/X)2. Hence, the intensity at the.

origin of the Fourier transform plane is £2X4/(\f)2 for
unity illumination. To make Iv smaller than I, for A
=6 X 10~4 mm and f = 300 mm, ¢ should be smaller
than 0.18 for an object size of 1 mm?2.

. Muitiobject Detection

For the case of muitiple objects, the amplitude
transmittance of the VanderLugt matched filter, as
given in Eq. (2), is independent of the input objects.
The input amplitude transmittance is assumed to be:

M
tyvizy) = S f(x=x,3) 2, <X<xy...<xy, (12)

awl

where we have M nonoverlapping objects distributed
on the x-axis.

Thus, the output complex light distribution would
be

M
1 R
g (2y) = N [fx - XY}

[IF0.0)] + A] —

o fix —x 318 flx —x,¥)

+ Aflx — x5 + Aflx + Mf. — x.3)

® flx + Mf. — x,.¥)

+ Aftx = Mfo + x,.5) ¢ fix = M, + 2.0, (1D

where the width of each object is assumed tobe X. If
Mfaisgreater than xs: — x; + (5/2) X the outputs do not
overlap. The corresponding correlation peak intensi-
ty at (= Affu + x,,,0) is then identical to that of Eq. (6).
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For the JTC, the input transmittance can be writlen
as
M
!,,”=/(x +x..-}')+ v/““xmy)' ('4)
n=i
where the first term represents the reference object.
After square law detection, the normalized ampli-
tude transmittance of the JTC filter is

IF(f 01

H, (fof,) = —_—
M F MR
M

xj1+M+2¥ cos[2x(x, + x,)f,]

n=l

M
+2 S cos(2xlz,, — x)f ] . (15)

me=]
n<m

The corresponding output light distribution can be
shown to be

Emslxy) = 1

—_— | I +Mf(x,y) ®flx,y)
(1 + MY F0,0)2

M
+ F flx = xy+ x,,5) @ flx — 2o + x,,,¥)

n=}

M
+zi(x+xo—x,,,y)@f(x+xo+x,,.y)

n=}

M M
+S‘ ?,(x_xm"'xmy)@,(z-xm-l-xmy) 4 (16)

m=} nw}
nem

Thus, the correlation peak intensity at either (xo —
x,0) o7 {=~xg + 2,,0) can be written as

CUPPESINS SN [ PN %,
= IO i ] | Wl dz dy an

It is apparent that the intensity of the correlation
peak decreases very rapidly as the number of the ob-
jects M increases. The reason is that the wave ampli-
tude at the origin of the Fourier transform plane is
proportional to the number of input objects, which
includes the reference image. Thisis essentially limit-
ed by the max:mum amplitude transmittance of the
JTC filter, which ~an not exceed unity. Furthermore,
from Eqgs. (17) and (6), the correlation peak intensity
ratio between the JTC and the VLC, for the multi-
object case can be written as

16

S e (18)
Ly (1 + AYFO0)°

Since the output corraiation intensity from the JTC is
dependent on the number of input objects, Eq. (18)
shows that the performance of the VLC would general-
Iy be better than the JTC, unless (1 + M)?|F(0.0)] < 4.

Figures 1(a)-{d) show the cor-elation peak intensity
as a function of the number of input objects {or differ-
ent values of | F(0,0)]=. Since the VanderLugt fiiter is
independent of this input objert :llumination, the VLC
peak intensity remains constant regardless of the num-
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Fig.1. Correlation peak intensity as - function of the number of objects
| F(0.0)]2 = 0.03125: (b} for | F(0,0)]2 = 0.125:

ber of input objects. However, the peak intensity
decreases very rapidly for the JTC as the number of
input objects increases. Furthermore, the relative
performance of the JTC and VLC depends on the
number of input objects for | F(0,0)] < 1. This can be
demonstrated by looking at Fig. 3(a) in which the JTC
performs better only when the number of input objects
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(e} for |F{0.0]2 = 0.5: (d) for | F(0.00]2 = 2.0.

is smaller than three. However, if |F(0,0)] > 1. the
VLC would always perform Letter than the JTC.

iv. Detection in a Noisy Environment

~ We shaﬂ. now investigate the case for input objects
imbedded in a noisy environment. In this case. the
Input transmittance function can be written as
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M
tuled) = Y fz = 200) + nlxy), (i9)
n=}
w}}ere n(x,y) represents additive noise. Since the am-
plitude transmittance of a VanderLugt filter is inde-
ppndent of the input object, the complex light distribu-
tion at the output plane can be shown to be

M
. 1

4 )=ﬁ— - *? - ’
Smvixy FO0 + 4F {ni flx = xpy) # j{x = 2,5

@ flx —x,y)

+ A%f(x = x,9) + Af(x + Mfy— x,.)

® flx + Mfy~ x,,)

+ Af(x = Mfo + x0) * flx ~ M, + x,)]
+nlxy) » flxy) ® flx,y) + Alislx,y)

+ An(x + Mfoy) @ f(x + Ay =~ 2,9)

+ An(x = Mioy) * flx = Nfo + x,,.y){}- (20)

Thus, the output correlation peak intensity is un-
changed from that given in Eq. (6). The output noise
intensity can be written as

-

r = ——1__ ] ) 0

= SIFOO l [_‘ nlx,yif*(xy) dxdy]

The output signal-to-noise ratio can be expressed as
|| [ esrrae dyr

e

n{xy)f*(x.y) dx dy l

L3
<
.

(21)

For a noisy input in a JTC, the input is given by

M
e =fx—2o) + Y flr =z, +nlzy).  (23)

n=i

The amplitude transmittance of the JTC filter can be
written as

H, - ! FULP
ullud) [(1 + MY F(0,0)] +|N(©0.0)|)? [’ el {1 M

M
+2'5 cosf2rlx, - x,)f,]

nel

M M
+9 ? S‘ cos[2=(x,, - anf;}}

e} pe]
agm

+ FUf fIN*(f.,) exp|—i2=xyf,]

+ P L NG expli2ex.f,]
M

+ P JINEL) N expl-i2ex.f,]
rel

+ F’(fgﬁlfv)xgg-{i)

Lt

M
x N expli2ez.f,] + h‘e’(,f,.{;;?]- (24)
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The output correlation peak and noise intensity can be
shown to be, respectively,

1

Lo =
M7+ MYFO0)] +|NOO)J*
X f f”m:wwza_v 2, (25
L= 1
M1+ MIF©,0)] +[N©,O)|J*
X j ]“ n(x.y)f‘(x,y)dxdylz- (26)

From these results, it is observed that the output S/
N is the same for both the JTC and the VL.C. Howev-
er, the correlation peak intensities are quite different.
For the JTC, the correlation intensity is dependent on
the presence of input noise, while for the VLC, the
peak intensity is independent. The ratio of the peak
intensity between these correlations can be written as:

Dus _ 16| F(0.0)1 . @7
Iyy 1+ MYF(00)] +IN(OO)}

Figure 2(a) shows logarithmic plots of Iy, /I 3 as a
function of M, for various noise levels [N(0,0)]2/
|[F(0,0)]2 For a certain noise level, In(ly, /Iy de-
creases monotonically as M increases. On the other
hand, for a fixed number of input objects, the value of
In(lysy/Tyy) becomes smaller as the noise level in-
creases. In the region above the M-axis, the correla-
tion peak intensity for the JTC is higher than that for
the VLC. In other words, the JTC would perform
better in this region. On the other hand, the VLC
would perform better than the JTC in the region below
the M-axis. Furthermore, the curves in Fig. 2(a) are
shifted down as|F(0,0)]? increased. Thisimplies that
due to the limited dynamic range of the square law
converter, the JTC correlation intensity decreases if
the average transmittance function of the object be-
comes larger. Logarithmic correlation-peak-intensity
ratios as a function of noise level for various number of
input objects are plotted in Fig. 3. It is apparent that
In(I, /Tyy) decreases monotonically as |N(0,0)]%/
1%(0,0)]? increases. With the same noise level, the
value of the correlation intensity ratio becomes lower
as the number of input objects increases.

V. Conclusion

We have studied the detection efficiencies for the
JTC and the VLC, with multiobject scenes and in a
noisy environment. For the single-object case. it was
found that the relative performance, between these
two correlators, depends upon the object transmit-
tance function and the object size. In general, the
VLC would perform better unless the input object is
very small with very low average transmittance.

For the multi-object case, the JTC peak intensity
decreases rapidly as the number of input objects in-
creases. Sincethe VanderLugt filter isindependent of
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input noise, the VLC peak intensity remains constant
regardless the number of input objects. When|F(0,0)|
< 1, the relative performance depends on the number
of input objects. The JTC may perform better if (1 +
M)?|F(0,0)] <4. However, for |F(0,0)]2> 1, the VLC
would always perform better than the JTC.

Although the output signal-to-noise ratios for both
correlators are the same, their correlation peak intensi-
ties are quite different. Since the VanderLugt filter is
not changed by input noise, it should generally per-
form better in a noisy environment, except for
|F(0,0)][1 + M +|N(0,0)|/|F(0,0)|]2 < 4.

We finally remark that, in terms of detection effi-
ciency, the VLC will generally perform better when
compared to the JTC. However, with respect to real-
time applications, the JTC still offers the advantages
in spatial filter synthesis, alignment of spatial filter,
and overall simplicity.

We acknowledge the support of U.S. Army Missile
Command through the U.S. Army Research Office
under contract DAAL03-87-0147.
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Adaptive joint transform
correlator for real-time colour
pattern recognition

F.T.S. YU, S. JUTAMULIA®, R.V. YELAMARTY, D. A. GREGORY

Colour liquid crystal televisions (LCTVs) can be used to perform real-time multi-
channel joint transform correlation capable of discriminating between different
colours and different shapes. !n the future this optical system may be combined
with a digital knowledge-based inference processor. Preliminary optical
experimental results are presented, which demonstrate how such a system would

work.

KEYWORDS: liquid crystal televisions, colour recognition, shape recognition, joint transform

correlation

Introduction

Recently, we have demonstrated real-time polychromatic
pattern recognition using a commercially available
inexpensive colour liquid crystal television (LCTV) and
multiple Vander Lugt matched spatial filters!. This
method has the important limitation of changing the
reference pattern. To improve the adaptability of the
colour pattern recognition system. a joint transform
correlation processor which has been successfully applied
to monochromatic pattern recognition?, is proposed.
The reference colour pattern then may simply be
generated by a computer or a CCD camera.

The uses of LCTVs in optical processing and
computing have been widely reported!-'+.
Monochromatic real-time pattern recognition based on
Vander Lugt matched spatial filtering techniques was
demonstrated by Liu et al* and Gregory*. A non-
coherent pattern recognition technique using LCTVs
was reported by Jutamulia et al*4, which can be directly
extended to colour object identufication. Colour pattern
recognition has also been performed using a colour
sensitive matched spatial filter!*"'?, a deflecting
prism'3, and a diffraction grating!®"2'. In this paper.

a technique which uses colour LCTVs in the
construction of a multi-channel joint transform
correlator will be described. This system could be
considered as a model for future. optical. knowledge-
based pattern recognition systems=2.

Concept
The joint transform processor is an alternative
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approach to opticzl pattern recognition?3-24, and has
proven to be suitable for adaptive programmable
correlation because no matched filter is required. In
general, it is very difficult to generate a dynamic
Vander Lugt matched spatial filter in the Fourier plane.

A commercially available colour LCTV (Radio Shack.,
Catalogue Number 16-154) has been used to construct
the multi-channel joint transform correlator. The
structure of the display panel is depicted in Fig. la.
From this a diffraction pattern with well separated
colour spectra should be expected as shown in Fig. 1b.
Fig. 2 shows a schematic diagram of the experimental
arrangement. The lower optical set-up in Fig. 2
performs the joint Fourier transform of the reference
and test object displayed on LCTV1 and LCTV2
respectively. The upper one performs another Fourier
transform operation on the joint transform power
spectrum to obtain the correlation signal. L, and L,
are lenses for collimating the beams, L, is a Fourier
transform lens and L, is a microscope objective.

Basically this implementation utilizes three colour
LCTVs. illuminated by collimated red and green laser
light from HeNe and Ar icn lasers as shown in Fig.

2. Ideally, three primary colours should be used.
Vidicon3 is a TV camera directed toward a scene which
may or may not contain the desired colour object. This
is displayed on LCTV1 without passing through the
microcomputer or other digital system preserving the
high speed processing capability. LCTV2 is driven by
a computer in which a set of reference colour patterns
have been stored. The reference pattern displayed on
LCTV2 can be chosen directly by an operator or

determined by software control of the feedback input
from Vidicon2.

LCTV1 and LCTV2 are arranged side by side in the
same plane as shown in the lower set-up of Fig. 2. The

© 1989 Butterworth & Co (Publishers) Ltd

189




[TTTTTITTTTTTITIT
IIENEEERENERRERAY

INNENERENEREREE)
IITITITITTTITITIT

b

Fig. 1 (a) Structure of the colour LCTV display panel: (b) schematic
diagram of the polychromatic spectral distnbution at the Founer
transform plane (zero and first order maxima)

joint transform is performed by the lower lens L,. The
pixel structure of the LCTV produces multiple colour
spectra in the Fourier plane as shown schematically in
Fig. 1b. A microscope objective lens L, with a small
aperture selects and magnifies only one diffraction
order consisting of well separated colour spectra. The
intensity joint transform distribution of the selected
diffraction order can then be recorded by Vidiconli
which is dircctly connected to LCTV3.

The correlation signal is obtamed by performing a
Fourter transtorm of the intensity pattern of the colour
Jont transform speetra displiayed on LCTV3 This s
done using lens L lens L 15 another microscope
objective which seleets and magnities the coloar
correkition signad for detection by Vidicon2! [ the sero
order s selected, colour correlation peaks will
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Fig. 2 Conceptual architecture of an adaptive joint transform
correlator
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Fig. 3 Schematic diagram of a knowledge-based reai-time
polychromatic correlator

superimpose. Thus. a correlation peak which has the
same colour as the object (if three primary colours are
used) can be observed. In approaching a knowledge-
based correlation system?2, a diffraction order that
gives a spatially separated primary colour correlation
pattern should be selected. A computer would analyse
the independent colour signals and then determine the
colour of the object. This may require updating the
reference pattern with patterns from the knowledge
base for obtaining the best match. A schematic diagram
of this process is depicted in Fig. 3.

Experiments

To venify operation of this knowledge-based colour
correlator and the usefulness of the colour LCTVs. a
preliminary experiment has been performed. A
schematic diagram of the experimental set-up is shown
in Fig. 4. A microcomputer was used to generate a
colour object and reference patterns simultaneously on
a single LCTV. A black and white picture of the
generated colour patterns (simulated fighters) taken
from a colour video monitor 1s given in Fig. 5a. Fig.
5b shows the picture as taken directly from the LCTV
and as can be seen. the LCTYV has low resolution and
give g colour ghost image. The colour ghost image 15
due to cross-talk between neighbouring colour pixels.
For simplicity. only two primary colours (red and
green) were used, A collimated bichromatic coherent
heam from HelNe and Aron lasers 15 inaident on the
LOTV, which was disassembled and immersed ina
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Fig. 4 Expenimental set-up of the adaptive joint transform correla,or
for real-time colour pattern recognition

liquid gate. The polarizers of the LCTV were removed
and good quality polarizers were used in the set-up
shown in Fig. 4. The joint transform of the object and
the reference patterns is performed by lens L,. If the
object and reference are identical (same shape and
colour). the joint transform spectrum consists of a two-
colour fringe structure.

The pixel structure of the display panel diffracted the
joint transform spectrum into many orders. The red
and green spectra were overlapping at the zero order.,
However. they were separated further at higher
diffraction orders. The second order of the joint
transform spectrum was selected because the red and
green spectra were sufficiently separated but they were
still covered and could be magnified by a single
microscope objective L. These magnified independent
red and green spectra were detected by a TV camera
and recorded by a video cassette recorder (VCR). The
Joint transform spectra displayed on a video monitor
are shown in Fig. 6a for the input of Fig. 5b. Fig. 6a
shows a black and white picture of green fringes on
the left and red fringes on the right. The green fringes
scem to be stronger than the red. This might be caused
by the larger green area than the red as shown in Figs,
5a and b. When one of the simulated fighters was
covered. the fringes disappeared as llustrated in Fig.
6b. The red spectrum was under-exposed thus it is
hardly seen in Fig. 6b.

The recorded fringe structure was then replayed using
the same LCTV. To reduce colour cross-talk
(transmittance of red light through green pixels and
vice versa), additional red and green filters were used
to cover red and green fringes of the LCTV. The
correlation signals were then input to the computer for
the inference procerss. [n this preliminary
demonstration, a dizital inference process wis not
atiempted. The correlation outputs were obtuined by
taking the Fourier transform of the fringe structure
shown n Fig. 6a Half of the mugm!" d hichromatic
correlation output is demeted in Fig. 7a. The extended
dc patterns are shown in the upper part of Fig. Ta.
The dc patterns were due to the background
transmitiance of the low contrint LOTV sereen. The
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Fig 5 Object and reference patterns generated by microcomputer
{Apple I1)- (3) displayed on ordinary colour TV montior, and (b)
displayed on colour LCTV. The centre is red and the edge 1s green

Fourier transform of Fig. 6b is depicted in Fig. 7b.

The subtraction of the dc struture shown in Fig. 7b
from Fig. 7a will produce the correlation spot alone.
The subtraction may be included 1n the digital inference
process.

Concluding remarks

Fhe apphicanion of i colour LCTV 1o polychromaitic
pattern recognition has been demonstriated using a
muiti-channel joint transform corrclator. This should
he surtable Tor extension to i knowledge-bused object
dentilicr beeause generiton of the colour reference
pattern i the jomt transform correlator s cisier than
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Abstract. A generalized optical correlator is used to analyze the performances of the
Vander Lugt and the joint transform architectures. Noise performance and the effects
caused by the differences between the input and the reference functions are analyzed. [t is
found that the modulation index of the joint transform filter decreases due to the presence
of noise as well as the differences between the input and the reference functions. However,
it is found that. in general, the joint transform correlator would perform better than the
Vander Lugt correlator and certainly has the advantage for real-tims implementation.

PACS: 42.30. 42.80

Two commonly used techniques for optical pattern
recognition are the Vander Lugt [1] and the joint
transform [ 2, 3] correlators. With the Vander Lugt cor-
relator, investigators have used a variety of techniques
to synthesize multiplexing matched filters, sr’ch as the
frequency [4], the angular [5], the color multiplex-
ing [€], the holographic lens array [ 7] and the rotating
grating technique [8]. However, the joint transform
architecture combined with a TV camera such as
vidicon and a2 CCD can be operated in a real-time
mode with ease [9, 10]. Nevertheless, the application
of spatial light modulators to both Vander Lugt and
joint transform correlators provide significant im-
provement of the system operation [8-13]. We shall,
in this paper. anaiyze the basic performance of the
Vander Lugt (VLC) and the joint transform (JTC)
correlators. In the following. we first present a gen-
eralized optical correlator for both architectures. The
performance and limitations of these correlators are
evajuated. Multiplicative noise intreduced by the
spatial light modulators has been used for the analyses.
Theeffects of the noise perturbation and the differences
between the input and the reference functions on
modulation index of the corrclation filter are cal-
cus “~d.ltisshown that the JTC can generally perform
better than ihe VLC. particularly for real-time
:mplementation.

1. A Generalized Optical Correlator

A generalized optical correlator can be described by
dividing the system performance into two parts:
namely. the correlation filter construction and the
correlation operation. Notice that the term, “correla-
tion filter.” used here is for both the matched fiiter (MF)
and the joint transform hologram (JTH). The construc-
tion of these filters is basically using the same proce-
dure as shown in Fig. 1. where an inpui transparency
hix.y—b) and a reference function g{x.} <+b) at the
input plane P, are iiluminatz Sy a collimated coher-
ent light beam with waveiength 4. The intensity
distribution of the joint Fourier specirum at P. is given

(n
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where 2b is the mean separation of the two functions
and u and v represent the spatial frequency coordi-
nates. If a photographic plate is inserted in piane P,.
the amplitude transmittance of the recorded transpa-
rency is given by

t=k(iHP? + Gy +kHG*e ™ = kH*Ge* b, {2)

where k is a propo:-tionality constant. We note thatifa
pinhole replaces the input object k. then (2} can be
written as

-A(A'*iG'-)--A»iG* -:4-rb aAGe"“” (3)

which is the well-known Vander Lugt matched filter. It
Is apparent that the MF can be generated by a joint
transform architecture.

The principle of the correlation operation can be
seen by placing a \{F in P, of an opticai processing
system shown in Fig. 2. This arraagement is known as
a Vander Lugt correlation.

Assuming that the input object is f(x. yJ. then the
complex light distribution behind the correlation filter
is given by
Ui(u.c)=kFGHF +1G)

+kFHG'e’*"‘2""-:—EFH‘Ge“="", H)

The corresponding output light
U.ix,3)=U,
Hhf(vay) g5 (—xara) Xyl (xy. 55~ 2B

-é-itff.!_-,.j’;)*_’ X33}

=7

ficld at P, is

®

w "

b~ x5, = 55)%0xy, 5 +

{5)

where = denotes the convolution operation, U repre-

sents the ampht&ﬁﬁ distribution centered arourd the

uptical axis and the second and third terms are

diffracted around (2. 2b) and (0. — 2b} respectively. We
note that in the fiter constmct;on step, we r=pls

[t

.,nd&i.

hix. 51 by a delta function, Lo, fix. y —b)= Adix. y — b}
ths second term of {3) becomes

6

.,,.

& corret 200 processing shsie
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which is the crozs correlation funciion between f and

g. It is apparent thai the cross-correlation function R
would be diffracted around (0. 2b1.

Similarly. for the third term of (). it becomes

Rixyys+2b)=] § f(ZDglxs—

-x

--;‘.
=

—J+2b)di d;.
N
which is diffracted around (0, — 25}
On the other hand. if the object functien fix.3jin
the signal precessing step is a é function. the second
and the third terms become

R(xs,y;~2b)

=hix; y3)* g5 (— x5 — ¥y} *0(x5. 55— 2b).
and 8
Rix;,y;+2b)

=h¥—X;, —yil = glx;,)3)*0(x;. 55 +2b).

for which two cross-correlation functions of hand g are
diffracted around (0.2b) and (6. —2b). respectively.
Sh&. tire input object is a delta function. as shown n
Fiz. 2. the correlation filter is illuminated by a colii-
mated light beam. We sez that no alignment is required
for the correlation filter. and the process is known as 2
joint transform correlation.

Noise Modeis

Necdless 10 say. the correlation datection would be
severely degraded by noisc. Noise in a coherent optical
correlator generally exists in the input transparency. in
the spatial filter. and in the system. We shall consider
here. however. the noise 2 the input planc and in the
spatial Giter. Since spatial light moduiators (SLM) are
used as the mnput transducer and the correlation filter
for real-time operation. the noisc generated in these
devices shouid be anaiyzed. For simplicity. the phase
noise 355 amplitude noise will be treated separately in
our analyses. Moreover. the phase noise gene vii}
comes zrom the surface variation of the SLM and th

ampiificr noise is due to the nonuniform transmittance

W

of the device. The s the noise at the input of an optical
correlator may be written as

Nix.pp=iN(x plet =70, 9
where IN{x. v and pixoy) are a
aoise, respectively.
B referring o the geaeraiized correlator
¢ that iwe
ed as input tra
CL\)R

Lk

magnclo-opiic ¢ovices

mu:

16




Comparison of Vander Lugt and Jomnt Transtorm Correlators

device can be represented by

hx.yi= ¥ 4

i Frtmome
m.n

{ x —~md /v —nd\
x rect( fn )rect{: _I_) (10}

where A, , is the (0 or 1) binary amplitude trans-
mittance. |V, .;e”>* =~ is the muitiplicative noise in-
troduced by the device. I is the pixel size. d is the period
of the discrete structure of the device.

We note that the ampiitude noise can be expressed
in an optical senise as

H . 7h Y “ "
L\pppsz}';,_:h—l( 3 \n-nl! (It)

where N, follows a certain probability distributicn,
IN_ <12 The average value of amplitude noise is
K

IN= =T Kz1. N, bas random values between

A

— — and

T TR The maximum vanation of {N,, i is

»

K-1 s . L
from —— e to i. which shows the nonuntformity of the

transmuancf’ of the device. As an example. if the
uniformity of the transmittance of the device is 80%
then the average value of amplitude nose is AN =4/3,

For phase noise. P,,_, represents a departure of the

thickness of the im. ny cell from the average thickness of

‘> MOD. We assume {hat P, follows a certain
ptocability distrzbution and takes ex values between
—12# and 12K, eg, ah\. random value range is
JP=1"X for K = 1. For example. if the surface of the
device has + flatnessof 2 4. then JP=".4. The MOD s
used as an <.1mple for noisc model in 2 real-time
correlaior Bu. -7 the quantity s’ {or d} represents the
minimum resolvez cell of an input. the above anals-
sis can be appiied ¢ cov Es:z ¢ nois¢ in any optical
Sysicaon

3. Contrast of Correlation Filter

The intensity distribution of the correiation filter f{u. 1)
of {ilcan be rewritten as

Hu ch=:H1® =G = 2Hi*G cos[d=xbr —id — ). 112

where Hiu. oy and Glu.o) hr: the Fourier spectra of
Hx. yrand gix s respecineiy. Then. thecontrast of

mterference fring ,,.e.u“:: ma; be represeated by

a7 135

[t is trivial that if the input object and the reference
funcuon are identical i.e.. H(u.v) = G(u. v}, the contrast
of the correlation filter reduces to unity and the
irradiance of (12} becomes a sinusoidal graiing func-
tion. The diffraction efficiency of the grating is of
course proportional to its contrast {0y <1). Thus.
an ideal interference fringe patiern with the highest
contrast is required to obtain the best correlation
resuit, re.. the highest correlation peak. However. in
practice. the input object can never be strictly the same
as the reference function because of noise disturbances
in the devices.

If we further consider the scale change and the
rotation. the contrast 7 would certainly affect these
factors. Assuming the noise exists in the input object.
but not in the reference function, then 7 should be
affected by the amplitude noise 4N as well as the phase
noise J4P. Since a correlation filter works only in a
certain spatial frequency band ( —u,, u,), ( —t,, U.). We
shall integrate the contrast ; over this band. and the
average contrast 7 of the correlation filter over the
given frequency hand can be expressed as.

du dc. {14)

4. Noise Effects on Contrast Reduction

Referring to the correlation filter synthesis of Fig. i.
two MODs are used as input transducers. One device
is assumed to be contaminated with noise and the
another is considered to be without noise. Since the
MOD is a binary transmission device. each pixel can
be assumed to have a uniform transmittance of
amplitude and phase. From (10). the amplitude trans-
mitiance k(x. 3} with noise and the amps;tudc transmat-
tance gix. y) without noise can be expressed in terms of
the Fourier transforms. ie.

\;' [T
L1

% sincifulsincilrie T13smiy T =gl

P
o
,
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R

&
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plane can be expressed by

I="Fsinc* ([ (¥ A, cos2andr?
iyn 7
+(Y 4, cos..umiv)~

in
(S

+ {’ ¥ AN jcos2r(P,— ndu)\?

+ ( Y AN Jsin27(P,— ndﬂ}%‘}:
LE

+2 Y AN A cos2a[ P, —({n— n)da-—'»‘bt:]}
i

(17)

Let us first consider the amplitude noise. ie.. P,=0.
for all n=%1,%2,.... Assuming that 4,=1 for all
n=+1, £2,.... equation (17} can be reduced to

|
H
H

L H e

I= i"smc(h:)zf S cos2andey? -’—( NI ,.undz,‘)’

+2¥ cos2zndryY §V§ccs-ﬁndb—.br)} (18)

If iN =1, the intensity of (18} is reduced to

I=2sinc? (I::; \‘cos.... tf} (§ +cosdrbr). (19)
and the contrast of the filter {without noise} for the
above equation is equal to 1. Equation (18) is used to
calculate the intensity distribution of the interference
fringes of a correlation filter, without amoittud noise

INJ=1. and with noise, N} ..--—"-Ii—

K+1

K = 1.Itisassumed that ¥_is a random mnabie taken
from a range between —! 2K and 12K. We further
assume that N_ obeys one of the probability distribu-
tions such as Gaussian. uniform or exponential.

If the noise introduced by the device is nniy phase
noise.ic. [N I=tforalln= %1, +2 .. andassuming
that A,=1 for ali

r. then (18) becomes

cos2zndry?

—es
e

+ (Y cos2siP, ~ rz:iv)) + g“ sin2z(P, — ndr)\?

H

+2Y cos2andr Y cos2(P, ~ nde + 2br

z 5

{20

where P, is a random varable taken from u range
between — 1 2K and 1 2K, which may aiso obey some
srobability disiribution.

Three typical nosse statistics are considered: Garus-
siap. uniform. and cxponent:al In cach case. the

™

Fiz 3. -

X JLuet al.48

corrclation peak intensity :s compared with the case
without phase noise.

As an cxample. assuming that N, and P, follow a
truncated Gaussian density distribution,

— } _‘X’-ﬁix
rec:[’;—a] e T 1)

7;;0’

It is assumed that a=0 and that if N, and P, take
values between —1/2K and 172K, then we have

26=%, Kz1. . (22)

“

For simplicity, the input and reference functions
are 1-D arrays of dimension 2L. Since the spectral
distribution of a rectangular function consists of
infinite lobes of finite bandwidth 1/2L. it can be treated
as a periodic function in the spatiai frequency domain.

It can be seen that the contrast of the filter is
reduced by the amplitude noise. while for the phase
noise. contrast is reduced and the fringss of the fiiter
are shifted. If the average noise AN decreases from
1/2 to 1/2K. where K21, and N, obeys a proba-
bility distrjbution. such as Gaussian. uniform, or
exponential, the average contrast is a function of the
average amplitude noise as shown in Fig. 3. The curve
showing contrast reduction due to Gaussian ampli-
tude noise scems to be a reasonable description of
amplitude noise introduced by nonuniform transmit-
tance of the device. When the average value AN <0.24
{i.c.. uniform transmittance equais 76%). the contrast
of the correlation filter drops 10% from unity. Figure 4
shows the contrast as a function of the random value
range 4P for various types of statistical phase noise
{e.g.. Gaussian. uniform. and exponential distribu-
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Assuming that the scaie of the input funzuon is
changed. as can be expressed by

S[""o L
)) Hfu,, vo)ei~="5 70,

25)

where § is the sczie-change factor. and H, is a
weighting factor. then the corresponding distnibution
at the Fourier plane is given by -

rectg

iL (v _. Y]
H{g r;_ —if{éﬂﬁ.to)ﬂm‘:% i-{-:{ :f' uﬁ; g
s? L\
ir Y3
ysmcg—" {—- — %o E S (z6)

S

l,......

By referring to (13}, the contrast of the correiation
filter tassuming that H,=G,}. can be written as

tionst. If P =12 ie. the surface -’eughncss of the
devices is cqual to or smaller than 272 the contrast af
the filter is about 0.9. for Gaussian noise. From Figs. 3
and 4. we have seen that a2 contrast of 0.9 yields
AN=0.24 for zmplitude noisc and 4P=1.2_{orpha
noise. This means that the surface quality of 2. 2 causes
the contrast reduction as a transmitiance uniformity of
76%.

5. Effect Due to Differences Between Object
and R.ference Functions

To consider the contrast reduction of the cormr
filter caused by such di ﬁ:renccs. the reference
distributed in the Fourier piane i given by

To obtain a simple and clear physicai picture.a 1-D
case .where u=0 and u,=0 is considered. Thus (27)
reduces (o0

. (28)
$%sinc’|

The average contrast 7 can of course be obtained by
using {14} Figure 5 snm&s the avera gc conirast 7asa

z .

funciion of scale factor § over the f freguendy band

Avarage Contrant

v
(L)
L]
.
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0.2,.1 We see that the average contrast of ihe flwer
decreasss as the scale factor increasss.
On ihe other band. if the ioput function t red

as described by the following &zg;a‘zor;.
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It is evident that 2 matched flter can be consiruczed by
repiacing the inpul .unction with z piaboles. iec.

éx,;*-é%:.—%é’;;*-—é} asshownin Fig §
rast be sTitlzn 25

tof MF cen b2

where A s the con

reicrence plane w2 3.T§=£S§ or : MOD. thecontrast of
the 3tF can be wmiien as

where 7 &5 the angie of rotation of the iaput function

The orrssponding Fourler specirzi distribution is
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where p=cr—u,siné 7
+r,5inf Then the average contrast of the fifter. for 2
i-D representation ¢ P

sinci2L o finc
séz%i:*m’? r+ ‘—=::‘

o

where it &5 assumed that o, =0
Thres average contrasts for different frequency
bands (3. X and 16 periods) are plotted in Fig
unction of rotational :ngic 8 We see that the larger
he frequency band. ihe faster the average contrass
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Fig. 8. Average contrast of a matched filter (over 8 periods) asa
function of the tensity ratio R=A/(4L,L,G,)

Table 1. Optimum contrast of a matched filter

No. of periods 2 4 8 12 16 20

Optimum § 069 07 071 071 071 0.7t
Reference *o-nbject 69 12 3 1.9 075 0.5
rauo

periods) as a function of A, which is proportional to R.
From this figure, we see that an optimum 7=0.71
occurred at R=0.05. As an example. when 4L,L, =7.2

. A . .
x 4.8 mm-~, then el =1.7, That means the intensity

reference-to-object beam ratio is about 3. We note that
over a different number of periods, the optimum §
changes very slightly with R.

The corresponding values of optimum 7 reference-
to-object beam ratio, and the number of periods is
tabulated in T Sle 1 for 4L,L,=7.2 x 48 mm*. From
this table we see thai the average contrast of the
matched filter is around 0.7 for different numbers cf
periods covered by the MF. Comparing with the noisy
JTC filter of Figs 3 and 4, we see that the contrast for
the JTC filters are higher than the noiseless MF, if tue
surface quality of the device is better than /, and the
uniformity of the device is higher than ,0%.

7. Correlation Degradation

It is well krown, both for the Vander Lugt correlator
and the JIC, that the resulting output correlation
appears as < bright spot. To determine the perfor-
mance of an optical correlation, it s necessary to
measure the correlation peak intensity.

Let the correlation functions of f(x,y) and g(x, )
be given by

Rix,y)={ | Flu,v)G*u,v)e?™ "M dudy. (36)

xT
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It can »= shown that the following well-known in-
equaii., holds:
IR0, 0)1* 2 |R(x, y)I?, (37)

where |R{0,0)|* is defined as the correlation peak
intensity.

As before, two MODs are used as reference and
input devices in the correlator to analyze the degra-
dation of the output peak intensity. Ass ing that the
input function f(x, y) is a scale variani . .e reference
function g(x, y), we have

fdx )= % A, ,rect (x I—/;nd) rect (y ;; d) , (38)

and the corresponding Fou.ier transform is
F(u,v)

=2 (i)zA sinc Lu sinc —l-v\ g~ 13x(mdutndy)
o S m.n S S ) s
(39

where § is the scale-change factor. Thus the correlation
function of f(x,y) and g(x, y) can be written as

0 12 2
Rx,n=1{ _j' (-S—) sinc(lu) sinc(:v)

. (1 . (1
X sinc ('S- ll) simc <§ U)
% z Am'ne—ilxd(mu-ﬁ-nv)

i2n§(mu+nv)

X Y Apae

m.n

et dydy.  (40)

Using the convolution theorem, (40) can be expressed
as

Rs(x: y)=rs(x) rs(.V) * Z , Am.nAm‘.n’
xért+d<{£ —m)]é[ +d<n—’—n):| (41)
L7\ ¢ ’

(42)
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For example, a letter “A” is displayed on a MOD
device as the reference function represented by

Y. An . The correlation peak intensity R2(0,0) of “A”

and the scale-changed “A” are calculated as a function
of the scale change factor S. Again using a 1-D
presentationand assuming that A, , = 1foralimand n,
(40) can be reduced to

© |2 . {1
Ry(x)= _j’m 3 sinc(lu) sinc (§ u)

d
i2rzm’u

% ze-izumuze S ei2xuxdu
" m m, \
=r{x)* Z'é[x+d(-§-m (43)

Using this result, the correlation peak intensity can be
computed. Figure 9 shows the correlation peak inten-
sity, R%(0,0), as a function of the scale-changed “A” as
the dotted curve, while the solid curve reprzsents RZ(0)
for an 1-D representation.

If the input function f(x, y) is rotated as given by

_ xCos0+ ysing ~md
fdx, )= .,.Z Am.n rect( 7 )

xrecl(—xsm6+yc036~nd), 4)

l

where 6 denotes the angle of rotation with respect to
the reference function. The corresponding spectral
distribution can be written as

Flu,v)= 3. P4, ,sinc[l(ucosf+vsin6)]

m.n

x sinc[l( —usinf+vcosf)]
xe- i2rmd(ucos® + vsma)e ~i2nrnd(~usinf+vcosg)

45

1.0~

Correlation Peak Intensity
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48x48 Array— , “A°on 11x15 Array-..

Fig. 9. Corrclation peak intensity as a function of the scale
change factor §

X. J. Luetal

Convolution re (¥)

Rotauon Angle 8=05 °. . 55°__ 10.§%—

Fig. 10. Convolution of a squarc with d=0.127mm and its
rotated version

For simplicity, consider \ne cotrelation of the reference
function and its rotated version only on the yaxis{ie.,

u=0); then the correlation function can be expressed
as

Rr(y)=r<:(,v)"= Z Z Am.nAm‘.n’

m.n m'.n

X 6[y+d(msinB+rncosf~-n')], (46)

where r(y) represents the convolution between a
square (with side I) with respect to its rotated version
along the y axis, i.e.,

rdy)=rect <-)1£) rect ( J ) * rect <§_(§)_S_97-yslxlg)
\‘ B

« rect (~ xsin 0{+ y¢oS 0> ' @)

Figure 10 sketches the function r(y) for different

rotation angles, 0.5°, 5.5°, and 10.5°. From this figure

we see that for small 6, r(y) can be approximated by
vi<l,

~ A (Y)Y SI=,
“(y’"/\(T)*{o, Mz,

Again, we use the letter “A” for computing the
correlation intensity R(0). Figure 11 shows the corre-
lation peak intensity as a function of rotation angle 6
(dotted curve).

If it is assumed that 4,, ,= 1. then (46) reduces to

(48)

Ry)=rdy)* ¥ Oly+dmsin+ncosd—ny], (49)

which is essentially the correlation of the square array
and its rotated function. The correlation peak intensity
R(0) is plotted as the solid curves in Fig. 11.
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8. Noise and Correlation Degradation

By referring to (10), the output correlation of the noisy
input object with the reference function is given by

R.\'(x,y)= Z Z ' Am.nAm'.n'iNm,nle‘znpm'"

mam.n

o a[mtinm)] [omdnn]

where A is defined in (48).
If only amplitude noise is considered with 4, ,
=A,.»=1, the above equation is reduced to

REY)= 5 T INpd A [i‘—_—‘“—"’—?ﬂ]

(50)

m,nm’, l

%< A P___d(ll___'l_)], (51)

where |N,, .| is given by (11).
Similarly, for phase noise only, the output correla-
tion function becomes

Rx,n=13 ¥ ei2®Pm.n A [ﬁdﬁ"_—_'f_)]

m.anm.n l

x A [y "d(;’ - "')], (52)

where €'2*F~n represents the phase noise. Figure 12
shows a set of correlation peak intensities, R%(0,0), as a
function of the average value 4N, for Gaussian,
uniform, and exponential amplitude noise statistics,
respectively From this figure, we sec that the variation
of peak intensities for those noise statistics. drop rather
rapidly at about the same rate. The peaks drop to
about 77% when 4N =0.12. The average value of 0.12

Corrclation Peak Intensity

i
|
i
i
i
i
i
!
o2 1—-;41*‘-.’ ,x';;.x:;.‘.‘

i i
0.0 0.1 0.2 0.3 0.4 9.5

Average Value aN

Fig. 12. Correlation peak intensity as a function of average value
4N for Gausstan (—), uniform (----), and exponentiai (---}
amplitude noise

Correlation Peak Intensity

! ' 1 [N |

0.0 - —

§
0.0 o2 0.4 0.6 .8 1.0
Random Value Range 4P

Fig. 13. Correlation peak intensity as a function of the random
value range 4P for Gaussian (—), uniform (- - - ), and exponen-
tial (- - -) phase noise

~

means the maximum departure of the amplitude
transmittance of a MOD pixel. This corresponds to
about 24% of the unity amplitude transmittance,
which is equal to 0.19 optical density.

Similarly, R2(0,0) as a function of the random value
range 4P, for various phase noise statistics is plotted in
Fig. 13. It is seen that the Gaussian phase noise is a
reasonable description. When the value range is
4P =1/2,ie., the device has a surface quality of //2, the
correlation peak intensity drops 23% from the umty
correlation peak. Comparning Figs. 12 and 13, we see
that the phase noise due to a surface quality of 4,2 has
the same effect on the correlation peak intensity as an
amplitude noise with the average value of 0.12. This
corresponds to a transmittance uniformty of 88% of
the MOD.
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9, Noise Performance

Assume that R and Ry are the output correlation
functions with and without noise respectively. The
output signal-to-noise ratio can be defined as

S E{R%

S__ERY 53
N = E{(R-Ry) 3

where E{ } represents the ensemble average. However,

in an optical sense, the signal-to-noise ratio can be
written as

§ { IRI*dxdy
Xy

(54)

XY

where (x, y) represent the output coordinate system.
Again for a 1-D representation, R and Ry, as
referred to in (53), are given by

y— a1
Ry= T IN, ez A [) din—n')

; J (33)
and
R=73 A [ﬂi}:ﬂ:’ (56)
Thus, we have
R—-R y—d(n—"l) i2nP
~Ry= ¥ A| IS A= N ). (57)

If the amplitude noise is considered, then we have

R—Ry= Y AN(1+2KR) A [}—_ﬂ;’—_—"—)] (58)

Similarly for phase noise,

IR—Ryf2= ( 5 A [}—_—d‘f—’ﬂ]

i

— ¥ cos2nP, A [-"____?—d(" —" )D'

n.a" 1 l

+ (y_ sin2nP, A [Cﬁ(lil'ﬂb (59)

By assuming that N, and P, are Gaussianly disturbed.
the output signal-to-noise ratios for amplitude and
phase noise disturbances are plotted in Figs. 14 and 15,
respectively. For example, if 4PZ1/4 (the surface
quality of the device is about £/4 or better), the signal-
to-noise ratio should be greater than 23dB. For the
same SNR n Fig. 14, 4N 2 0.07. which s equivalent to
a maximum departure of 14% in the amplitude
transmittance of the device, or a transmittancc uni-
formity of 93%.
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Fig. 15. Signal-to-noise ratio S/ as a function of the random
value 4P due to Gaussian phase noise

10. Comparison of YLC and JTC

Let us now look at the modulation indices in the joint
transform filter and the matched filter. If the input
function is identical to the reference function under the
same intensity illumination, the joint transform inter-
ference pattern is fully modulated. In other words, the
contrast of the fringe pattern is unity throughout the
joint transform filter. However, to estimate the modu-
lation of the Vander Lugt type matched filter. the
ensemble average contrast is utilized. The average
contrast of the fringes was found to be about 0.7 for an
optimum matched filter (i.c.. objeci-to-reference beam
rat1o of unity) and since the average modulation index
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of the joint transform hologram 1s higher than the
matched filter. the joint transform correlator should
provide a higher autocorrelauon peak intensity.

For the Vander Lugt type. it is required that the
matched filter be placed back in its original recording
position. Practical alignment must be to within the
order of about 0.01 mm in the Fourier plane. However.
for the joint transform correlation, there is no align-
ment requirement for the position of the filter in
Fourier plane.

The space x bandwidth product is an important
specification for an opucal processing system.
although it never reaches the specific limit in practice.
At first glance. the joint transform correlator requires a
space x bandwidth product twice that of the Vander
Lugt correlator. where in Fig. 1 a pinhole for the
construction of the matched filter can be seen. There-
fore. the space x bandwidth product of the Vander
Lugt is indeed lower than that of the joint transform
correlator. The key issue is. however. not the space
x bandwidth product. but that one can fully utilize the
product provided by the correlator.

There 1s also a difference between the Vander Lugt
and joint transform correlators in muitiplexing. or
multiple object recognition. In a Vander Lugt correla-
tor, several functions are placed in the input plane and
a set of metched filters placed in the Fourier plane for
the multiplexing operation. However, in a joint trans-
form correlator. instead of using multiple filters in the
Fourier plane. multiple reference functions can be put
in the input plane of the correlator for multiple object
recognition. In addition. a muitichannel joint trans-
form correlator can be constructed by using a special
muitiple Fourier transform lens or an array of small
lenses

As mentioned previously. the noise in most optical
correlation systems 1s basically of multiphicative type.
and is introduced either by the mput object or by
spatial light modulators used 1n the optical system. We
have shown that the noise effects on the output
correlation peak for both Vander Lugt and jont
transform correlators are about the same.

We should emphasize that. for real-time operation.
the joint transform correlator 1s simpler and more
straightforward to operate than the Vander Lugt
correlator. A reai-time joint transform correlator 1s a
one-step operation, if the appropriate spatial hight
modulators dare mtroduced n the wmput and the
Fourier planes. The advantage of the one-step oper-
ation is that prefabrication of the correlation filter s
not required. However. for the Vander Lugt correlator.,
a two-step process is required in which a matched filter
must be prefabricated. Notice that a computer-
generaicd matched filter can be directly implemented
in a spatial light modulator, such as a MOD. Although

P

Table 2. Companson of Vander Lugt and joint transform
correlators

Joint transform Vander Lugt

Modulation index  y=1 =07

Alignment No crucial. 4r=0.01 mm

Space x bandwidth ~ Greater smailer

Multiplexing Set of reference  Set of matched filters
functions

Real time operation One-step Twe-step

Noise performance  The same The same

this makes a one-step Vander Lugt correlator possible.
complicated computations must be performed to gene-
rate the filter.

We summarize the comparison of the Vander Lugt
and the joint transform correlator 1n Table 2. Thus, we
see that the joint transform correlator would.
general, perform better, particularly for real-ime
implementation,

11. Conclusion

A generalized optical correlator has been used for the
Vander Lugt and the joint transform cortrelators.
Under such a unified description, the analyses of to the
noise disturbances and the differences between the
input and the reference functions are valid for both
architectures. To consider the cffects due to noise.
various amplitude and phase models were used.
Magneto-optic spatial light modulators were used for
the system performance calculation.

The contrast of the correlation filters for both
correlators were analyzed. We have shown that the
contrast of the correlation filter was reduced by the
presence of noise. The effect of scale change and
rotation of the input function on the contrast of the
filter was also calculated. The correlation peak inten-
sity under the influence of noise and differences between
the input and reterence function was also studied. We
have found that the decrease of the correlation peak
depends on the type of noise and the vajue range of the
noise. The scale change and rotation of the input also
degrade the correlation peak intensity. By comparing
the performances of the Vander Lugt and joint trans-
form corrclators. we have shown that the joint trans-
form correlator 15 easier to construct and offers
advantages 1n real-ime 1mplementatitons.
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GRAY LEVEL PSEUDOCOLOR ENCODING USING A
LIQUID CRYSTAL TELEVISION

F.T.S. YU. S. JUTAMULIA and E. TAM

SUMMARY : A real-time gray level intensity pseudocolor enc
ing method utilizing a liquid crystal television {(LCTV) is pre-
sented. The LCTV is used under two different polarizerranalyser
combinations (o gencrate 2 positive image and a negative image of
an object. The images are also encoded with two different
primary colors by positioning the color filters at the two opticai
paths respectively. The superposition of these images produses 3
gray level pseudocolor encoded image. Discussions on the proper-
ties of the LCTV is provided. Preliminary experimentai results
are also demonstrated.

i. — INTRODUCTION

Most of the optical images obtained in various
scientific applications are gray leve!l intensity images.
for example. the scanming electron microscopic im-
ages. multispectral band aerial photographic images.
X-ray transparencies. endoscopic images. etc. How-
ever. human perceives variations in color better than
those n grayv ievels. In other words. a color-coded
image provides better visual discrimination [1].
Density pseudocolor encoding by half tone creens
implementaon with a coherent optical processor
was first reported by Liu and Goodman [2]. and
later with a wnue-light processor by Tai ¢f «l. (3]
Based on similar principles. many optical architec-
tures have been reported recently [4-8].

The recent appearance of a  low-cost
t=$ i00 black-and-white liquid crystal television
(LCTV) has attracted a great deal of attention to
explore 1ts usetuiness for real-ume optical signai
processing [¢]  We demonstrated the applicatnon ot

MOTS CLES:
Fausses coulcurs
Cristaux liquides
Tratement J'image

KEY WORDS :
Pseudocolor encoding
Liguid crystal

Image processing

Codage en fausses couleurs des niveaux
de gris par un systeme de télévision
a cristal liquide

RESUME : On préscaic unc methode de codage on fausses
CoL..urs d¢ mveaux de zns utilisant en temps recl un systeme de
wélévision a cnstar fiauide. Lo systeme 2 cristal iquide est utnise
avee deux combinaisons analyscur-polariscur pour donner dc
I'objet une unage positive ot unce image negauve. Les images sont
codées aves deux coulcurs de base en plagant des filtres sur les
deux trajeis opliques. La superposition de ces images donnc un
codace dus gris on fausses couleurs, Les proprictes du systéme 3
cristal Hgurde sont discutees ¢t on donne quelques resultats
cxperimeniaux preliminares.

LCTV 1o white-light processing [10]. which included
the uptical pseudocolor encoding. Le. different grat-
ing structures resulted in different colors. A direct
method to pseudocolor-encode light intensity using
the LCTV was also reported recently [11]. In this
method. a hght intensity distribution is recorded by a
video camera. in which light intensity is transduced
to electric signal. The electronic video signai from.
the camera s then fed to the LCTV to produce the
voltage difference across the fquid crystal. A color
pattern corresponding to the apphed voltage will
appear Jdue to the bhirefringence of the molecules of
liquid crystal. This momod [ however. has a
disadvantage that the wolor composiion » fully
Jdetermmned by the bquid crystal display structure
and the ornentaton of polarizers.

In this paper. we demonstrate a new method

simtlar 1o the haiftone screen techmque (2] The
LCTV generates two distinctive primary cojor -
ages with contrast reversed. The superposition ol
the o .mages produce a preudocoior cncoded
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patiern. By changing the primaryv color filter. we
may easily alter the color composition of the vutput.

2. — PSEUDOCOLOR ENCODING

We now describe a white-light intensity pseudocolor
encoding technique for monochrome images. We
assume that an intensity distribution is available for
pseudocolor encoding. If a LCTV can generate
positive and negative images of the object. we may
encode the wo images with two different primary
colors. Figure I shows a sketch of these normalized
irradiance as a function of gray scale.

Suppose that the positive and negative image are
encoded by red and green filter respectively. When
input grav scale increase from 0 to 8. the output
color will gradually change from green to vellow to
red. To obtain a full-color encoding. this method
may be extended to three primary colors as shown in
figure 2. where the LCTV has o generate an
additional intermediate image.
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IMAGE IMAGE
1% N
OUTPUT ~ /
NORMALIZED
IRRADIANCE
0
0 8

iNPUT GRAY SCALE

F1G. | — Vermaiized rradiances as furncions of gray scale van-
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3. — LIQUID CRYSTAL TELEVISION

A great number of papers have been published
based on the work using LCTVs. Only the properties
of the LCTV which are important to this experiment
will be discussed here. Figure 3 shows the 907 twisted
nematic LC moiecules sandwiched between a pair of
parallel polarizer and analvser. When there is no
voitage applied across the cell. the plane of polariz-
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ation of the incident linear polarized Fght is rotated
through 9" by the LC matesal. llence no light
passes through the analvser. When the voltage
across the cell is fully applied. the LC molecules will
align in the direction of the applied electric field.
hence the polarization direction of light passed
through is not rotated and there s total transmission
of light through the analyser. If this paraliel analyser
generates a positive image. the orthogonal analyser
would produce a negative image. Chao and Liu {12]
reported a pseudocolor technique that superimposed
red. green and blue color-encoded images obtained
with parallel. 45" and 90" oriented analysers respect-
ively. .

The difference between the proposed technique
here and that of Chao and Liu [12] is that we utilize
the hybrid field effect of the liquid crystal ma-
terial [13] (twisted nematic field effect and birefrin-
gerice) while thev basically utilized the twisted
nematic fieid effect only. Such a difference can b=
observed easily from the experimental setup. in
which we used a common anaiyser and variable
polarizers. while Chao and Liu used variable analys-
ers and a common polarizer.

The voltage on cach pixel is determined by two
factors : a brightness control switch controls the bias
voltage across all the pixels on the screen and the
video “nput sign.i controls the voltage across individ-
ual pixels. Neglecting the detailed anaivsis of the
physicai phenomenon of birefringence. we mav
develop an empiricai model as follows. When input
signal is applied to a pixel. the LC molecuies shows
the birefringence {11]. Tlie polarization axis of inci-
dent light is rotated by an angie of 90" -6, - 9
where 4, is a function of the Dias voltage and
8,. is a function of the input uignal.

The 1wo operating modes of the LCTV we have
used in the experiment are as shown i figure £ In
the first mode as shown in fdgure Hlas. the rrradiance
transmitted is given by

I!=cos: (90" -8, -06,,). 1§}

In the second mode as shown i figure Jth) the
polarizer .”" is roiated by an angie of ~ 4

o mae

where 8., 15 the maximum angle of 4, that the
LCTV can achieve. In this expeniment { Radio Shack

Vision 3 LCTV was used) we found 9 .., = 13"
The rtransmitted irradiance of the second mode s

given by
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P LCTY P3
90° -5, -8, @
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FiG. 3 — The two operating modes of the LCIV used in the
experimens. Pl. P2, P3 are polsrizers. The arrows show the
directions of the polarizers.

{b)

where
I, = cos” (90" — 8,) = dark . €}
s =cos” (90 - 8, = 13") =bright. (5

When 8,, =0, = 13",
where
I, =cos” (90" ~ 8, ~ 13" ) =bright . (D
I, =cos” (90" - 0,) = dark . (3
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CF, was a red filter and CF. was a green filter.
P! and P2 were orientated at 0" and - 13" with
respect to P3 accordingly. We first used a three-level
grav scale chart as a test object. When the green
light was blocked. a positive red image was observed.
Similarly. a negative green image was observed by
blocking the red light. The gray scale chart and the
color encoded output are shown in figure 6. Three
distinctive colors were observed corresponding to
the three gray levels. Another result of a X-ray
transparency is demonstrated in figure 7. However.
the intermediate color (vellow) was dim compared
with the red and green color. This might be caused
by tiie low contrast of the original pattern generated
on the LCTV.

5. — CONCLUDING REMARKS

A gray level pseudocolor encoding technique that
utilizes modulation of polarization in a spatial light
modulator has been discussed. Though the proposed
technique is applicable to many SLMs such a
MOSLM. LCLV. MCSLM. etc.. a preliminary ex-
periment has been demonstrated using a LCTV. The
main advantage of this meihod is that it is an
economic real time technique with simple optical
architecture. However. with the LCTV we have
worked with. the Jow contrast ratio of the device
limits the dynamic range of color content. Also.
there is a loss in details of the image due to the
quantization of gray level and the limited resolution
of the LCTV. With further improvement in the
quality of LCTVs, this real time pseudocolor encod-
ing technigue mayv be very useful in medical and
industnial applications.
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White-light joint-transform correlator
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The spatial and temporai coberence requirerments in the formetion of the ioint trassfors Bednpram snd inthe resd-
out process st described. 224 rrparizenial resaiis sre riven,

The joint-transiorm correlator (JTC) was proposed by
Weaver and Goodman® for opticaliy convolving & pair
of two-dimensional functions without using 2 compiex
spatial filter in the frequency plane. Thus the align-
ment problem of the spatial filter in the traditional
fander Lugt system” is avoided. KRecently, by incor-
porating some spatial light modulatcrs in the optical
system, the JTC was applied to real-time pattern rec-

ition.? Because there are manv advantages, in-
cluding a higher signal-to-noise ratic. associated with
the white-light optical processing system,* we investi-
gate here the possibility of utilizing white-light illumi-
nation in the JTC.

Consider the JTC shown in Fig. 1. in which Fig_ 1(a}
is the optical system for recording the Joint-transform
kologram (JTH) and Fig. 1(b) is the readout optical
systere.  Usuaily these two systems are connected os-
ing a bearn combiner. Light emitted by the source
point in plane P, is collimated by iens L; toshine on
the objects (both reference and input objects) on plane
P;. A square-iaw detector is placed in frequency
plane P: to record the joint Fourier-transform spec-
trumm of the input cbjects and the reference objece
Let a point source at {x,, 3,) in the source plane iliumi-
nate the objects with amplitude transmittance

g(xgg :?‘E} = c:{xi R i f‘}:&
'i".%g:xé-:;—x!:"% =¥ Yi. (4L

where a. is the reference object and a4, is the input
object to be detected. A phase grating G; with its line
strusture paraiiel 1o the x; axis is piaced in coniact
with the object. A first-order joint-transforn spec-
trum (JTS) is recorded. If we assume linear record-
ing, the amplitude transmittance of the recorded JTH
can be written as

4]

Eengtnaﬁixeﬁgh:.s&éf is the snatial frequency of the
grating. From Egq. (Z) we note that the spectzum is
dispersed into a rzinbow cojor. For the wavelength &
the JTS is centered at x: = —Fo/x,/F; and y» = —Fays/
F; + \F+f,.

In order to record the JTS successiciiy, certain co-
herence requirements should be met. The spatial co-
herence requiremsnt is discussed first. For simplic-
ity, if we assume that the input object and the refer-
erce object are identical. Eg. (2) becomes

oy

‘-’zz‘iif'i’ Fr/F - 3FS) [t )

Let a iine, which is paraliel to the line golzg through
the center of both objects, in: the source plasx be called
a paraiief ine.  Suppose that the length of projection
of the spatially incoherent soczree on the parsilel line is
L, &magt&cmﬁamzm;&emig-
minating source. the fringe patiern would Je wiped
@rgkﬁmmmagggmﬁﬁaéf’
is Iateraily shifted by one i pemsﬁgméta
that produced by the source point at —L,/2 This
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Fig. 2. JTS for estimat® : 1 of AN,

corresponds to the condition (X2 + Y2)1/2 = \/(L,/F),).
Since A/(L,/F1) is the coherence length in the direction
of the parallel line, we note that, in order to produce
the fringe pattern with considerable contrast, the sep-
aration between two objr. is should be nuch smaller
than the lateral cokerence 1ength.

For simplicity in discussing the temporal coherence
requirement, we assume that a white-light point
source, at the origin of the source plane, is illuminating
the objects. In this condition, Eq. (3) can be simpli-
fiedt read

ty(xg, ¥9) = 2|A,[-]|2{1 + co{Zr )\}F{'

2

X9

+2n Xlz% (yy = w,)]}- @)

l Suppose that the spatial bandwidth of the object in
the x, direction is Af: and that in the y, direction is
Afy. Referring to Fig. 2, we can estimate the spectral

l bandwidth AX that contributes to e tinal fringe pat-
tern. Ior the spatial spectrum of the object dueto A +
15AN to be separated from that due to A — LA\, we

' have

%

N

AN = >\Af_\..'lf1, (5

where Af, « fiis » -umned. Since the fringe pattern
for each wavelergta A is cer‘ered at x4 ~ 0 ana yp =
Af1/Fy, the dispersion distance AAFsf; should be gmall-
er than thz period MAFy/Y) of the fringe pattern intle
yq direction for the final fringe pattern noc to be wiped
out completely. This 1eads {o the criterion

’Afy 1, i6)
where Eq. (51 is wiilized. For exarnpls, of an object Af,
= 1) mm~}, the uii-axis distance Y sho.d be smaller
than 0.1 mm. Thus, 10 have a fringe pattern with hizh
contrast, the centers of both the input and th. refar-
ence objects shouid lie on a line patallel to the x; axis
In this condition, Eq. (4) becomes

/ {
t,/(xz, _"y'z) = ?-IA,.[‘”{I. + Cosk?«‘ﬂ' )\);2 x2>]7 (7)

where [-] denotes [x2/AFq, (yo — \of1)/AFy). To esti-
mate the number of fringes that are avzileble {or the
readout process, assume that the object has a relative-
ly flat spatial spectrum. in..grating over the spec-

-

t
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trum from A — 1A\ to X + }5AM, the cosine term in Eq.
(7) becomes

AM
[A+T

| A cos<27r }\}; x.3>d}\
)\——;)— 9

. (ANX X
= AX sinc| — = x, |cos| 27 X2} (8)
(NF 2 ) ( AFy )

where AN < X or Afy K f; is assumed. From Eq. {8),
we find *hat the number of fringes under both the
main lobe and the first sidelobes of the sinc fun<: .on is
4\/AX or 4f\/Af.. For fi = 80 mm~! and Afy = 10
mm~!, the number of fringes would be 32.

In the readout process the cptical system shown in
Fig. 1(b) is used. White light from a point source at
the origin of plane Py is collimated by lens L3. Two
identica’ 2ratings, of spatial frequency f;, are situated
on planes P; and P, with their line structures parallel
to the x axis. A rectangular aperture rect(xs/
L,)rect(ys/L,) on plane P; limits the spatial extent of
the plane wave. Owing to the dispersion effect of
grating Go, the first-order wave of each wavelength A
would appear in the region rect(x4/L,)rect(y; — AFaf1)/
L,) on plane P4, where the diffraction effect on the rim
of the rectangle is neglected. When it is incident upon
grating G, this wave is redirected. The wave, propa-
gating in the direction parallel to the optical axi; --
retained to shine on the JTH. Let the readout =. .
completely overlap the JTS, At plane P, the intensity
< -ribution of ihe correlation spots would be

I (x,9)* [:L dA l f J rect(%)rect(__y 2 —L)\F of 1)

=" ’

af, ,
% jA(H-f:/:) A(xz ’3’2">\FJ1)2
X(l_z_fll) AFQ )\Fg

NF,

X exp(:i:iZw —-',X— xg)dk’ exp(—i27r Z x2>
AFy

X exp| —i2s ~2 , 9
exp(zr)\F 9

3

2
. -2>dx2dy2

where [, (I1-) der.ates the intensity distribution of the

X2

- |

Fig. 3. JTH illumin ted by a wave with a waveleroth )
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Fig. 4. (a) Reference and
input objects, {b) the JTS,
(¢) correlation peaks at the
)] output plane.

desired correlation spot in the region where x > 0 (x <
0), Ay is the longest wavelength, s is the shortest
wavelength, and Eq. (7) is used. If a source of finite
size is utilized instead, the output intensity distribu-
tion would be the convolution of Eq. (9) with the
source distribution. Equation (9) is complicated and
needs further investigation. Here, we give a heuristic
explanation. Figure 3 shows the JTH illuminated by
a wave with wavelength \. We take L, = AhAf, and
L, = AFyAf,, where A is the average wavelength. Ow-
ing to the finite size of the readout wave, the linear size
of the resolution element is AF/ ()\FoAf,,) in the x <i-
rection. Similarly, it is AFy/(AF24f,) in the y direc-
tion. Since the spatial period of the fringes in the xo
direction varies from (A + YaAAf,/f1)Fa/X for the top of
the JTH to (A — YAAf,/f))F2/X for the bottom of the
JTH in Fig. 3, the center of the desired correlation
peak would be at x = XF3/F,, with a slight broadening
XF3\Af,/(Fa)f1) owing to nonuniformity of the
fringes. Generally, the combined broadening effect
due to both nonuniformity of the fringes .¢ the JTH
and diffraction is much smaller than the distance be-
tween the correlation peaks. Forinstance, if Af, = Af,
= 10 mm~! and Fs = F3, the linear size of the correla-
tion spot due to the combined effect is approximately
0.2 mm. Hence, after summing the contributions
from all the spectral elements, the size of the white-
light correlation spot stays comparable with that due
te the wave with average wavelength A,

In the experime::t a mercury-arc source is imaged by
a condenser lens onto a pinhole of diameter 15 um.
Since the focal length of the collimating lens is 30 cm.
the lateral coherence length would be 11 mm. The
letters in Fig. 4(a) are photoreduced on Kodak SO-253
film and become transparent. On the left-hand side,
the letter K serves as the reference object. while the
four letters on the right-hand side are the input ob-
jects. The letters K. K, and Z are aligned to lie oa a
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line parallel to the x; axis. The distance between the
reference object and the letter Z is 4.5 mm, which is
smaller than half the lateral coherence length. In
order to meet the requirement Af, « fj, the spatial
frequency of the phase grating G, is taken to be 80
mm-~L. The focal length of lens L, is 60 ¢cm. Figure
4(b) shows the JTS in which the fringes under both the
main lobe and the first sidelobes of the sinc function
are approximately 30 lines. In the readout process,
the diameter of the white-light source is 0.2 mm, and
the focal leng:h of the collimating lens Ly and the
Fourier-transform lens Ly is 30 cm. Parallel gratings
Goand Gj are identical to grating G; and are separated
by distance F;. Shown in Fig. 4(c) is the intensity
distribution of the output at plane P. The bright dots
on each side of the figure are the correlation peaks of
the reference letter K and the input object K [to the
left of letter Z in Fig. 4(a)]. There is no output for the
letter K that is above the letter Z because relation (6) is
severely violated. To identify the letter K that is
above the letter Z, we have to rotate the input plane (or
grating G;) about the optical axis until the line going
through the center of the reference object and that of
the input object K is parallel to the line structure of
grating G;. This suggests the possibility of real-time
two-dimensional identification of the input objects.
When spatial light modulators are placed in planes P,
and P, a two-dimensional correlation pattern can be
produced with bright correlation spots at their corre-
sponding positions if the input plane and the output
detector are rotated synchronously.

In summary, we have demonstrated both theoreti-
cally and experimentally the possibility of utilizing
whire-light illumination in the JTC. When the sepa-
ration between the reference object and the input ob-
ject is much smaller than the lateral coherence length,
and the line joining both objects is parallel to the line
structure of the grating, the JTH will t ave good fringe
contrast. By increasing the spati ;. frequency of the
grating, the brradening effect of the correlation spote
due to nonun.. )rmity of the fringes can be kept small
in the readout process. 5ince each readout process
only gives the information about one line in the object
plane, in order to obtain a two-dimensional correlation
map, both the input and the output planes should be
continuously rotated.

We acknowledge sunport b the U.S. Army Missile
Command through ue U.S. army Researck Office
under contract DA * L03-87.0147,

Y. S. Cheng i+ 1 lrave from Institute of Optical
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A technique that increases the efficiency of a conventional joint-transform correlator is proposed. By modifying
the joint-transform power spectrum of the input objects by using a spatial sampling method, the readout light as
well as the physical area of the square-law detector can be fully utilized. Asaresult, the output correlation intensity
can be substantially increased. Cases of using coherent and partially coherent readout light are discussed, and
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experimental results are presented.

In a joint-transform correlator!-2 (JTC) the spectra of
two input * 1:7e functions f(x, y) and g(x, y) are first
recorded b, .. square-law detector (e.g., a liquid-crys-
tal television, a microchannel spatial light modulator,
a charge-coupled-device camera, or photographic
film). A plane wave is then applied to read out the
joint-transform power spectrum, producing the fol-
lowing complex light field at the output plane:

ulx,y) = flx,y) @ f(x, y) + g(x, y) ® glx, y)
+ f(x, y) @ glx + 22, y) + g(x, y) ® flx — 2x4, y), (1)

where 2x, is the separation between the two input
functions on the input plane and ® denotes the corre-
lation operation. Note that the last twc terms repre-
sent the cross-correlation functions that are diffracted
around (£2xy, 0). Owing to the limited dynamic range
of the square-law detector, the encoded joint-trans-
form power spectrum is usually confined to a small
area. Many of the commercially available square-law
detectors used in JTC experiments have a much larger
recording area, and therefore the detecting devices are
not fully utilized. If the colliraated readout light
beam is reduced into.such a sm~" ~r. 3:-sectional area,
the effective width of the cor: neak would be
increased owing to convolution o. ween the correla-
tion function and the focal spot of the readout beam.
Therefore, to determine the center of a correlation
spot accurately, a readout beam of large cross section
is preferable. Moreover, under some circumstances
the readout light cannot be reduced into such a small
cross section, e.g., in a single spatial-light-modulator
JTC architecture in which the collimated light is used
for both writing and reading. Readout light power
that falls onto the unencoded area of the square-law
detector would not be utilized, and the efficiency of
the JTC system would be reduced.

In this Letter an image sampling technique is pro-

0146-9592/90/181029-0382.00/0

posed to increase the efficiency for a given JTC sys-
tem. We assume that a one-dimensional sampling
grating has been synthesized. The corresponding am-
plitude transmittance function is given by

G(x) = Z rect(x —wnd)= Z ¥, exp(jnryx),

n=—o n=—o
(2)
where
- 1 x —~nd| < w/2
reCt(x__u_)n—d_) - {0 ‘otherwi‘se / ' ®
K= sin(nrw/d) _ w .
= ETTTLU_/d__ = -J sinc(nw/d), 4)

w and d are the pulse width and the period of the
sampling grating, respectively, and rq = 2r/d. Note
that the Fourier expansion of the gratins is given as
the rightmost expression in Eq. (2).

The grating is then inserted at the input plane of the
JTC (as show in Fig. 1) whose input functions are
assumed to be two identical images located at (xy, 0)
and (—xg, 0). The amplitude transmittance at the
input plane is then given as

T(xv y) = Z {Kn[f(xv - xOy y)

+ f(x + xg, ¥)]exp(jnrpx)l.  (5)

The corresponding joint-transform power spectral
distribution recorded at “1e square-law detector is

L

S(p,9) = 1AT, = S 2K, AF(p = nry, @

neE—m

X {1 + cos[2xy(p = nro)}l, (6)

& 1990 Optical Society of Ameriea
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Fig. 1. High-efficiency joint-transform architecture.

where p = (27/fA)a and g = (2x/fA\)B are the spatial
frequency coordinates, F(p, q) is the Fourier trans-
form of f(x, y), and F|-} denotes a Fourier-transforma-
tion process. To ensure that the spectra do not over-
lap, it is assumed that the sampling rate satisfies the
Nyquist requirement, i.e., d < =/Ap, where Ap is the
angular bandwidth of the input object. Thereiore,
this determines the number of orders of the spectra
that can be written onto the square-law detector.
Given this number, to obtain almost equal intensity
distribution for all the spectra recorded, the width of
the sinc function sinc(pw/2w) should be large com-
pared with the dimension of the detector D, i.e., D <
fM2w. Note that the introduction of the modulating
term K, in Eq. (6) produces power spectra of different
writing intensities that enhance the dynamic range of
the square-law detector.

For a simplified consideration, let us use only the
first N orcers of diffraction in which the K, attenua-
tion factor can be ignored, i.e.,

N
S(p, q) = Z 2|F(p = nro, @)

n=—N
X {1 + cos[2x4(p = nry)ll.  (7)

If this joint-transform power spectra array is read out
with a coherent source, the object irradiance at the
output plane becomes

N 2

I(x,y)=|1+2 Z cos(nryx)

n=1

X [12f(x, y) ® f(x, ) + If(x, ¥) ® f(x + 2x, y)I?
+ If(x, ) 8 flx = 220, W1, (8)

By comparing the above results with those obtained
from a conventional JTC [i.e., Eq. (1)}, it can be seen
that the average energy of the correlation function in
Eq. (8) is increased by

r=d N 2
L[ [1 ) o 222 x)] dx = 14 2N times
(9)

Howe, .r, despite the increase in the average peak
intensity, the correlation function is modulated by the
square of a sinusoidal factor, and this might not be a
desirable effect in some cases.
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On the other hand. if quasi-monochromatic, partial-
ly coherent light is utilized as the readout source,
whose coherence width equals the width of the joint-
transform power spectrum, the object irradiance at
the output plane can be written as

Lo(x, ) = (1 + 2N){I2f(x, y) ® flx, y)I® + If(x, y)
® f(x + 2xg, I + If(x, ) ® flx — 2x, »)IF].  (10)

The output correlation function is simply amplified by
1+ 2N times that of a conventional JTC. There isno
modulation within the correlation function, and maxi-
mum intensity at the center of correlation is guaran-
teed. Moreover, use of partially coherent readout
light would also suppress coherent artifact noise and
thus increases the signal-to-noise ratio. Note that the
above analysis for a one-dimensional sampling grating
can be easily expanded to a two-dimensional sampling
case. The spectra array given in Eq. (4) will then
become a two-dimensional square array in which the
multiple orders of the joint-transform power spectrum
will be located at (nry, mrg). Following a similar
mathematical analysis, which leads to Eq. (10), the
correlation spot intensity will be increased by a factor
of (1 + 2N)? times when a two-dimensional sampling
grating is used.

To verify our discussion, an experiment using a 2f
Fourier-transform system as shown in Fig. 1 was per-
formed. For easy implementation, two pieces of com-
mercially available Ronchi rulings were used to pro-
duce a two-dimensional sampling grid. The Fourier-
transform spectrum of the grating itself shows that the
+1 orders are approximately half the intensity of the

(b)

Fig. 2. Experimental results of the JTC when no sampling
grating was used on the input plane: (a) joint-transform
power spectrum, {b) correlation peak obtained by using a
partially coherent readout light.
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(b)

Fig.3. Experimental results of the JTC when a two-dimen-
sional sampling grating was inserted: (a) the 3 X 3 power
spectrum array, (b) correlation peaks.

zero order. The higher orders are weak and to permit
an easy analysis were not recorded. The input pattern
consists of two identical images recorded on 35-mm
photographic film. A He-Ne laser was used as the
coherent light source, and the power spectrum was
recorded on film. Figures 2(a) and 3(a) show the pow-
er spectrum recorded before and after the sampling
grating was inserted, respectively. Partially coherent
light generated from a white-light source in conjunc-
tion with an interference filter was then used to read
out the power spectrum. Figure 2(b) shows the corre-
lation result when a single spectrum order was used,
and Fig. 3(a) shows the result obtained whena 3 X 3
spectra array was used. It was measured that the
correlation peak intensity is increased by approxi-
mately 4.8 times when the sampling grating is inserted
attheinput. However, according to the mathematical

predication, the peak energy should be increased by 9
times. We believe that the major reason for the de-
crease in experimental values is because of the weak-
ened modulation in the %1 orders of diffraction from
the Ronchi rulings.

In conclusion, we have proposed and demonstrated
an image sampling technique that improves the effi-
ciency for a given JTC system. By writing multiple
orders of the joint-transform spectrum onto the
square-law detector, the physical size of the device as
well as the readout light power are more fully utilized.
Consequently, the correlation peak intensity is sub-
stantially increased. Under either coherent or par-
tially coherent readout light, the energy of the correla-
tion function thus produced is proportional to the
number of orders of spectra used. Such merits of this
proposed technique would be helpful under low light
intensity. Moreover, it must be mentioned that the
increase in the correlation peak intensity with this
technique is different from simply increasing the read-
out light power while reading a single order of the
joint-transform spectrum. When random noise is
added in during the JTC process, the latter approach
would increase any noise spikes present on the output
plane by the same amount as for the correlation peak.
However, in our proposed technique, each spectrum
order being used would produce different noise spikes
at different positions. Therefore this technique
would also increase the discrimination ability of the
JTC under noisy conditions.

Note that if a charge-coupled-device camera con-
nected to a computer is used as the square-law detec-
tor, then the sampling gratings need not be used in the
optical setup: A simple digital image-processing algo-
rithm can be applied to replicate a single order of the
spectrum into multiple orders of the spectral array.
Since the JTC’s can be regarded as generalized optical
processors,3 the proposed technique can improve the
performance in other image-processing applications.

Partial support of this research project by the U.S.
Army Missile Command, through U.S. Army Research
Office contract DAALO03-87-K0147, is gratefully ac-
kuowledged. We thank the reviewers for their valu-
able comments.
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Autonomous real-time object tracking with an adaptive joint
transform correlator
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Abstract. A hybrid optical/digital system for tracking an object in a se-
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quence of images is described. Since a joint transform correlator does not

The Pennsylvania State Uni arsity require a matched spatial filter in the correlation process, object tracking
Department of Electrical Engineering can be carried out by continuously updating the reference image with the
University Park, Pennsylvania 16802 object image in the previous frame. This adaptive property of a joint trans-

form correlator, together with the parallelism and high processing speed
of an optical system, ensure high correlation between objects in two se-
quential frames. The relative position of the object can then be determined
based on the location of the correlation peak. System performance is
evaluated and experimental demonstrations are presented.
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CONTENTS in the next picture, and therefore this is not a practical real-time
1. Introduction technique. With the recent develogment of various kinds of
2. Optical architecture and theory spattal light modulators (SLMs),? many real-time tracking
3. Optical digital interface techniques have been demonstrated. Gara® used a liquid chStal
4. System performance light valve to perform real-time tracking based on a fixed MSF
5. Adaptive correlation in a Vander Lugt correlator. Using a liquid crystal television
6. Conclusions spatial light modulator, a dlchromated gelatin multifocus holo-
7. Acknowledgment lens and a MSF array, Chao and Liu® demonstrated a technique
8. References for simultaneously tracking multiple objects. Optical tracking
1. INTRODUCTION using noveltv filters and image subtraction have also been pro-

posed.'®!" in which the system detects the difference between
sequential image frames and then computes the position of the
object in motion.

The joint transform correlator (JTC)' *!3 is an alternative ap-

Optical pattern recognition has attracted much attention in var-
ious applications because of its parallel processing and high-
speed operation capabilities. particularly in real-time applica-

tions such as missile guidance, vehicle trackxna and automated proach to optical pattern recogmition. It has been demonstrated
lander guidance in aerospace mussions.’ In 1974, Vander Lugt®  that a real- time programmable JTC can be implemented using
demonstrated the use of matched spatial filters (MSFs) in per- two SLMs'* or just a single liquid crystal television (LCTV)
forming cloud motion analysis in a sequence of photographs 4 yideo feedback fashion.'>"' In this paper. a technique for real-

taken from a satellite in half-hour intervals. A new MSF was time adaptive object tracking based on a JTC is proposed and
made for every photograph in order to correlate with the scene  gemonstrated. The basic idea is to correlate the object in the

current frame with the object pattern in the previous frame of
Paper 272 d Apni 2 990: Lo . . -
actepted g,,';ifg,”;a,mﬁ“}m" |1 evised manuscnpt recerved Jan. 3. | sequential video images so as to obtain the relative locations of
© 1990 Society of Photo-Optical Instrumentation Engincers. the object in the two frames. It must be pointed out that in a
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migro-
computer |

Fig. 1. Optical architecture for the adaptive JTC, C1, C2 are two CCD
cameras, FL is a 48 in. Fourier transform jens, and CL is a 50 mm

camera lens. The high-pass filter (HPF) is a transparent film with a
tiny blurred dot at the center.

JTC architecture. the reference image and the input scene to be
correlated are placed side by side on a spatial light modulator.
This unique property of a joint transform correlator enables the
system to adapt to the input scene by continuously updating the
reference image with the previous frame to correlate with the
dynamic object. The key element to this optical JTC is a high-
contrast LCTV, and the hybrid system is fully controlled by a
microcomputer.

2. OPTICAL ARCHITECTURE AND THEORY

To improve the simplicity and compactness of the system. a
single LCTV (Seiko color LCTV model LVD202, 220x 240
pixels) together with a Sony CCD camera are used in a video
feedback architecture, shown in Fig. 1. Since this is a color
LCTV. three neighboring RGB pixels are addressed as one pixel
unit when displaying a gray level image, thus decreasing the
resolution of the device. By observing its Fourier transform
spectrum (Fig. 2). we deduced that the RGB pixels are arranged
in the fashion shown in Fig. 3. This is also verified by observing
the pixel structure under a microscope. The effect of this struc-
ture is discussed in Sec. 4.

To interface this commercial product with our system, the
diffuser and the protective glass of the LCTV were first removed.
To compensate for the phase distortion, the liquid crystal display
(LCD) unit was then separated from the hardware circuit box
and immersed in a liquid gate filled with mineral oil. The two
original polarizers attached to the display unit were left un-
touched. A half-wave plate was inserted in front of the He-Ne
laser to align the plane of polarization of the linear polarized
light with the LCTV’s front polarizer. In this airangement, max-
imum transmission and a higher contrast ratio can be obtained.

We now discuss the principie of the tracking algorithm. Let
us assume that two sequential scenes of a moving object are
displayed on the LCTV via the computer’s video frame grabber.
The previous frame and the current frame are positioned in the

upper and lower half of the LCD. respectively. as depicted in
Fig. 4. Let

j:'-l(x K- ¥ T Ve < g) and

o . a\y
ﬁ X = Xy = 0K Y — Vg — 8¥ + ;)

=

be the image functions of the objects displayed on the LCD.
where 2a is the height of the display unit, rand 1 — | are the
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Fig. 3. Pixel structure of the
color LCTV.

Fig. 2. FT spectrum of the
LCTV.

—

previous
/ frame
wco—» o

>
X

TS

|

[ A
5% \_ current
frame

Fig. 4. Arrangement of the two frames on the LCD. 2s is the height
of the display unit.

current and previous frames. and (8x.8y) is the relative trans-
fation of the object from te (r — I)th to the rth frame. Then

the complex light field at the frequency plane of lens FL is given
by

Ttu.v) = F_._,{u.v)exp{ —iZw{ux,-,-:—v(_v_._;-:-g)]}

\ P4

—:»F,(u.v)exp{ —i}r{ulx.- ! +5-f)+"(."'f-' '*'8}'_;)}} ’
(1)

The power spectrum recorded on CCD camera C! is then sent
back to the LCTV for an inverse Fourier transformation. Thus.
the complex light field at the output planc becomes

Cle.y) = FHiTuw)
= R.Axy) + Rio .o sfry)
R ilx + 8x.5 = 8y —a)
~ R dx =dx.y=8v ~ a) . t2)
where

R..(x.¥) = F UF (uv)F2uvi}

]

E:- P 3 -
} { fotu)ftu = x, v = vidudy

=~ F=y
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Fig. 6. Block diagram of the optical digital interface.

is the correlation function between £, and f and .7 ~ *{-} denotes
the mverse Founer transform of the function {-}. Note that the
first two terms of Eq. (2) are the zero-order terms diffracted
around the origin of the output plane. while the last two terms
represent the cross-correlation terms diffracted at xpeqxt = dx.
Ypeal = (8 — @1 and Xpean2 = — X Yoz = (—8y — ai
With reference to our previous investigations.  the angular and
scale tolerance of a target m a JTC 15 roughly about =37 and
= 10%. respectively. By assuming that the motion of the object
is relatively slow compared to the processing cvcle of the cor-
relator. f; - ; will strongly correlate with f;. and two high-intensity
correfation peaks <an be vbsenved at the output plance. The new
location of the object at ttme 1 &5 then given by

L T o L PR Y VS 1 £33

In our expennmeni. & 50 mm camera leas was used to magnify
the Fourter specirum to about 3 1o 10 Jines mm .\ ~mall cu i:
opague dot with a blurred edge. which acis as 2 ingh pass titer.
was mserted at the Fourter plane to block the &e hight from z‘m:
CCD. which would therwise cause muitiple retlections and
scatiening at the <erface of the CCD .\ photograph of the o<
pc,rsmemal setup i~ ~hown i Frg. 3

f must be menvoned that this adaptive correiation tedhague
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Fig. 7. Joint transform spectrum recorded by C2. The dc light is
blocked by the high-pass filter.

Fig. 8. Correlation result from Fig. 7. One of the two peaks is shown
at the top.

requires the location of tie object to be initialized in the first
frame. This can be done using the same joint transform corre-
lation system but with a prestored reference image located at a
fixed position on the LCTV. In actual applications. the object
might have distortion variations due to vanauons i size. rotation
onentation. and perspective. Therefore. a hicrarchy search of
the object might be needed. To speed up the scarching process.
distortion invariant filters such as the circular harmonic expan-
sion filters or the svathetic discriminant function filters can be
emploved.

3. OPTICAL DIGITAL INTERFACE

The hybrid system is controlled by using a C language program.
which runs on an IBM AT compauble microcomputer at 10
MHz cpu clock speed. Figure 615 a block diagram of the digual
system hardware configuration. Two video frame grabbers
(VG128 and AT428 from Datacube Inc.). which can digitize a
full frame of input video wignal into 2 384 £ 312 image amay.
have been installed i the muicrocompuier. The video input of
ithe AT428 board 1s connected to a Fairchld CCD camera (Cly,
which v atmied at the object ot interest. The video sutput of the
AT428 board s fed to the LCTV via a s adeo of signal converter.
COD camera C2 s conaected to the IVGI LS board and captures
the jomnt transtorm power spectium durning the first hail of the
processing oyvele. Since we do not use i video multiplexer. the
recorded wpeddrum i sent from the 1y G board to the AT board
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Fig. 9. Distribution of the correlation pesks in 300 JTC cycles.

before it can be displayed on the LCTV. During the second half-
cycle, the correlation result is captured by C2. and the peak
location is determined by sequentially scanning the image armray
for the pixel with maximum intensity. A position sensitive de-
tector of a paraliel amay detector would definitely increase the
detection speed. Despite these limitations due to the use of general-
purpose hardware, our system runs at approximately 1.2 s per
cycle. It is possible for the hybrid system to run at half the video
frame frequency. which is Y2 <30 = 15 cycles per second, if
specialized supporting hardware are used.

Moreover. if an optically addressed spatial light modulator
is used as the square law conventer instead of a CCD camera
and a LCTV used in video feedback fashion. then the processing
speed could run at video frame rate, assuming that the response
time of the second spatial light modulator is much shorter than
a video frame cvcie. However. the power consumption and size
of a double spatial light modulator architecture would be two
times higher and larger than that of this proposed single spatial
light modulator architecture.

4. SYSTEM PERFORMANCE

To see the performance of the system. CCD camera ClI was first
focused on a stationary object. The JTC then correlated two
identical scenes. The joint transform spectrum and correlation
output captured by C2 are shown in Figs. 7 and 8. respectively.
We siightly modified the program so that the original image
displayed is locked into the upper half of the LCD and the
updating input frame is always displayed on the lower half. The
program was then set to run for 300 cycles. and the distribution
of the correlation peak locations is plotted in Fig. 9. The jittery
video signal amplified by the low-resolution color pixel struciure
f the LCTV mught be onc of the main scurces of error that
cause fluctuation in the data.
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Fig. 10. Correlation peak location as a function of the object’s trans-
lation in the x direction. The object's overall transiation displayed
on a3 185 mm x 240 mm monitor screen was 68.5 mm. The scale

factor was computed in terms of the distance in the monitor space
per pixel unit.
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Fig. 11. Correlstion pesk location as a function of the object’s trans-
lLation in the y direction. The oversil transiation on the monitor screen
was 27.3 mm.

Next, we translated the object along the x direction from 0
to 50 mm in 5 mm increments. and 300 sample data of the
correlation peak locations were recorded at every step. Figure 10
shows a plot of the mean of each of the data sets as a function
of the object’s translation. The result shows an excellent linear
relationship between the object space and the correlation space
in the x direction. From the plot. the scale factor between the
two coordinates in the x direction can be evaluated in terms of
the distance in the object space (or in the video system’s space)
per pixel unit.

The same test was carried out in the v direction. and the result
is plotted in Fig. 11. An overall linear relationship is observed.
and the v direction scale factor is also evaluated. It is interesting
1o note that the ratio of these two scale factors,

x dircction scale factor
¥ direction scale factor

should be the same as the inverse of the aspect ratio of the smage
array. given by'®

i _ monior screen height ¥ No honzontal pixels

aspect rain

monitor screen widih - No veriical pixels

which 1s a measurement of the pixei clement’s height to width
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Fig. 12. (a) A graphical image revolves in an eltiptical path at 21 s/rev. The dark dots are the

hand track of the tank’s positions at each of the JTC cycles. (b) Tracked positions of the tank
after one revolution and (c) after four revolutions.

A

Fig. 13. A camera on a space vehicle aimed at a fixed target on the
ground for navigational purposes.

ratio and is equal to 0.578 in our video system (a Panasonic
B/W monitor in its under-scan-size mode). Comparing this num-
ber with the x.y scale factor ratio. the two values are different
by less than 2%. This evaluation can serve as a check of the
system's overall accuracy.

A close examination of Fig. 11 shows a periodic stair-like
data structure that is absent in Fig. 10. and we have also recorded
that the standard deviations at the **steps’’ are higher than usual.
This can be explained as follows: When the object is translated
in the x direction, the joint transform fringes are generally aligned
at an angle. When the object is translated in the y direction. the
fringes are aligned in the x direction. A study of the pixel struc-
turc in Fig. 2 reveals that this LCTV is better able to display
slanted lines and vertical lines than horizontal lines. The coarse
sampling in the horizontal direction thus generates higher data
fluctuations and periodic sctbacks.

After these preliminary tests, a tank-shaped graphical image
displayed on another video monitor was used as the next test
object. The tank was sct to revolve in an clliptical path at a
period of 21 s/rev. [Fig. 12(a)]. The original program, which
updates both halves of the LCD, was set to run autonomously.
Figures 12(b) and 12(c) show the locations of the tank tracked
by the system: proper x and y direction scale factors are used
in these plots. Excellent tracking of the object’s location is ob-
tained at the end of the first revolution. However, after four
revolutions. some deviations of the tracked points from the cor-
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rect lncus are observed. This reveals that detection esror accu-
mulates during each correlation cycle. as can also be seen easily
from Eq. (3). This drawback of an adaptive correlation system
must be considercd and solved by using some other method.

5. ADAPTIVE CORRELATION

A major merit of the proposed technique is the adaptive property
of the system. We have carefully simulated two sets of image
sequences to illustrate this concept. The first set simulates a
situation in which a camera mounted on a moving vehicle. say.
a spaze vehicle, is imaged onto a fixed target on the ground for
navigational purposes, as shown in Fig. 13. As the space vehicle
approaches the target, the detected scenes are continuously
changing: the target size appears larger. and its orientation and
shape also change due to different perspective angles from the
vehicle in motion. Using computer-aided design graphics, a 3-D
tree-like object was created as a target on the ground. Nine image
sequences simulating exactly the same scenes as captured by the
moving space vehicle were recorded from a CAD terminal. as
shown in Fig. 14. The hybrid tracking system has little difficulty
correlating the targets between frames, even if the target on the
first frame and the last frame look very different. Figure 15
shows the tracked locations of the target as seen from the ve-
hicle's coordinate frame.

Another simulation illustrates a stationary camera/moving ob-
ject situation. Figure 16 exhibits the motion sequence of a toy
tank moving from lower left to upper right in the scene. An
overturned truck, which serves as stationary clutter, was also
added to the center of the image scene. In this case, four objects
are displayed on the LCD during the correlation process. and
eight cross-correlation functions are generated on the output
plane, four of which are the weak cross-correlations between
the tank and the clutter and can be ignored. Based on prior
knowledge that the clutter is stationary, the unwanted peaks arc
always located at (0, = a), which can then be distinguished from
the peaks generated by the target in motion. Figure 17 shows
the joint transform spectrum and the correlation peaks based on
frames | and 2 of the image sequences. The tracked positions
of the target are given in Fig. 18,

6. CONCLUSIONS

In this paper we have demonstrated the use of an adaptive JTC
for object tracking based on the correlation between images in
sequential scenes. The high-speed parallel processing ability of
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Fig. 14. A sequence of nine images were recorded from a CAD terminal, simufating the exact
scenes as captured by a camera mounted on the moving space vehicle. Only trames 1, 5, and

9 are shaown here.

Fig. 15 Tracked positions of the ground target as seen from the
vehicle's coordinate frame
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Frg. 18 Tracked positions <f the tank in six frames.
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DEBLURRING USING JOINT TRANSFORM PROCESSOR
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By generating a blur function as the reference object, the phase of the spectrum of the blur function 1s automatically canceled in
the joint transform spectrum. A reference function is then utilized to crmpensate the amplitude vanation cf the olur spectrumin
order to restore the original object. Experimental results are given,

1. Introduction

The jo:o- wansform correlator (JTC) was pro-
posed by Weaver and Goodman [1] for optically
convolving a pair of 2-D functions without using a
complex spatial filter in the frequency plane. This
idea was further applied to real-time pattern recog-
nition by incorporating some spatial light modula-
tors in the optical system {2j. Recently, deblurring
using a nonlinear JTC was suggested [3]. In this pa-
per. we demonstrate experimentally a simple method
of deblurring using a joint transform processor [4].

2. Joint trapsform processor

Shown in fig. | is a joint transform processor in
which the configuration of the three-lens system be-
tween the source point s, and the observation plane
P is a standard optical information processing sys-
tem. Py is the inpui object plane and P, is the joint
transform filter (JTF) plane. Suppose that the am-
plitude transmittance of the input objec: is

X, y)=a,(x~Xq,y)+a(x+xg, ¥) . n

After square law detection at the plane P,, the am-
plitude transmittance of the JTF (or joint transform
hologram) can be written as

' Y.S. Cheng s .n leave from the Institute of Opuical Sciences,

Nauonal Central University, Chungh, Taiwan 32054, R.O.C..

H(fa ) =14 (fo L) P+ 1420/ Sl

+2 Pe[d, ([ /;) A3(fa. ;) exp(—idnxo fo) 1,
(2)

where 4, is the Fourier transform of a,, /= Xx/AF, and
f,=y/AF. F is the focal length of all the lenses L, and
A is the wavelength of the light. Re denotes the real
part.

In the read-out process, the amplitude transmit-
tance of the reference function A;(f, ), in the plane
P,, is imagea by the lens pair L; and L, onto the JTF
through the reflection from the beam splitter BS.
Light reflected from the JTF is collected by the lens
L, and the inverse Fourier transform of A(f,
5)u(fs, £,) occurs at the observation plane P. The
output amplitude of interest 15 either IFT {A,(/,, )
A3 (S ;) A3 £)) o8 IFTL41 (s, £5) Ax(fuo ;)
A3(fs ;) ], where IFT stands for the inverse Four. :r
transform. The former is centered at x=2x,. y=0
while the latter is centered at x= — 2x,, y=0. In gen-
eral, the joint transform processor can aci ieve what
a coherent optical processor can do. However, in this
paper, we would concentrate on a deblurring
problem.

Assume that the amplitude transmittance of the
input object takes the form

t((x, y)=0(x—xo, y) #rect[(x—x)/l]
+rect[(x+Xx5) /1] 6(y) . (3)

where the first time term is the blurred object. * de-
notes convolution operation, and / is the blur width.

0030-4018/89/$03.50 © Elsevier Sctence Publishers B.V (North-Holland) 19
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Fig. 1. Joint transform processor.

T+ information in the JTF which is of interest to us
is

A f) AU L) =0Us, 1) sinc* (fy) . (4)

where the unimportant constants are neglected. We
note that the phase of the sinc function is completely
canceled due to the presc -ce of the reference object
rect(x/1)d(y). In order 10 obtain the deblurred im-
age. all we have to do is to genera:e a reference func-
tion [sinc*(//;) ]! which cancels the undesired am-
plitude variation sinc>(/f;) in the object spectrum.
Thus. the output wave amplitude. which is centered
at x=2x,, ¥=0, is

IFT{4, ([, L) AT L) sl S ) =0lx p)
(5)

If programmable real-time spatial light modula-
tors (such as LCTV are placed 1n the planes P, and
P,. then the references object 4, and the reference
function A, can be continuously varied. Ox the other
hand. a real-time square law detector (such as LCLV)

20

can produce the JTF instantly. The operation
IFT[A;434:] can then be achieved in real-time.

3. A deblurring system

Although blurring can occur in different forms. in
this paper. we only consider linear blur. In order 12
reduce the dynamic range requirement. an alterna-
tive deblurring svstem i~ which Fourier transfor-
mation takes place only in one direction is suggested
(fig. 2). The recording system and the read-out sys-
tem can be put together as those in fig. | using a beam
combiner. However. for the ease of 3-D drawing, we
consider them separately. Let the amplitude trans-
mittance of the input plane be

Hx, y)=0{x—X, y)erect [ (X~xX9) /1]
+ rect{ (x+x,)/1] . (6;

Since blurring occurs only in the x-direction. we
merely have to perform Fourier transformations in
that direction. In the orthogonal direction, a simple
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Fig. 2. (2) An optical system for recording of the joint transform
spectrum. (U) A read-out optical system.

imaging would suffice. Hence, the information on
the blurred object and the reference objcct are
brought together only in the x-direction. After square
law detection at the plane P, the JTF takes the form

u(fe, ¥)=sinc?(If) [10LL, y) 12 +1
+O(f., ¥) exp(—idnx, f;)
+0*(s.y) exp(idnxo f) ], (7

where O(f,, v) i, the object transformed ia the x-
direction.

The reference function (sinc*(/f;)]~' on the plane
P, is then imaged onto the JTF. Finally, an optical
system (fig. 2b) simila to that of fig. 2a brings the
light to the output plane, Again. inverse Fourier
transform is performed in the x-direction while sim-
ple imaging .s maintained in the y-direction. The
wave amplitude at the observation plane P is

u(x.y)=olx.y)ro(x.y)+d(x) é(y)
+o(x—=2x5, ¥)+0*(—=x=2x,.¥) . (8)

We note that the third term of the above equation is
the deblurred image. For an amplitude object. the
fourth term is also a deblurred image.

4. Experiment and discussion

Shown in fig. 3a is the original object in which the
characters ABDKU serve as the object. The thin line

a

CXOm>»

Fig. 3. (a) The original object ABDKU with a reference line.

Fig. 3. (b) Blurred object and reference object.

Fig. 3. (c) Joint transform spectrum.
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Fig. 3. 'd) Under-exposed JTF to show the fringes in the main-
lobe of Jhe spectrum.

Fig. 3. (¢) Overly-cxposed JTF to show the fringes 1n the side-
lobes of the spectrum.

at the left hand side of the figure is blurred to be the
reference object. BY photo reduction. both the char-
acters ABDKU and the reference line are converted
to be transparent. The photo-reduced transparency
is then placed in the object plane of . simple .maging
system. Light from a mercury arc source shining on
a piece of ground glass <erves a the diffuse light
source. Kodak s0-253 film is mounted on the camera

22

OPTICS COMMUNICATIONS

I December 1989

rig. 3. (g) High-passed deblurred image.

above a digital motorized stepper. The motion of the
camera causes the recorded image to be blurred. A
further contact printing makes the blurred object
transparent again (fig. 3b). By comparing fig. 3a with
fig. 3b, we note that. since the degree of blur is cho-
sen to be very severe, the blurred image is beyond
recognition. The distance between the blurr=d object
and the reference object is about 6 mm. We have
chosen the onginal line to have a finite width so that
the reference object can have comparable transmit-
tance as that of the blurred object. In the above re-
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cording processes. linearity is ensured by pre-expos-
ing the film to a uniform light with total exposure
somewhat above the toe of the H&D curve.

In the system of JTF recording, the focai length of
the cylindrical lens CL, is 30 cm and that of the
spherical lens L, is 20 cm. Their separation is ap-
proximately the sum of their focal lengths. Hence,
the image is compressed in the y-direction by a fac-
tor 2/3. Shown in fig. 3¢ is the joint transform spec-
trum recorded on the Kodak 649-F plate. Because
we have exposed the blurred object in the linear re-
gion, the dark region of fig. 3b is not totally opaque
and the average transmitted light is squeezed into a
vertical line by the !.ns L, which overly exposes the
zero-frequency spectrum. Some regions in the spec-
trum are also overly exposed so that the interference
fringes are quite lost. To reduce the effect of this
problem. more light from the reference object is re-
quired in order to faithfully record the spectrum. This
can be done by placing a filter in front of the char-
acters ABDKU during the blurring process. In fig.
3d. the fiim is under-exposed to show the fringes in
the mairlobe of the spectrum. On the other hand. in
fig. 3e. the film is overly exposed to reveal the fringes
in the sidelobes. The reference function
[sinc* (/)] can best be generated by computer.
However. in the experiment, an approximate refer-
ence function 15 produced by exposing a 649-F plate
to the spectrum of the referencc object only. The
negative of the result 1s shown in fig. 3f in which the
nonuniformity in the vertical direction 1s caused by
that 1n the reference object.

During the read-out process. the reference func-
tion is imaged by a lens pair L, and L;. each of focal
length 30 cm. onto the JTF (fig. 3¢) on the plane P,.
The focai length of both the cylindrical lens CL, and
the spherical lens L, 15 30 cm. Agamn. they are sep-
arated by the sum of their focal lengths. Many ref-
erence functions and joint transform filters with dif-
ferent exposures and different chemical processing
conditions are experimented. The image of the onig-
inal object which shows some degrec of deblurring 1s
shown in fig. 3g. We note that the image 1s streiched
i the horizonial direction by a factor of 9/4 wuh
respect 10 the vertical direction because of the par-
ticular lenses used. Owing to the presence of the ver-
tical lines 1n both the joint transform filter and the
spectrum of the reference function. z high-passed

OPTICS COMMUNICATIONS
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image is expected. However, due to the reason that
is not quite clear, the edges of the images are not quite
sharp. The horizomal parts of all the characters are
quite lost because of uverexposure of the corre-
sponding regions which result in the lost of the in-
terference fringes. This problem would be avoided if
a continuous tone object is utilized as the original
object. If the image of the original object instead of
the high-passed object is expected. the unwanted dark
region of fig. 3b should be painted totally opaque be-
fore performing the read-out process.

Deblurring is mainly a combined process of phase
correction and high-pass filtering. Since the phase
canceliation is automatically achieved in the JTF, we
merely have to perform a high-pass filtering process.
A simpler experiment is also performed in which the
mainlobe of the joint transform spectrum is overly
exposed to generate the approximate high-pass func-
tion directly on the JTF. The read-out optical system
would be a cvlindrical lens together with a spherical
lens. Comparable result as fig. 3g is obtained.

5. Conclusion

A simple deblurring method using a joint trans-
form processor is suggested. By incorporating some
real-time devices into the optical system. the process
can potentially be carried out in real-time. Although
the expenment is performed with photographic films.
the result nevertheless shows some degree of de-
blurring. If a continuo 1s tone object 1s used instead
and the procedures discussed in section 4 are taken
into account, the deblur-ed image would be much
better. Some other methccs. such as the one sug-
gested by Yang and Leith {5]. can also be utilized to
restore the oniginal object.

Based on the simple method we have suggested.
for a general blur (defocusing, nonlinear motion.
etc.), we would generate the same blur as the ref-
erence object. The phase of the blur spectrum 15 au-
tomaticaily canceled in the joint transform spec-
*rum. Then, we would sznerate a reference function
to cancel the nonuniformity of the blur spectrum.
Thus. a deblurred image can be obtained.

tJ
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ABSTRACT

In this paper we shail show that blurred photographic images due 10
linear mation can he restored with u 1oint transiorm processor tJ TPt
The decontoiution punction jor tie image deblurnng can ne directiy
impiemented at the input piane of a JTP. The bipolanity of the deconeo-
lunon tunction can pe eccompiished hv encoding with a =-sifted grating

structure. Computer simuiations o (est ihe feasibiitey: of the scheme are
gwen.

One of the major advantages of a joint transform architecrure
{1, 2] must be the avoidance of the filter synthesis. and the
architecture of the processor can aiso be applied to geveral-
ized image processing {3]. Research in this area has besn
motivated by recent advances in spatial I:zht modulator tech-
nology and the inherent reai-time processing capability.

This paper demonstrates the implementauon of a joint
transform processor (JTP) architecture o restore blurred (m-
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Figure 1 A onc-dimensional joint transform processor

ages due to finear mouon. In a conventional coherent optical
processor. image deblurring can be performed by synthesizing
a restoration filter. whose transfer function is the inverse of
the blurred function [4). Notice that the inverse filter is
generailv not physically realizable due to manv concomitant
difficuities. In a JTP. however. the object is made to convoive
#ith 2 processing (reference) function thar is placed at the
:nput piane. In this arrangement. some of the processing
constraints may be aileviated. Because the deblurring funcuon
:s generaily 2 bipolar function. we have proposed a spatiaily
encoding techn:que to produce the bipolarity of the processing
funcion. in other words. two sets of graung of the same
‘requency ase encoded on the input transparency to produce 2
= phase shifted vector. such that a bipoiar nature of the
processing funcuon can be obtained iz the first-order
diffraction.

Figure 1 shov.s a i-D joint Fourier transform correiator.
where cylindrical lens L, has no effect in the x direction.
Thus. the Founc: transiorms of the object and the rc‘erm
function in this direction are obtained at P, by L.. In the 5
direction. however. the input functions are imaged onto P, bv
the combination of the two ienses L, and L.. Thus, a i-D

joint transform hologram can be obtained at P, with a2

square-law detector (SLD). We assume that an obijers trans-
parency f;(x. ¥y and a reference f.(x. 3} are iasented in the

input plane. The transputtance distnbution can be written as 87

Hx.vp=n(x~2. 5} =f{x =z v) ()

where 2a is the separauon of /. and f,. By conerent rliumina-
uon. the compiex iizht distnbuuon at the Founer plane :s
given by

T(p) = F.(p)expt —:ap) ~ R plexptiap)  (2)

where p represents the anguiar spaual frequency coordinate.

Flp) =F{f(x.x)}. F(p)=F{filx.5)} (3
and F denotes a 1-D Fourier operator. The ransmittance of
the joint transform hclogram produced by a square-iaw detec-
tor can be wntten as

{T(p)f° =1F.P* ~1FP* ~ FF* expl ~2ap) = F*F.expl2ap)
(4)

The system setup for the readout process is the same as
sbown in Figure 1. By placing the joint transiorm bologram at
the input plane. the cross correiation of funceons f; and £
can be observed at (24.0) and { — 22.0) of the output plane. If
oue of the wwo functions is Aippea along the x direction. for
exampie. f,(x — 2. 7). then the convolution operauon instead
of the correjation can De performed. It is therciore evident
teat JTP can be used as a generaiized image processor.

Let vs assume that the biurred funcdon is

1

—~
W
P

g{x) = oi x’}trmi

where o(x) represents the unbiurred object.

(Z\ _fL -Lngxsln?
VLi g otherwise

is the linear smearing function. L Is the smeanng leagth, and
= denotes the convolution operation. [t is apparent that. for
geperai image processing. the cutput compiex ight field can
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Figure 2 The snazc of the processing fun
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volution of 121 with the smeanng funcuon

be written as

. f
x) = g(x}=h(x) = o(x)erecd
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where 4(x} is the spatal impulse response of the filter func-
tion. It can be shown that. for a linear motion image deblur-
ring. the spaual impuise response of 2 deblutring filter is fsee

sinf wix{)sink{ wa)

e

e

{x

N
e §
-3

feost wx) = coshl was}

=here & is a properuonaiity coostant aad ¢ is an arburaniy
smail pesidive parameier that determunes the width of the
spikes of 2 1 as shown m Figure I However. o

raztice tEz
are reshaped into recuanguiar form for cprcal impiements-
cofrespondicg restored point mmage is depicied = Fig ;.
To sepasate the image from the ghost umages. i o3 requred
that the sz of the reference shouid be larger than double the
sbject suze e, L. > 2L,

The bipolanty of the deblumng functon #ix} ¢zn be
obtained by ¢xcoding 2 set of =-shifted Ronchu graunzsi
showm iz Fizure 4 Toe transmuttance of the encoded trass.
parency can B wniien s
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Figure 4 Grating encoding pattern applied so the processing func-
don

(=)

Figure § (33 A blamred image due to Ezesr motoe: {B) outpet
deblurred image from (a3

where 15 is ke grating period. and A,(x3 and /.(x) are the
positive 2nd negative functions of kixy By 1-D Founer
transiortmne the above equation with respect to the v axss. it

oLoomes

- z

=here g 15 the spaual frequency coordinate. The first-order
deblurred image can be obtamned from the ;omnt fransionn
hologram as expressed in Equation (6). It is therefore appar-
ent that the image deblurring can be obuuned sk the pro-
posed 1-D FTP.

The feasiility of the optical impiementaicn s studied by
2 computer sumuiation as given o Figure 3. Figure 3a) shows
2 blurred image with 2 smearisg jength L = i0 pxels. The
rectangular spikes of the deblumsg funcuen Rrxyare | pxed
=ide. The corresponding computer-simulated result s shown
n Figure 3B}

Finaily, we would conclude that restonng blurred images
using 3 one-dimensional joint wransform processor 13 feasible.
The bipolarity of the processing funcuon caa be zileviated
=ith a grating encoding scheme. This svstent, in prnnaple. ¢2a
be implemented with real-ume devicss,
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Figure 6 The contours of the compiex integrais for calcuhaticg the p

APPENDIX

The spauai impuise response functios i(x) can be expressed
by the Cauchy pnncipic vaiue with the inverse Founer trans-
farm of an inverse siter. such as

: =l

-1
expt -aip)|siof 2}] " exp( o)

wxy=[""

== f ipylt
=2/ " expl —ap)| Sinct 3} o
4, ow-ep)|Sind =11 coslxp) dp (10)

where a — 0. A closed form of 2(x) can be derived. based on
tbe sum of t%0 contour integrations. given by

s rry~i
I-g ﬁ—m}{&nﬁ:?! exof jx=} &=

- r =31t
-fem:a){SéﬂGi:?} exo{ jxsh &= (11)

where contours C, and C, are shown in Figure 6 When
x 2 8. [ =1 and it san be shown thar

Alx) = —2=° ¥ (~1)" expl —akw)sinf kex)
Fe ]
HD4 WX IS wal

feosl wx) + cosbl war]?

- s

™

(1)

When x < 3. Aix} = #(jx) because #i x} is an even funcron.
Thus. ke general form of A(x}. as in Eguaton 7). can be
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Reconfigurable Interconnections
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Reconfigurable interconnections using

photorefractive holograms

Shudong Wu, Qiwang Song, Andy Mayers, Don A. Gregory and Francis T. S. Yu

discussed. Reconfigurable interconnections by either wavelengsh tuning or spatiai division techniques ere
proposed.  Reflection type volume holograms can be used for 2 large number of reconfizerable interconnec-
tions in terms of finite wavelenpth tunabiiity. Transmission volume holograms encoded in pinhole bolo-
Zrams can be easily reconfigured by spatial light modulator. Experimental demonstratiorsobtzined by using

i inroducticn

In recent years, high speed communicat. .1 and high
speed computation have arcised inter<st in optical
interccnnections.! The advantages of optical inter-
connections over electrical interconnections are high
speed, massive parailelism, and lower mutual intetfer-
ence. Optical fibers, integrated waveguides, and free-
space interconnections are all being considered. How-
ever, free-space interconnection is the most atiractive
among the others for its potential massive parallelism.
Both ciassicai and holographic optical elementz are
being considered as candidates for free-space intercon-
nections. Generallv, classical optical elements have
higher eﬁciem of Eig’ni utilization; nevertheless &e

i2 massive interconnection is zmpor-
tant for communication and computation aspects.
Spatiai light modulators (SLMs) were proposed for use
as a reconfigurable optical crossbar® based on optical
matrix-vector multiplication. The main probiem
with the SLM method is low energy efficiency. In
addition, the SLMs suffer from low contrast. low reso-
lution. siow response, and large physical size. To in-
crease the energy efficiency, Yzh ef al3 proposed a
two-wave mixing technique to amplify the controlling
pattern, which is genera*ed by the SLM. However,
mgn light intensity (~1 W/cm?} is required for high

Py

&:&zaééﬂ.i.m:é-s%:%g authorsare :
Department of Elecincal Enprnesening, i,s--z:;:“‘ Park.

efficiency of energy transference, and the method may
not be appiicable at the present time.

In recent years, laser technology has rapidly ad-
vanced with compact wavelengzth tunable laser diodes
becoming available. Mﬁmhtamﬁhwpm
vides a convenient method of controiling the direction
of diffracted light beams. Lin* has proposed a tech-
nique for using a muitiplexed waveguide transmission
hoiogram and wavelength tunable light source to real-
ize the reconfigurable opticai interconnections. Gen-
eraiiy speaking, the wavelength tunable range AMX of
laser diodes is ~10725 However, for transmission ho-
lograms, 107 relative wavelength variaticz would pro-
duce a very smalil deflection of the laser beam. Onthe
other hand, with a surface waveguide, the usable space
is essentialiy one-dimensional. These are the major
reasons that limit the number of interconnections us-
ing transmission holograms and surface waveguides.
Muitifacet computer-generated holograms may alsc
be used for reconfigurable optical interconnections.
However, for high fanout interconnections, the energy
efficiency of the holograms is generaily low

It is well known that a photorefractive volume holo-
gram can have high diffraction efficiency and high
angular and wavelength selectivities. We first discuss
the performance of transmission and refiection holo-
grams based on coupled wave theory and law of refrac-
tion. Then reconfigurable optical interconnection
schemes using wavelength tuning and spatial division
technigues are proposed. A small amount of wave-
length tuning can be used to realize 2 large number of
reconfigurable interconnections. which can be ob-
tained by choosing the writing angle and thickness of
the hologram. For the spatial division method. the
interconnection patterns can be recorded as a series of
pinhole holograms in the photorefractive material.




This series of pinhole holograms can be reconstruct-
ed with an array of light sources and by simpliy trans-
lating a pinhole generated by an SLM, and the inter-
connection pattern can be reconfigurated. We shail
experimentally demonstrate the reconfigurabilities of
both techniques using a nonlinear photorefractive
crgstai, Liz\?bO;.

K. Properties of Volume Holograms

We first discuss some basic properties of volume
holograms. We assume that two write-in beams form-
ing an angle 26 are entering into a photorefractive
material as shown in Fig. 1. The vector magnitude of
the interference grating within the crystal can be writ-
ten as

r,  InsEBD .
. £55
: X

where X is the writing wavelength and n is the average
refractive index of the crystal. If the readout wsave-
length is deviated from X by A, the Bragg ciffraction
condition requires g change of AG. By differentiating
Eq. Ei?withrespectiskande t&sneetiveiygtherés-
tionship betweer 21X and A0 is given by

:‘g aﬁ&;s&-—ﬁ. bed
for which the ckange of X shouid be compensated by

the change 0of 6. We call 20 the internai writing angle
within the crystal  Note that the external writing
angie 2a is different from the internal writing angle 26.
By appiving the iaw of refraction to Eq. (2) for the

unsianted transmission holograms in Fig_ 1(a), we have
0= sa =

Similariy as for the unslanted reflection hologram i
Fig. 1{b}. we have

where 2a is the external write-in angie. We noie that
only the second-order term in Eg. (€) is significantasa
approaches 90°. However. weshall considercasesfore
in the 10-80° region. and all second-order termscan be
negiected. The reciprocal of the dispersions

z . Y

:EE

o

™

for transmission and reflection i.zéfsﬁ..ma are func-
gsﬁﬁzﬁxwmﬁwﬁ!&ﬁaagiema s {4}and {6land

areshown in Figs. 2{z} and (b). ’s'%é see that under
samaz write-inan . the refiection hologram wout

provide higher dispersion. which is due 1o the rei‘gf-
tion st the surface of the photorefractive crystal
Since the refractive index of the crystal is higher than

L
n /B
ia} (b}
Fig. ! -~ g angle inmside and cutside the recording medinc
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the index of 2ir. the internal angie O is less than the
external angie a for the transmission hologramand 6 >
s‘:f&f&&;&éﬁ‘%ﬁ%m ?zzism..assifa:n&
3 ti&e eat!sez Eﬁé, m a

have higher &m
approaches &

comes iarger ﬁwmwﬁﬁméeééaéim

Eg. (3%

This would aiso cause higher dispersion in
5 .E*g?giﬁsﬁe'ﬁiﬁg—%
i dispersion is ohserved for the re-

5 tiar snd waveiengih selectivities
of m%e:gé ,,—{rg'az:zs. we shall refer 1o the coupied
5 N Y Cé S €< E,e; ..
wave theory obtained by Kogelnik! =S sssume
that the i
fora m
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is known as the dephasing parameter, which is depen-
dent on the reading angular deviation A© and the
reading wavelength deviation (ANA).

For the weak coupling approximation (i.e.,|y «|4),
Eq. (7) can be simplified, as given by

n = v? sinc?{. 8)

The angular and wavelength selectivities of the holo-
grams can be defined by the full width of the main lobe
of the sinc function and are given by

A
a8k = e’ @
[ AX A cos®
—_—t = —— 10)
R }t nd sin°0 (

where subscript ¢ signifies transmission hologram.
With reference to Eq. (3) and the law of refraction,
we find that

_ yn®=sin’ax A
= ———

aal, sina cosax d (1)
AN} _ yn®—sin’a A

SAt _yr R A, 1

{ A }f sin  d 12

Similarly, for an unsianted reflection hologram, the
normalized diffraction efficiency can be expreased as

1

n=s ’ (13)
[1 + {1 - ﬁz} / sh(»? - ;2)"2]

v = jxn,d/\ sind,

where

- 2xnd cos0

Y AQ

¢

_ —2rndsind A
A A

For the weak coupling case (i.e.,|»] «|¢{]), Eq. (13) can
be reduced to the following expression:

71 =42 sinc?{. (14)

The :quations for angular and wavelength selectivities

of an unslanted reflection hologram can be derived,
such as

Aal, = v1? = cos’a

" sina cosx

==

' PR v
yn* = 08 e

where subscript r signifies the reflection hologram.
Figure 3 shows the angular selectivities, (Aa); and

(Aa),, as functions of an external write-in angle ¢,
where the valves of Aa have been normalized by \/d.

A
i (15)

Q>

1120 APPLIED OPTICS / Vol. 29, No. 8 /7 10 March 1930

93

d

14

12k 3 '’

5
10} '
5

174

o N y " i

0o 10 20 30 40 §0 80 70 80 90

a (degrees)

Fig.3. Angular selectivity of volume holograms normalized by Md,
n=2.28: a,transmission hologram; b, reflection hologram.
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Fig.4. Wavelength selectivity of volume holograms normalized by

\/d, n = 2,28: a, transmission hologram (the scale on right); b,
reflection hologram (the scale on the left).

From this figure w~ see that the optimal values occur
at

(&p)ope = axesinyn(n - yn*=1), an
(@ )ops = TCCORY (R — y0? — 1), (18)

respectively. For example, if n = 2.28 for LiNbO,
crystal, (o4)ope = 46.5° and (a)ope = 43.5°. We note
further that in the region of « = 30-60°, the hologram
has the sharpest angular selectivity both for transmis-
sion and reflection holograms.

Figure 4 shows the wavelength selectivities

AA AX)

{ A }r and {T}
as functions of a. From this figure we see that the
wavelength selectivity for the transmission hologram
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Fig. 5. Diffracted wave vectors derived according to momentum
conservation (the horizontal components of the dephasing vector
should always be zero): (a) transmission hologram with incident
angular deviation; (b) reflection hologram with incident angular
deviation; (¢) transmission hologram with reading wavelength devi-
ation; (d) reflection holoram with reading wavelength deviation.

2A0

Fig. 6. Principle of reconfigurable optical interconnects with vol.

ume holograms. QA and OB are two grating vectors with the same

magnitude and an angular separation A8. CE and DF are the
perpendicular bisectors of OA and OB.

increases as « increases. However, transmission holo-
grams generally have a poorer wavelength selectivity
than the reflection hologram. The wavelength selec-
tivity of the reflection hologram is relatively unform
over a, which is ~0.45)\/d.

With reference to the principle of momentum con-
servation, the diffracted wave vectors can be deter-
mined, Let us assume that the holographic recording
medium is infinitely extended in the x- and y-direc-
tions and has a finite thickness d in the z-direction. A
dephasing wave vector can be defined as

Ak =k — ko — ks + ky, (19)

where k; and k are the two writing wave vectors, kj is
the reading wave vector, and k; is the diffracted wave

vector. In terms of momentum conservation, it is
required that

(AR), = (4k), = 0. (20)

Thus the z-component of Ak is directly related to the
dephasing parameter { in Eq. (7) by

§=(Ak),-d. (21)

Equation (7) can be used to determine the diffracted
wave vector as shown in Fig, 5. For simpiicity, we have
assumed that all the wave vectors are in the x-z plane.
Figure 5(a) shows that the reading angle of the trans-
mission hologram deviates the amount AO from the
write-in angle ©. Byreferring to Eq. (20), the diffract-
ed wave vector should deviate —A© in the first-order
approximation. The wave vector diagram for the re-
flection hologram is shown in Fig. 5(b). In this figure
we see that the angular deviations of the reading and
writing wave vectors are identical. Figures 5(c) and
(d) show the effects due to reading wavelength dephas-
ing. For the transmission hologram {i.e., Fig. 5(c)], the
diffracted wave vector deviates by A8; for the first-
order approximation, we have

AG=2‘L&nB%- (22)

This indicates that for a finite wavelength bandwidth,
it will cause the diffracted focal spot to smear. How-
ever, reflection holograms do not suffer from such focal
spot smearing, since the wave vectors for unslanted
reflection holograms are always symmetrical about the
x-axis,

ll. Recoafigurability with Wavelength Tuning

The principle of the reconfigurable interconnection
using wavelength tuning can be seen as illustrated in
Fig. 6. The grating vectors QA and OB are written in
the photorefractive crystal with an angular separation
A®. When thegrating OA isread out with wave vector
0C, the diffracted wave vector is denoted by AC (CE is
the perpendicular bisecter of OA). On theother hand,
if grating OB is read out in the same direction, the
magnitude of the reading vector should be changed to
OD (DF is the perpendicular bisector of OB), and the
diffracted wave vector deviates from AC by 240.
Thus, by changing the wavelength, we can read differ-
ent gratings in the sume reading direction. £ 1ce
different gratings cause different diffraction angles,
the reconfigurable optical interconnections can be re-
alized in this simple fashion. The interconnection
pattern is previously recorded in the volume hologram,
for which the angular and wavelength selectivities
should be high enough to prevent crosstalk between
channels. We assume that the range of tunable wave-
lengths

A
iy
of a laser diode is ~-0.01 (Ref. 5) (i.e., AMA = 0.01), and
the required angular deviation is 2Ac = 0.2 rad, then «
should be >84° for transmission holograms [from Eq.
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(2)]. We note that this angle requires a large size
recording crystal (i.e., about a/cosa, where a isthe laser
beam diameter). However, for reflection holograms, «
is ~45° [from Fig. 2(b)], which is in fact the optimum
angle for angular selectivity, and this angle is also more
convenient to work with in practice.

The choice of thickness d of the photorefractive
crystal should allow the bandwidth of the hologram to
be equal to or greater than the signal bandwidth, If

tho maodulating frgqupnoy of the laser diode is Af,

R
A } c
where c is the velocity of light and subscript s signifies
the signal. By substituting this relationship in Eq.
(16), we see that the thickness d of the crystal should
satisfy the following inequality:

ds—2 L 23)

— =d._,,.
vn? —cos’a | 8A e
A s

Notice that the corresponding angular selectivity of
{Acq), can be obtained from Eq. (15). By taking (Ax),
= 3(Aa), as the angular separation tetween chan- 2ls,
the crosstalk due to the sidelobzs of the sinc function
would be less than —20 dB, wheze the subscript ¢
signifies the channel. The wavelength interval

&y
A e
can be derived from Eq. (6), and it can be used as the
longitudinal mode spacing of laser diodes for wave-
length tuning. This would require the effective opti-
cal cavity length to be
nl = _r'A\T“ . @4
iy
where ny is the refractive index of the laser medium,
and [. is the physical length of the cavity.

As an example using LiNbOj; crystal (no = 2.28) as
the recordit.g medium, a - 45°, Af = 10 GHz,and A =
680 i, the relative signal bandwidth is

fAA .
=1 =24%107%,
lA }s 24X 10

and the thickness of the photorefractive crystal dpay =
13.8 mm, the angular selectivity is (Aa), = 2.1 X 1074,
and the angular separation between channels is (Aa),
=4,2X10-4. For0.1-rad angular deviation, one would
have about 160 channels with a wavelength tuning
range AMA of ~0.01. The wavelength interval be-
tween cnannels can be shown as
aA

—} =6.7x 10 7,
{)\}c 6.7x 10

and the effective cavity optical length of the laser diode
ismyL =5mm. If
AN
01 {T}

is used as the required relative wavelength stability, we
would have the required wavelength stability of laser
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Fig.7. Reconfigurabl optica crossbar: C, z-cut LiNbO; crystal;

Ly, Ly, collimating and f »using lens; Py, Ps, input and output planes;

LA, DA, laser diode a1 ay and tine detector array on the pianes P,
end Py,

diodes, such as (AN)seapitity = 0.16 nm.  This is possible
for a sinzle laser diode at the present time.

A possible configuration of a reconfigurable optical
crossbar structure is shown in Fig. 7. Multiple reflec-
tion gratings are written on a piece of z-cut LiNbO;
crystal. The writing light can be derived from a dye
laser or a He—Ne laser (A = 632.8 nm), and the reading
light can be derived from an array of laser diodes (A =
680.0 nm). The wavelength difference between write-
in and reading may be compensated by modifying the
write-in angle according to the dispersion relation.
The writing process is performed at a fixed writing
angle, and multiple exposures are carried out by rotat-
ing the crystal with an angular separation equal to the
required channel separation. The exposure procedure
given by Strasser et al.” should be adopted to make the
diffraction efficiencies of difrerent channels uniform.
After writing, a fixing proc=--ure as described by Stae-
ble et al.8 should be used t¢ 'z the holograms in the
crystal. A linear laser diode array is arranged along
the nondispersion direction at the input plane. Since
it is in the nondispersion direcrion, there would be no
wavelength tunable range limitation for the separa-
tions between laser diodes, provided the total extent of
the array is within the paraxial approximation. A 1-D
line detector array is placed at the output plane with a
separation of the line detec:ors equal to 2 times the
channel separation, as previously given. Different la-
ser diodes can use the same se. .f gratings in the
crystal. In the nondispersion direction, the light
beams are reflected according to the law of reflection.
By independently controlling the wavelength of the
laser diodes, a reconfigurable elecirooptical crossbar
architecture can be realized in practice.

IV. Reconfigurability with Spatial Division

Another possible architecture for reconfigurable in-
terconnections with volume holograms is spatial divi-
sion instead of wavelength tuning. A page oriented
holographic setup is shown in Fig. 8. We shall apply
the pinhole hologram technique as proposed by Xu e¢
al.? into a photorefractive crystal. The angular selec-
tivity of the recorded volume hologram would have a




larger storage capacity compared with {hin holograph-
icplates. The recording arrangerr it is shown in Fig.
8(a), in which an SLM is in the focal plane of condenser
lens L; and the interconnection pattern masks are
placed at page plane P. Object beam B is focused by
L,; after passing the SLM the beam is directed toward
the recording medium. We note that the SLM is used
to generate a movable pinhole that allows only the
object beam to pass in one direction. In other words,
the interconnection mask is illuminated by the object
beam in one direction, where the pinhole of the SLM is
set at a spatial location to allow the object beam to pass
through. It can be seen that a set of interconnection
masks can be encoded in the crystal for a given refer-
ence beam A by moving the SLM pinhole position and
changing the object beam B’. Similarly, another set of
interconnection pattern masks can be encoded for an-
other reference beam A’ and so on. In the readout
process, a 1-D laser diode array is placed at the front
focal plane @ of the collimating lens L, as shown in Fig.
8(b). Each diode generates a reading beam that is
conjugate to a specific reference beam A. When the
SLM pinholeis set at one position, a set of interconnec-
tion patterns will be diffracted and projected onto page
plane P. As the pinhole position is moved, the inte-
connection patterns would be changed. Thus we see
that the interconnections between the laser diode ar-
ray and the page plane can be made reconfigurable by a
programming SLM.

Unlike the wavelength tuning reconfigurable inter-
connection, the spatial division reconfiguration re-
quires low wavelength selectivity (not sensitive to the
wavelength). Based on the comparisons of volume
holograms discussed in Sec. II, we should use transmis-
sion type holograms for interconnections. To have a
higher angular selectivity, the average write-in angle
(2a) should be ~90°, If the thickness of the photore-
fractive crystal (i.e., LINbOj) is ~1-2 cm, the band-
width of the hologram would be much wider than the
signal bandwidth as can be seen in Fig. 4(a). With
reference to Fig. 3(a), the angular selectivity is found
tobe (Aa), =5M/d=234X10"% If3(Aa),isusedasthe
channel separation and assuming a 30° angular range,
there would be ~103 useful interconnection channels
in the photorefractive crystal. Due to the degeners-
tion of Bragg diffraction, only a 1-D laser diode can be
used. Ifthe full range of N X N SLM pinholes is used,
the total number of interconnection patterns would be
M = N2 X K, where K is the number of channels (i.e.,
the number of laser diodes).

In principle, this architecture can be used for mas-
sive information storage. Asanexampleif N =32, K
= 103, the total number M of patterns (or pictures)
would be 10f, which is about the capacity of a 10-h TV
program. This architecture does not require a high
space-bandwidth product of the SLM (only 32 X 32).
The requirement of the pinhole size is about mAF/a,
where m X m is the number of pixels, a is the size of the
pictures, F is the focal length of the condenser lens L.
Thesize of the SLM isabout mNMF/a. Forexample, if
m =512, N =32, ) =680 nm, F/a = 2, the required size

.A\\ \\A.

——
=0
su\g
P
(a)
~——— — I
7C
SLM
P

L2
(b) @
Fig. 8. Geometry for reconfigurable interconnections with spatial
division: (a) recording setup; (b) reading setup. L;, condensing
lens; L,, collimating lens; SLM, spatial light modulator; C. recording
media; P, page plane; Q, laser diode plane.

of the SLM is ~23 X 23 mm. The main advantage of
this architecture is its rapid and random access to the
pictures in contrast with the sequential access in opti-
cal disks.

In practice, the total number M of interconnection
patterns which can be recorded in the volume holo-
gram is basically limited by the maximum index modu-
lation n; of the photorefractive material. With refer-
ence to Ref 10, the number of interconnection
patterns is about

. 2hd, (25)

q!'?" n A

For example, given An ~ 1073, if n ~ 1073, d = 2 cm,
and A = 680 nm, for an ion-doped LiNbO; photorefrac-
tive crystal, the total number of interconnection pat-
terns would be M ~ 1.2 X 103. Recently, photorefrac-
tive fibers have been successfully grown. The fibers
can be used to synthesize a large volume of photore-
fractive material,!!12 which is not possible to growina
single crystal form. The effective thickness d of the
material in Eq. (35 can be expected to increase b= -2
orders of magnitude. Inaddition, new mures. '~ with
higher n; can also be expecied {+.... orzanic materi
als).!3 Therefore, the material limitation of Zg. - 25
may be alleviated in the future. On the other hand,
we would like to point out that the crosstalk from
third-order diffraction, scattering, internal reflections,
and noise hehavior of the volume holograms should
be investigated before practical application of angular
or wavelength multiplexing in photorefractive materi-

als.
V. Experimental Demonstrations

The experimental setup for reconfigurable intercon-
nections with wavelength tuning is shown in Fig. 9.
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Pig. 9. Experimental setup: C, y-cut LiNbOs; PBS, polarizing
team splitter; X/2, halfwave plate; M, mirror; L, focusing lens; P,
output plane.

Fig. 10. Resdout light spots with eight different wavelengths.

The laser beam is divided into two parts by a polarizing
beam splitter. A halfwave plate was used to rotate the
polarization of one beam so that the reflection holo-
gram was formed in ordinary polarization. A piece of
y-cut J.iNh?); crystal 1 mm thick was eraployed as the
recording medium. The write-in angle 2a 6f beams A
and B is ~150°. Since we do not have a z-cut crystal,
tr nave the grating vector component on the c-axis, the
writing arrange:neat should be eiyinmetrical. Beam
A is arranged to be porpendicular o thie crystal sur-
face. The wavelength vsed for writing 15 632.8 n:z.
Eight exp:suz<3 were reade hy “ntating the crystal with
a 0.8° step. A twunable rye lasar is uzed to rend the
hologram in the sume Jirective s bewm B. The recou-
structed light field is coliested by focus’: g lens I ento
output plaae P. It is, ti:zvairre. anrarert that hoio-
graphicgratings ~an b2 12ad out one ~tutime Ly simply
tuning the wavelength of ci*2 dve laser. The readout
spots from eight grati.:z:z encoded in the crystal using
different wavelengths are shown in rig. 10. Figure 11
shows a linear relationship ¢ the reconstructioss wave-
length vs the deflection asgle. it s cleur that the
write-inangle (i.e., 2a), calerl=:~d {romiheclope of the
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Fig. 11. Reconstruction wavelength as a function of the deflected
angle.

(b)

Fig.12. Reconfigurableinterc mnections with spatial division: ta)

reconstructed patterns on the poge plane by three different reading

directions with the same pinhole josition; (b} r.constructed six focsl
spots on the SLM plane by one readi:z beam.

straight line using the dispersion relation of Eq. (2), is
given by 2« = 148.5°.

The experimental setup for spatial division reconfi-
gurable interconnections is basically the sam:z as
shown in Fig. 8, except that one laser beam illumi::a-
tion in different directions is used instead of a laser
diode array. In our experiment we employed a mov-
able pinhole as the SLM pinhole. The :=:oving step of
the pirhole is ~1 mm: the focal length of the condenser
lenizis 250 mm. Figure 12(a) shows three reconstruct-
ed patterns for the same pinhole position in three




different reading directions. The angular separation
of the reading beams is ~1°. Figure 12(b) shows the
reconstructed six f-cal spots at the SLM plane with a
single reading direction. If these six focal spots are
projecied onto the page plane, six interconnection pat-
terns would overlap. Toseparate the overlapping pat-
terns, a pinhole can be used toselect one focal spotata
fime. Thus nonoverlapping patterns can be sequen-
tially displayed on the page plane.

Vi. Conciusion

We have analyzed the dispersion, angular, and wave-
length selectivities for transmissior and refiection vol-
ume holograms. The refraction on the surfaces of the
crystal plays an important role in the performance of
the holograms. Since the reflection holograms have
higher and more uniform dispersions, it is more sui.-
able for the purpose of reconfigurable optical intercon-
nections with a limited tunable wavelength range. It
is possible vo satisfy the communication channel band-
width if the thickness of the crystal is properly select-
ed. In principle, a large number of reconfigurable
optical interconnections with high channel bandwidth
(e.g., 10'9 HIz) can be achieved by using reflection holo-

We have also shown that the trunsmission volume
hologram is more suitable for the spatia! division
scheme. Since the transmission volume hologram is
encoded in the form of pinhole holograms, the optical
interconnection pattern from each laser diode illumi-
nation can easily be reconfigured by a programmable
SLM. Nevertheless, for both the wavelength tuning
and spatial division schemes, the maximum number of
interconnections stored in a volume hologram is limit-
ed by the maximum index modulation of the photore-
fractive material.
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Closed-Loop Binary Phase Correction of an LCTV
Using a Point Diffraction Interferometer

EDDY C. TAM. srupzst memBer. eeE. SHUDONG WU, ARIS TANONE,
FRANCIS T. S. YU, reLrow, 16, axp DON A. GREGORY

Abstract— A point diffraction interferometer is used o examine the
phase nonuniformity of a liguid crystal television (LCTYV). The resulting
imterfercace pattern s then binarized and writien back onto the LCTV
for phase compensat:on. A binary phase joimt tramsform correlation
experiment is performed using the bisary phase corrected LCTV to
demonsirate the applicability of this technique.

INTRODUCTION

COMMERCIALLY available liquid crystal televisions
{(LCTV) have been used as an inexpensive but effective
spatial light modelators (SLM) for many optical signal pro-
cessing applications {1]-{3]. This device can also be operated
as a binary phase only SLM. by orientating the second ana-
Iyzer to be perpendicular to the bisector of the two transmitted
polarization states of the LCTV. as illustrated in Fig. 1 [4].
However. the nonuniform thickness of the liquid crystal dis-
play panel causes phase distortion which prohibits the direct
application of the LCTV’s in certain optical processing ex-
periments that require high phase precision. Many researchers
have immersed the display panel in a liquid gate filled with in-
dex matching oil. thus removing the external phase distortion.
Casasent ef al. [5] arc Yu et al. [6] have also proposed the usc
of a phase conjugation method for alleviating 1 1s problem.

An article by Kim er al. [7] suggested correcting the phase
distortion of an SLM by writing the binari »d phase distortion
function back onto the device. In this let.:r. a closed-ivop
binary phase correction technique is demons. -ated which uses
a poimt diffracuion interferometric =chnique i8] instead of a
Mach-Zehnder interferometer as mentioned in [7]. A closed-
loop and on-line architecture is intrauuced so the optimum
correction function can be generated.

Point DiFrracTION INTERFEROMETER

The poimt diffract:on interferometer was first proposed by
Smart and Strong {8] zs a technique for measuriag the phase
variation across a wavefront. the principle of which is illus-
trated in Fig. 2. The wavefront to be examined .. brought
to a focal spot by 2 comerging lens. and 1» then traasmite..
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Fig. 1. Onentation of the polanzer to kiueve bipolar phase only moduia-
tion.
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Fig. 2. Pnncipic operation of a point diffrecsion. .micrferomeier,

incideat wave
{phase distoned;

with reduced amplitude through an absorbing fiim placed
the focal plane. The film has a small transparent pinhole act-
ing as a point source which produces a spherical reference
wavefront. The wavefront under exarmnation then int2rferes
with the reference wave when being recordzd by a detector
placed behind the absorhing film. The usual focus shift and
tilt of the reference wavefront are made pussible by displacing
tizz pinhole longitudinally and latzrally. respe.tvely. from the
sucal spot of the ontical systerss. However. i the application
dizcassed here. it is desirable to place the pinhole at the center
of tic focal plane since a tilt or focal shift wouid introduce
additienal interference fringes that can.ot be complcrely com-
pensated for by a binary phase correction function. Since the
point diffraction interferometer is a conywion-path inter{2rorm-
eter e fringes are stable against vibraticn. and wide-bard
ligh: sources can be used. The simplicity of the point diffrac-
tion intarivrometer architecture is also onec of s major merits.

Binary PHase Correcriox

Let cumty amplitude function Aox, v) represent the nonus-
orm phasc distribution on the LCTV's dispiay parel. If *he
smplex conjugaw: of this function, i*(x, y). is displayed on
the LOTV. thet sile overgil ttamittanee fuiituoen wouié e

-
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Fig. 3. {a) Computer-simulated result for binary phase corvecton of a phase

distorted surface. Each surface is made from a circular surface fradius = 30
pixels) enclosed in a2 236 x 256 image array. A set of Gaussian distributed
phase angle values fsiandard deviztion = o in « rad. unith are first gener-
2i2d 25 seeds, Toe szzd angles are then assigned to every 3 < 5 amray on
the circular surface. Fimally. 2 neighborhood averaging filter is applied 0
generate the distorted surtace. Degree of phuse distortion as iabeled on the
x-gxis equals to 0.1 =. The y-axis labeis the normalized peak intensity of
the plane wave response. When the degree of phase distortion is below 5
units, the phase distortion on the surface basically has a standard deviation
iess than x42: therefore, the binary phase comection scheme has litle of-
fect in restoring the surface. (b) Deviation of the peak from the originas z
funcgon of the degree of phase distornion. Angle of deviation of the peak
can he reluted to the deviation distance N fin pixel umitst by the equation
88 = (N /256)(hiéx}. where 8x 1s the width of a pixel.

hix, y)h*(x, y) = 1, i.c.. phase distortion of the display
panel would be removed. However. the LCTV. operating in
a phase modulation mode. can only generate two phase val-
ues {0 and « phase). Therefore. the proper phase correction
function to be used is the binarized function given by
+1 if Re {h"(x, )} > 0:
hi(x, y) = (H
~1 otherwise.

Conceptually. this is equivalent to adding a zero phasc to the
region of the SLM if the phase distortion is in the first and
fourth quadrant. and a = phase to the region if the phase is in
the second and third quadrant. Although perfect phase com-
pensation cannot be achieved. phase distortion of the display
panel after correction s confined tc tie region from —=/2 {o
-%72 such that all pixel eleinents of the L.CTV make construc-
tive contributions to the output.
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Fig. 4. Experimentst setsn for a closed-loop binary phase correction syseem
using a point diffraction interferometer. The polarizer 5 sriented at the
proper angle to achieve binary phase oniy modalation.

To investigate the offectiveness of this binary phase correc-
tion technique. a computer simuiation was carried out. A set of
randomly phase-distorted surfaces characterized by different
levels of phase distortion were first generated. and their plane
wave responses were computed by using an FFT rouatine. The
intensity and position of the focal peak at the Fourier plane
were recorded as a function of the degree of phase distortion.
The lower curve in Fig. 3(a) shows that the peak intensity
decreases rapidly as the degree of phase distortion increases.
Likewisc. the locaiion of the peaks also shift randomiy as
shown in Fig. 3(b). The binary phase correction scheme is
then employed. and the restored peak intensity is plotted in
the upper curve of Fig. 3(a). It shows that the restored peak
intensity is improved up to 65% of its original value even when
the input function is under severe phase corruption. It can aiso
be seen in Fig. 3(b) that the binary phase correction scheme
successfuily restores the peak back to its proper position.

ExpERIMENTAL DEMONSTRATIONS

Fig. 4 shows the experimental setup for implementing this
proposed technique. A zoorm: lens is placed behind the absorb-
ing film so that the LCTV panel can be mapped accurately
onto the CCD camera C1. When the LCTV is tumed off. the
interference pattern recorded by Cl1 is given by

I(x, yy={h(x, y)+CI*=C. + Gy Re {h(x, ¥)} D)

where C represents the amplitude of the reference wave duc to
the pinhole source on the absorbing film. Since Re {ftx. 3)}
and Re {i*(x, 33} are cquivaient. the binary phase correc-
tion function A, (x. ¥) can be obtained from /(x, y) with a
proper threshold. To observe the phase correction resuli when
Iu(x, ¥) is displayed on the LCTV. 2 beamsplitter is intro-
duced so that the focal spot peak intensity can be recorded on
CCD camera C2. Thus. the performance of the phase correc-
tion function can be evaluated as a function of the focal spot
intensity. By adjusting the threshold level of the binarization
process using this on-ine and closed-loop architecture. the
optimum binary phase correction function can be obtarned.

HEES —_— T s .y
ie L (x, - AL, v

In the experiment. an Epson color LCTV model ET708 was
used. The dimensions of the display panel are 50 mm x 65
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. 21 Cosvection functzon emplovad for the LTV ander test. thy Plane
ve resoense of the phase dustorted LCTV befors bemany phuse comreston

mm. the resolution is 238 pixels » 442 pixels. The modu-
lation angie between the mwo polarization staies. given as §
in Fig. i. was measured to be about 46~ in this experiment set-
ting. The aperture used in the point diffraction interferometer
was made by burming a pinhole (=3 pm) on 2 =2% transmit-
tance fiim. Fig. 5ta) shows the optimum binary phase correc-
tion function thus generated. The focai spots recorded by C2
before and after phase correction are shown m Figs. 3tb) and

. respectively. It can be seen that the phase compensation
produces a sharper plane wave respoase whose ntensity 1s ai-
most one-third higher than *hat without phase compensation.

A binary image f(x. v} can also be written onto the binary
phase corrected LCTV for image processing. In this case.
the final phase image dispiaved on the LCTV i< given by
Fix, yisdx, y). Since both of these functions are binary in
nature, the multipiicative operation can be replac: . by an Ex-
ciusive or operation which facilitates digital iz, ¢ »7 ‘ation.
To demonstrate that the binary phase correcte. ¢ v can be
used in binarv-input image processing applicauce-. a bnary
phase oniy joint transform correlation (9] expenaey L. per-
formed. An LCTV Cimmersed in a hquid gome o wsed at
the mput planc (o dispiay two idenu~al nonbir. v can'dude

moduiated input imag . and a CCD camerz 2 p' red at
the Fourier planc 1o rord the joint transforia ™ spec-
trum. The power sp .trum thus obtained was .-en nanized

by using a microcompater and displaved on .~ sy phase
corrected LCTV ¢ 22 second Fourer & 3nsfu mation. The

e
o

iy )

-

2. 5. {3} A bimanzed s wamform sower spoctrum obiamed 3t e
Founer plane of 2 JTC whose ingut < two Kenircal images. 181 The Excle-
sive o result borwesn ¢ r 55 123 and the binaty correcton
functzon in Fig. Si31. ec) Correiation cutpet when (3) & dupined on the
LCTV. The & s a1 the conter of o photograph. wiile the two peakc on
the sides are the correlation funcuons. & Correlaticn ouipst when (D1 s
displayed on the LCTV

binarized joimt transform power spectrum is shown in Fig.
6{a). while Fig. 6(b) shows the Exclusive or resuit between
the spectrum and the phase correction function. Fig. 6(c) and
{d) shows the output correlation resuits before and after the
binary phase correction function is applied. Resuits are similar
t0 those shown in Fig. 3: sharper correlation peaks whose in-
tensitics arc about one-third higher than those without binany
phase correction are observed.

The same phase correction principie can be applied to cor-
re~t the phase distortion of an oplical signal processing sysiem
wnstead of the LCTV itseif. The TV panel is used as a real-
timne addressabic binary phase filter solcly for phase correction
purposes. To ilustrate this dea. the LCTV display was im-
mersed into a home-made liquid gate. The nonuniform phase
distortion of the LCTV was carrected by the index matching
oil. However. the undesirable curvature of the lguid gate’s
optical window introduced an astigmatic aberration. whose
mterfercnce paticra. obtained using the point diffraction 1ater-
ferometer. s shown tn Fig. “iar. The focal spot structures.
recorded at the proper focal plane before and after binary
phase correction by the LCTV. are shown in Fig. 7ibland (¢},
se filter, 1e.. the LCTV,
.anda sharp focal spot was
nmc.ncd at the correct f()cai piane

Cone
Binary phase correction of an LCTV using a pont diffrac-
tion mterferometer has been demonsiraied. The use of a point

diffraction nterferometer oifers the ssmiphicity aind advantages
of a common-path niericromeier tor cxamimng the phase
aonuntformity of the LCTV. while the on-ine and closed-
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phase cotrection. and f¢) after correction.

loop architecture is capable of generating the optimum phase
correction function. Both computer simuiations and exper-
imental results demonstrate the effectiveness of the binary
phase correction scheme. The resuits obtained from the bipo-
lar phase only joint transform correlation reveat the feasibility
of this phase correction technique in actual applications. Men-
tion must be made that this binary phase correction scheme
can be used to compensate for the phase distortion of 2 gen-
eral optical signal processing system. Other phase modular-
ing real-time addressable SLM"s which have a higher contrast
ratio and a larger space-bandwidth product. such as the mag-
netooptic SLM"s {10} or liquid crystal light vaives {11}, may
be employed to produce even better resuits.

Rererences
1] HOK L 1A Daws. and B AL Liily,
properizes of 3 figusd cryseal teievisson spatial B
Letr, vol. 12, 5p. £35-637. 1985,
"Real-ume pattera recognition ssing 2 modified HETES
E & coherent epncal correlator, ~ dppr Op: . =t
5. pp $67253 1986

2 modulator,” Opr

F.T.5. Yu.S. jetamoha. and X L. Hmang. “Expermmeseal soplicyean
Appi. Opz. =i, 25, pp, 3324-3326. 1986,

J.A Davis. RA_Lilly. K. D. Krenz. and M. K_ Lz, “Appiiabim
of the liquid :rysaal wlevision for opucal s pro " Nonlinear
Optics and Applicetron, Proc. SPIE. voi. 613, . 145-255 1955,
D. Cosaseat and §. F Xz “Phese correction of figie madalatorg
Opt. Letr. voi. 11, pp. 398-345. 1986,

F.T.S. Yo.5 Wu. and A, W. Mayers, “Appixsuons of phase con-
JUgAE 10 2 fnnt transform: corvelator,” Opf. Commun., wl. 71, =3
156-160. 19%9.

H M. Kim. 1. W_ Jeosg. M. H. Kang. 3sd S L Scong. “Phasc
correction of 3 spatial light madufaror displaying 3 binary phase-caly
fiter.” Appi. Opr. vei. 27, po. 51673168, 1935

RN Smamand ] Strong
Soc. Amer. vol. 62 p 737, 1972
F.T.5. Yuand T. Nageu. “Bumary phase anly mus transform carre-
Lizor.” Micro. Opt. Tech. Lewr. voi. 2. pp. 15-19. 1959,

D. Pualtis. £ G. Pask, and S. 5 Veniaesh, “Opeaf vmage correls-
ton with 2 binary spanal hight modulator.” Opt. £n2 . vob. 33, o
698.702, 1981,

1 A Davis. G M. Hemsserberger, R A Lily. D M. Cattrell. and M.
F Browncli. “High efficiency ogaxal reconss { iy phase-
only filters sang the Hughes bousd crvsta! hght saive.” Appl Osr.
vol, 26, pp_ 919-933, {987

- In?




Ly

A A ms OGN G e Wl .

APPENDIX 10.13

Image Classification

104




TR

IMAGE CLASSIFICATION BY THE
KITTLER-YOUNG TRANSFORM USING
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ABSTRACT

This arucle will discuss a two-category image classification which
has been performed on a joint transform correlator (JTC) by using
the Kittler-Young transform. The propertv of optimally utlizing the
class means and variances in the Kiuler-Young transform has en-
abled a high space-bandwidth-product operanon. The diginzing ef-

fect of the liquid crvstal television has been unlized to increcse the
correlation peaks.

The applicauion of statistical pattern recogpition introduces
effective feature extraction to optical systerus [1]. In statistical
pattern recogmition. principal component analysis {2} is widely
used (e.g., Clafic [3], Seific (2], the Fukunaga-Koontz (FK)
transform (4], and the Kittler~Young (KY) transform (5]).
The FK transform has been implemented by Leger and Lee
for 64 x 64 images on the Vander Lugt correlator {6]. The
first three algorithms mentioned above have a common char-
actenstic. The feature selection criteria are based on the
corresponding eigenvalues generated from the principal
component analyses. However. the KY transform goes cae
step further in using the eigenvalues. such that a larger space-
bandwidth-product (SBP) process can be perforraed in pat-
tern recognition. This article presents the implementation of
»the KY transform on the joint transform correlator (ITC) (7.,
8] to perform a two-category image classification. The JTC
implementation of the KY transform can eliminate the pre-
process of matched filter synthesis. which is requued in the
Vander Lugt correlator. Furthermore. the resolution require-
ment at the frequency plane in JTC is much lower than the
Vander Lugt correlators, such that the direct application of
spatial light modulatcrs (SLM) at the frequency plane 15 pos-
sible. As a result. high SBP image classification 1s achieved.




The KY wransform is a linear tranzformation to extract
features from images. The transform matnx for the KY trans-
form is constructed in a training process. Training images of
n X n pixels used in the training process are lexicographically
scanned and stored as column vectors x*j of Jimension N
(=n%), where indices i (=1. 2. ... . K)andj(1.2.....
M) are the class and image indices. respectively. The first
step in constructing the KY transform matrix is to diagonalize
the covariance matrix C [5] of the training images. in which
the eigenvector matrix @, and the eigenvalue matrix A of the
covariance matrix C are obtained. Each eigenvalue 4, is the'w
average class variance of the corresponding feature. In order
to normalize the class variances of the features, a whitening
transform is performed [9] in the second step. After two suc-
cessive linear transforms with transform matrices ¢ and
A3, image vectors x are mapped onto feature vectors v. The
covariance matrix in y space becomes the identity matrix with
all the average class variances normalized to umuty. In the final
step, the correlation matnix R, [5] in y space 1s diagonalized,
and the overall KY transform matrix 7 is thus formed:

T = (DA-IZB = (t'. t:, PP tA‘M)‘

(1)

where B 1s :he z19:nvector matnx of the correl>tion matnx
R.. and %, 15 the xth column vector in the matrix 7. Image
vectors x can be mapped into the final feature space f:

f=Tx. (2)

The KY transform generates features which are more dis-
cnminative. The eigenvalues, generated from the principal
component analysis of the correlation matrix, are usually com-
posed of two parts that are proportional to class means and
class variances. respectively. The effects of these two parts on
the feature’s discriminative power are quite opposite [5]. The
conflict of the class means and variances 1n the eigenvalues,
which is common in the other algorithms. 1s overcome in the
KY transform as follows. The contribution of the class vari-
ance in f space to the new eigenvalues r, (k = 1.2.3.. ..,
KM) of the second principal component analysis remains the

same as those in the y space. Therfore, the eigenvalues r, are
solely related to the class means:

A
=1+ Prin hA=123

=1

/1« 15 the kth component of the 1th class mean 1n f space. On
the other hand. the feature selection criterion 6, (kK = 1. 2,
KM 1s defined as the weighted summation of the
average mutual distance between the class means:

A Iy
o" = E P'z Pl(lh - ZA,):w k=

er T

and can be reduced [5] to

o, =r — 1.

(3)
As a result. the feature selecuon criterion can be based on

the eigenvalues r,. which are solely related to the class means.
Therefore, with the cigenvalues r, arranged in descending
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Figure 1 Joint transform correlator consisting of LCTV liquid crys-

tal television. L1 transform lens. LCLV liquid crystal hight valve, BS
beamsplitter, and L2 transform lens

order, image classification which uses the first m features
(where m < KM) is likely 1o be more accurate than the other
algorithms. Moreover. a higher SBP process in image clas-
sification is possible simply because the classification error
rate is proportional to the size of images N [10}.

The implementation of the KY transform 1s conducted on
a programmable JTC. shown 1n Figure 1. for a two-category
image classification. In the training process. 10 128 x 128
training images (M = 10) of each class are used. In order to
limit the bias between the training-image error rate and the
test-image error rate {11]. the first two features of the KY
transform, f, and f,, are selected for the classification (m =
2). In the two-dimensional implementation on the JTC. the
feature extraction can be represented by the following:

n n
-'f‘ = 2 2 Lion Xapr

a=l fi=)

k=12.....m,

(6)

where 1,4 is the n x n array format of the column vector t,
in Eq. (2) and x, 1s the mput image. The three-dimensional
KY transform matrix T can be partitioned into m submatrices
Ly Which are called the KY basis images. The basis images
1 and 2 are shown i Figure 2(a) and (b). respectively. The
KY features f, of a target image are obtained at the correlation
center 1n the output plane of the JTC, while the target and
the kth KY basis image are displaved. side by side. in the
input plane. A 3-in liquid crystal television (LCTV) of
220 x 240 pixels is used as the input device. which 15 sub-
merged in a liquid gate to make the phase distribution across
the aperture umform. A 48-1n lens has to be used as the front
Fournier transform lens in order to write the essential graung
in the joint power spectrum on the liquid crystal light valve
(LCLV). which has a cuteff frequency of 40 linessmm. The
shift invariant property of the JTC cannot be fully utilized,
due to the himited number of displaying elements in the LCTV.
The LCTV also affects the contrast rauo of the JTC. However,
by reducing the frequency of the ac power supply for the
LCLV to 1 kHz. the dc spot in the jomnt power spectrum
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diminishes so that the light leakage through the space between
the electrodes is blocked at the frequency plane. Therefore,
acontrast ratio of 30 : 1is achieved in the JTC. The addressing
and relaxation times of the JTC are 80 and 70 ms, respectively,
of which the LCLV contributes a major part. A television
frame rate (30 frames/sec) operation can be achieved by re-
placing the CdS LCLV with the Si LCLV [12].

Increased cross-cortelations are obtained in the output
plane by taking advantage of the digitizing effect of the LCTV.
Due to the digitization of the input image by the LCTV, the
ioint power spectrum takes a lattice form, where each dot in
the lattice carries the same information content. The cross
correlation between a target and a KY basis image 1n the
output plane is given by

o(x.y) = {{t(x. y) © b(x. y)] * o(x - 2Ax.y)}

X {2 exp{ ~2a(m'x/s, + n’_v/s‘)]}, N

man

where the symbols @ and + denote the two-dimensional cor-
relation and convolution operation. respectively; 1(x. y) and
b(x. y) represent the target and the KY basis image. respec-
tively; s, and s, are the sampling periods of the LCTV in the
x and y directions: 2Ax is the separation between the two
images: / is the wavelength of the readout coherent light: and
fis the focal length of the lens L2. By properly adjusung the
iris in front of the LCLV. the magnitude of the extra phase
term in Eq. (7) may exceed unity such that substantiaily in-
creased correlauon peaks can be obtained. An example of
the correlation output 1s shown n Figure 3, where zero-order
diffraction (i.e., dc) is partially blocked. Moreover. a quasi-

Figure 3 Optical correlation output showing two correlation spots
(marked with arrows) and the partially blocked de spot in the middle
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monochromatic and partnial coherent can be employed in read-
out to reduce the coherent noise.

The two KY features, f, and f,, are extracted from a target
image 1n two separate joint transform correlation operations.
The same process is repeated 32 times to generate the two
KY features for all 32 images (20 of which are sample 1mages.
and 12 of which are test images). The KY features of all the
images are plotted in Figure 4. A solution linear classifier 1s
obtained by using the gradient descent method {13] and is
also plotted in Figure 4. The resuits show that there 1s no
error in the two-category classification of the 32 128 x 128
images. Also, the image classification by the KY transform
can be easily extended to multicategory cases.
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Neural network model using interpattern association

Taiwei Lu, Xin Xu, Sudong Wu, and Francis T. S. Yu

This paper investigates a neural network model—interpattern association (IPA) model—in which the basic
logical operations are used to determine the interpattern association (i.e., association between the reference
patterns), and simple logical rules are applied to construct tristate interconnections in the network. Comput-
er simulations for the reconstruction of similar English letters embedded in the random noise by the IPA
model have shown improved performance compared with the Hopfield model. A 2-D hybrid optical neural
network is used to demonstrate the usefulness of the IPA model. Since there are only three graylevelsusedin
the interconnection weight matrix for the IPA model, the dynamic range imposed on a spatial light modulator
is rather relaxed, and the interconnections are much simpler than the Hopfield model.

1. Introduction

Neural networks have shown effectiveness in pat-
tern recognition.!~ For recognition of a given set of
reference patterns, there are two schemes to construct
the associative memory matrix (i.e., interconnection
weight matrix). The first is the so-called intrapattern
association, which emphasizes the association of ele-
ments within each reference pattern. For example, in
the Hopfield model, the outer products of the refer-
ence patterns are added to form the interconnection
weight matrix. This type of approach may create an
unstable or ill-conditioned network if the reference
patterns are not independent of each other. The sec-
ond schems 1s an interpattern association (IPA) for
which the interccrnection weight matrix is construct-
ed by zmphasiziag the association between reference
patterns. Where tho reference patterns are similar to
each other (e.g., human faces, fingerprints, handwrit-
ten characters), the sperial features of each pattern
become very important in gattern recognition.
Therefore, it is necessary to consider the ralstionships
between the special and common features among the
r¢ ference patterns in constructing the interconnection
weight matrix.

We present a neural network model based on (ke
association between referenice patterns. This model
first determines the commen and special features

The avthors a7 with Pennsylvania State University, Department
of Electrical Engineering, University Park, Pennsylvania 16802,
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among the reference patterns by applying a logical
operation. Two equivalent logical rules are presented
in Sec. II to construct the excitatory and inhibitory
interconnections in the network. In Sec. ITI, the IPA
model is compared with the Hopfield model. Com-
puter simulations for the reconstruction of similar En-
glish letters in the random noise have shown that the
IPA model performs better than the Hopfield model.
In Sec. IV, a 2-D hybrid optical neural network is used
to implement this new model. The experimental re-
sults show that the IPA model indeed performs more
effectively than the Hopfield model.

I, Interpattem Association Model

The IPA is important in the construction of the
associative memory matrix. The information ob-
tained from special areas (i.e., areas occupied by one
pattern) is important than from common or over-
lapped areas.

Figure 1 shows an example of a reference set that
consists of three overlapping patterns 4, B, and C in
the patternspace. These patterns can be divided into
seven subspaces, 1,11, and 111 are the special areas of
patterns A, B, and C, respectively. IV, V, and VI are
the common areas of A azd B, B and C, C and 4,
respectively. VIIis the common area of 4, B, 2nd C.
The rest can be defined as an empty space . These
areas can be expressed by the following logic functions:

I=AA(EV_C-)'

II=BA(@AVC), V=(BrCAA
M=ca@vE, VI=(CaArB
NV=2BaC V1= (A1BACIAT, (1)

where A, v, and ~ stand for the logic AND, OR, and
NOT operations, respectively.
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Fig.2. Exampleofconstructing an IPA neural network: Three2X

2reference patterns: A (a), B (b), C (c), tristate neural network (d),
interconnection weight matrix (e).

With the above information, we can start building
the interconnections for a single layer neural network.
To illustrate the concept of IPA in this example, each
pixel in the reference pattern space is mapped to each
input,/»utput neuron.

When an input neuron in area VII is on (i.e., the
input of this neuron is 1), it implies that there is an
input but not whether it belongs to any pattern. Thus
this neuron can only excite the output neurons within
area VII and have no connection with the output neu-
rons in other areas.

When an input neursn in area Vis on, it implies that
the input pattern is not A but not whether it belongs to
pattern B or C. Thus this neuron must excite the
output neurons in areas V and VII but inhibit the
output neurons in area I, similarly for input neurons in
area IV or VI

For the case when an input neuron is on in area I, it
implies that pattern A appears at the input end.
Therefore, this neuron can excite all the output neu-
rons in pattern 4 (i.e, areas I, IV, VI, and VII) but
inhibit the output neurons in areas (B v C) A A (i.e.,
areas I, ITI, and V). Similarly, for the input neurons
in area II or III, they must excite output nevrons in

area Bor C and inhibit neurons in areas I, IIl, and VIor
areas I, IT, and IV, respectively.

In view of Eq. (1), the descriptive logic can be sum-
marized in the following:

Rule A:

Assume that a subarea X is represented by the fol-
lowing expression:

X=PAg, 2)
where
P=p Ap,A...AD, 3)
@=q, V@ V...V qp “4)
Here py, p2, ..., pn and gy, qo, ..., gm are r-ference

patterns, n and m are two positive integers,and n + m
= M is the total number of reference patterns. The
input neurons in area X must excite (i.e., having posi-
tive connections with) all the output neurons in area P,
inhibit (i.e., having negative connections with; all out-
put neurons in area @ A P where P is defined by

P=p,vyp,V...vpp, (5)

and have no connection with the output neurons in the
remaining areas. For simplicity, the connection
strengths (i.e., weights) are defined as 1 for positive
connections, —1 for negative connections, and 0 for no
connection. Thus the IPA neural network can be con-
structed in a simple three-state structure.

To illustrate further the construction of the IPA
model, A, B, and C are assumed as three 2 X 2 array
patterns shown in Figs. 2(a), (b), and (c), respectively.
The pixel-pattern relationship is given in Table I. It
is apparent that pixel 1 represents the common feature
of A, B, and C, pixel 2is the common feature of A and B,
pixel 3 is the common feature of A and C, and pixel 4
represents the special feature of C.

By applying Rule A to the three reference patterns
A, B,and C, a tristate neural network can be construct-
ed, as illustrated in Fig. 2(d). This is a one-layer
neural network with four input neurons and four out-
put neurons. Each neuron is matched to cne pixel of
the reference patterns. For example, the first input
neurons correspends to pixel 1 of the input pattern and
excites only the first output neuron. Thess.ond input
neuron (the corresponding pixel belongs vo patterns A
and B) excites both the first and second output neu-

Table L Pixel-Patiern Relationship of Three Refarance

Patlerns
Pixel | 1121314
Pattern
A J1 111 10
B 11117010
C (NN AR I I B
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robs, wiile inhibiting the fourth output neuron, which
belongs to the special area of pattern C.

It is interesting to analyze the structure of the IWM.
Sinne the reference patterns are in 2-D form, the
weight matrix becomes a 4-D matrix. We can parti-
tion the 4-D IWM into a 2-D submatrix array,® as
illustrated in Fig. 2(e). The IWM can be divided into
four dlocks. Each block corresponds to one output
neuron. The four elements in one block represent the
four neurons in the input end. For example, since all
four zlements in the upper left block have a value of 1,
it indicates that either one of the four input neurons
can exvite the first output neuron. In the upper right
block, as another example, the first and third elements
are 0, the second element has a value of 1, and the
fourth element is —1. From this example we can de-
termire that Jhe first and third input neurons have no
connectior to ine second output neuron, the second
input neuron excites the second output neuron, and
the fourth input neuron inhibits the second output
neuron,

To simplify the algenraic operations, an equivalent
rule, Rule B, is developed as follows. It can be used to
construct the IWM by examining the pix.l-pattern
relationships.

Rule B:

Levus define Dy; as a 2-D matrix that corresponds to
the 2-D array in Table I, where [ and i denote the row
and column numbers. Let d; be the number of pat-
terns that are bright (i.e., in state 1) at the ith pixel.
then it can be determined by summing the elements in
the ith column of Table ], i.e.,

d;= in,;. )

Let us also define k;;:

M
kij = Z DlJD"H (7)
lw]
which is the sum of the product of columns i and j in
Table I. Ther we can construct an IPA neural net-
work by appl: ing the following logical rules:

(1) If kij = min (d;,d)),

when d; < dj, pixel { must excite pixel j, Hut pixel j
must not excite pixel ;;

when d; = d;, pixels ; and j must excite each ocher:

when d; > d,, pixel j must excite pixel {, but pixel
must not excits nizel j;

{2} If O < kjj < min (d;,d)), pixels { and j have no
connection to each other.
(3) If &y =0,

when d; 5 0, and d; > /), pixels { and j must inhibit
each other;

when d, = 0and/or d, = 0, pixels{ and j must have no
connection to each other.

We stress that these rules for IWMs are simple and
straightforward, which is suitable for computer calcu-
lations. In fact, the IWMs computed by Rule B are
zquivalent to those obtained by Rule A.
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. Comparison with the Hopfield Model

*t is the differences rather than the similarities
among patterns tha® are used for pattern recognition.
For example, the outline of the eyes, nose, and mouth
are common features in all human faces. People distin-
guish different persons by the differencss rather thar
the detail in the faces.

Similar to some other neural network algzorithms,
the Hopfield model constructs the IWM by correlating
the elements within each pattern, however, ignoviniz
the relationships among the reference patterns. The
IWM T of the Hopfield model for three reference
patterns A, B, and C can generally be expressed as

T=AAT+BBT +CCT -3, 8)

where T is the transpose of the vectors and I is the unit
matrix, which makes the weight matrix zero diagonal.

If input pattern A is applied to the neural system,
the output would be

V=TA
= A(ATA) + B(BTA) + C(CTA) - 34, (9)

where ATA represents the autocorrelation of pattern
A, while BTA and C7A are the respective cross-correla-
tion between 4 and B, and A and C. If the differences
between A, B and C are sufficiently large, the autocor-
relatior. of A, B or C would be much larger than the
cross-correlation between them, i.e.,

ATA» BTA, ATA» CTA. (10)

Notice that from Eq. (3) pattern 4 has a larger weight-
ing factor than patterns 3 and C, for which patterns B
and C can be considered noise. By choosing the prop-
er threshold value, pattern A will be constructed at the
output end of the neural network.

Ontheother hand, if A, B, and C ara very similar, Eq.
(10) no longer holds; since the weights of patterns B
and C are comparable with those of A, patterns Band C
can no longer be considered noise. Thus the threshold
value for the Hopfield madel cannot be easily defined;
the Hopfield mode” thus becomes tnstable.

Computer simulations of a 2-D neural network with
8 X 8 array neurons at the input and output ends have
been conducted for both Hopfield and IPA models.
The reference patterns considered are the twenty-six
capital English jetters -, ¢ 1 ‘1 saquence based on
the similarities of the ». . B,,R,F, ..., and each
letter occupies an 8 X § array pixel.

Figure 3 shows the error rates as a function of refer-
ence patterns for Hot t.2ld and IPA models with noisy
inputs. Theinput SNR for computer simulationis~7
dB. We notice that the Hopfield model becomes un-
stable when patterns B, P, and R are stored in the
IWM, whereas the IPA model is quite stable with
twelve stored letters. Comparison is also made for
noiseless input. In this condition, the IPA model can
produce correct results for all twenty-six stored letters
in the IWM, whereas the Hopfield model starts making
significant errors wh»n the number reference patterns
are increased i» 3,




IPA

Number of error pixels

1.0 15
Number of refer: 1ce patterns
Input SNR =708 otal pixel No. = 64
Fig.3. Comparison of the IP24 and Hopfield models.

IV. Optical implementation

The 2-D and 3-D parallei p; ccessing capabilities of
the optical system make it ar jinportant candidate in
solving the complex interconnections of a neural net-
work.568

An optical neural network® 15 1sed for implementing
theIPAmodel. The optical ar¢ hitecture is illustrated
inFig.4. Inthissystem, a high resolution video moni-
tor is used to display the IWM. which also provides the
source of incoherent light for processing. This system
differs from the matriz-vector processor, as proposed
by Farhat et al,5 in which the positions of the input
array and weightirz matrix mask have been ex-
changed. Notice that this arrangement makes it pos-
sible to use a video monitor for IWL1 instead of a low
resolution, low contrast SLM. Alenclet array consist-
ing of N X N lenses is used to establish the optical
interconnections. A moderate sized programmmable
SLMof N X N binary pixels serves as tne input device.
The light beam emanating from each block of the TV
screen (i.e., submatrix of IWM) is passed through a
specificlens of the lenslet ayray and is imaged onto the
input SLM. The beams passing the SLM are then
imaged oato the output plane by an imaging lens to
form an N X N array output image which represents
theproduct of a 4-D IWM with a 2-D input array. The
output signals can be picked up bv an N X & array
photodetector.

To construct a closed loop nsura! nerwork, the out-
put signals from the detector arrav are fed back to the
input SLM via a threshold circuit. By using the com-
puter to caiculate and modify the IW2M, the optical
neurai network can be made both adaptive and pro-
grammable.

In experiments, Hopfield and IPA models are cho-
sen to perform pattern recogniiion using noisy input
patterns. B, P, and R are threz isters stored in the
weight matrix as shown in Fiz S.a). The positive and
negative parts of the T¥'Ms for the IPA model are
shown in Figs. 5(%i and {¢}, while those for the Hop-
field model are disyiaved in Figs. 5(d) and fe). By
comparing these two 1% M sets it can u:z scen that the
IFA modei has two major advan:zzes over the Hop-
field modei, namely, (1) “zwstintercornections and (2)
fewer gray levels. 7T'&e larter is significant because the

Video Monitor  Lenslet - ¢y Eﬁ:gg; imaging D':’::é?;r
stM ™ amy
o ”~
A l.l l.

Sene » (:L':i—}‘“;

| & \ i
- interiace ———1 Threshoid

i

r—-l
=

Fig.4. Two-dir .. - & <r~: optical neural network.

BBBBBBR
B8
BB

PPPPPRPE
CePPIzaiFPP

()] (9) )]
Fig. 5. Experiments on ar optical neurocomputer. Three similar
English ivters as reforence patterns (a), positive and negative parts
of the IWMe o7 the IPA model (b) and (c) and the Hopfield model (d)
and (2%, ;uput pattern, SNR = 7dB (f); results of pattern reconsiruc-
tion by using IPA model (g) and Hopfieid model (h).

IPA model requires only three gray leveis to repreent
the IWM, whereas the Hopfield model needs 2M + 1
gray levels, where M denotes the number of stored
reference patterns.

The experimental results of these two models are
cbtained based on an input pattern B embedded in
30% random noise (SNR = 7 dB), as shovmn in Fig. 5(f).
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The output patterns of the IPA and Hopfield models
are shown in Figs. 5(g) and (h), respectively. Because
of the curvature of the video monitor screen, the out-
put results are somewhat distorted. Nevertheless, the
results from the IPA model have been shown to be
better than those from the Hopfield model.

V. Conclusions

We have proposed a new model—an IFA neural
network. By using a simple logical rule, the common
and special features of the reference patterns can be
obtained, and the positive or negative interconnec-
tions can be assigned to each neuron. TheIWM canbe
easily formulate3, which requires merely an SLM with
three gray levels to realize the IWM. Computer simu-
lations and experiments reveal that the IPA model is
more effective in performing pattern recognition
(among similar patterns) than the .avdels that deal
only with the intrapattern association.

We acknowledge the support by U.S. Army Missile
Command through the U.S. Army Research Office
under contract DAAL03-87-K-0147.
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A compact optical neural network that uses high-resolution liquid-crystal televisions has been constructed. System
design considerations and an experimental demonstration of the liquid-crystal television neural network are

reported.

Two of the most important features of an artificial
neural network must be the possibility of masgive in-
terconnections and parallel-processing operations.!-?
Recently, the use of optical techniques to perform the
massive interconnection in a two-dimensional optical
neural network was suggested by Farhat and Psaltis,?
for which they used the basic concept of a2 vector—
matrix optical processor. To provide the network
with self-organizing and learning capabili‘ies, a high-
resolution, large-dynamic-range, programi .able spa-
tial light modulator is required for the interconnection
weight matrix (IWM) construction. However, cur-
rently available spatial light modulators have small
space-bandwidth products with limited gray levels,
making it difficult actually to build such an optical
neural network.

We recently proposed an optical architecture using
a video monitor as a programmable IWM for the im-
plementation of optical neural networks.*® The resc-
lution of the video monitor is approximately 1000 ¥
1000 pixels, and the dynamic range is approximately
256 gray levels. Infact, an8 X 8 neuron optical neural
network was built recently in our laboratory. Howev-
er, the physical size of a video monitor makes the
system large, and the curvature of the monitor screen
also poses some problems. To alleviate these two ma-
jor problems, ir this Letter we present a compact opti-
cal neural network using pocket-sized liquid-crystal
televisions (LCTV’s).

Generally, an N-neuron network recuires up to N2
interconnections. As Hopfield suggested, the state of
each neuron may be expressed by the following itera-
tive equation:

N
vin+1) =f[_§‘ T,',vl(n)-l, i=12...,N, (1)

=1 i

where v, is the state of the ith neuron, n is for the nth
iteration, T, represents the connection strength be-
tween the jth and the ith neurons, and f is a nonlinear
operator of the neurons.

N14R.9592/9n/1508RT.NR2 Nn/n

As an example, if the neurons operate in bipolar

states, f can be described as
_J1 x2t
={1 %L @

where ¢ is the thresholding value. Note that the func-
tional operation of Eq. (1) is a nonlinear operator that
depends on the matrix-vector product, which can be
explrlessed in a one-dimensional vector representation,
such as

Vin +1) = f{TV(n)], @)

where V is the state vector of the neurons and T is the
IWM, which is also called the associative memory of
the neural network.

It is apparent that, for a two-dimensional N X N
neuron network, the iterative equation can be extend-
ed in the form

N N
vpln+1) = f[zz T,,Wv;-,.(n)], 4)

i=1j=1

where vy, represents the state of the lkth neuron in an
N X N space and T, is a four-dimensional intercon-
nection weight matrix. Note that the matrix T can be
partitioned into an array of two-dimensional subma-
trices Tyy,,, Thayy, - - - Tvny, in which each submatrix is
an N X Nsize.3¢ Thus we see that a four-dimensional
associative memory matrix can be display2d as an N?
X N? two-dimensional array representation (Fig. 1).
In recent developments of the LCTV, the imaging
quality has been reported to be close to that of the
commercially available high-resolution video moni-
tors. For instance, the contrast ratio of a recent
LCTV, with built-in thin-film transistors, can be high-
er than 30:1, and the dynamic range is approximately
16 gray levels, which can be continuously adjusted.’
The optical architecture that we are presenting in-
cludes a Hitachi Model C5-LC1 5 in. {12.7-cm) color
LCTYV that is used to display the IWM and a Seiko
Model LVD-202 2.7-in. (8.9-cm) color LCTV that is
used to display the input patterns. The resolutions of
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Fig. 2. Schematic of the compact optical neural network.

these LCTV’s are 256 X 420 pixels and 220 X 330
pixels, respectively.

A diagram of a compact LCTV optical neural net-
work is shown in Fig. 2. A neural network with8 X8 =
64 fully interconnected neurons was recently built in
our laboratory, for which an 80-W xenon-arc lamp was
used as the incoherent light source. In the present
investigation the Hitachi LCTV (LCTV1) is used for
the generation of the IWM, which consists of an 8 X 8
array of submatrices, with each submatrix having 8 X
8 elements. This IWM is then displayed on a fine
diffuser immediately behind LCTV1, The Seiko
LCTV (LCTV2) is used as an input device for the
generation of the input patterns. The lenslet array,
which consists of 8 X 8 lenses, provides the intercon-
nections between the IWM and the input pattern.
Each lens of the lenslet array images each of the IWM
submatrices onto the input LCTV2 to establish the
proper interconnections. Thus we see that the input
matrix (i.e., LCTV?2) is superimposed nnto and muiti-
plied (or interconnected) by all the IWM submatrices.
This represents the connective part of Eq. (1), i.e.,

NN
) ? Tipyyvi/(n).

‘] ymi

The output result from LCTV2 is then imaged onto a
charge-coupled-device (CCD) array detector. The
signals collected by the CCD camera are then sent to a
thresholding circuit, and the final results can be fer

back to the LCTV2 for a second iteration. Note that
the data flow in the optical system is controlled pri-
marily by a microcomputer (PC). For instance, the
IWM's and the input patterns can be written onto the
LCTV1 and the LCTV2 through the PC, and the PC
can also make decisions based on the output results of
the neural network. Thus the proposed LCTV optical
neural network is indeed a programmable and adap-
tive neural network.

In the experimental setup of the compact optical
neural network, an 80-W xenon-arc lamp is used as the
light source. LCTV1 is used to display the IWM. An
8 X 8lenslet array of plano-convex lenses (6-mm diam-
eter, 72-mm focal length) sandwiched between two
optical flat glass plates is used to establish the optical
interconnection between LCTV1 and LCTV2; LCTV2
is used for input pattern generation. An imaging lens
set (two identical plano-convex lenses of 100-mm di-
ameter and 125-mm focal length, sealed face to face in
a mount, with an effective 70-mm focal length) is used
to image the output result from LCTV2 onto the CCD
camera. This arrangement of plano-convex lenses has

Fig. 3. Experimental results of the compact optical neural
network. (a) Four cartoon images, a tree, a dog, a house, and
an aircraft, used as reference patterns. (b) Positive and (c)
negative parts of the IWM generated by using the interpat-.
tern association model. (d) Input pattern embedded in 25%
noise, and (e) its output result: a dog, obtained in one
iteration. (f) Input pattern in 25% noise, and (g) its output
result: a tree, obtained {n one iteration.
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the ability to correct lens distortion. Attheend of the
system a Sony CCD camera (Model XC-77) is used as
an output array detector.

The size of the optical neural network is approxi-
mately 65 cm X 12 cm X 12 em. and the size of LCTV1
is approximately 12 cm. If asmaller LCTV is used for
IWM generation (e.g., a 7-ecm Epson color LCTV),
then the system size can be further reduced to approx-
imately 20 ecm X 7 em X 7 cm. In this case, the
diameter of the lenses in a 16 X 20 lenslet arrav is
within the submillimeter range, for which the lenslet
array can be synthesized by using binary optics® or
holographic techniques.

Since the LCTV1 has a resolution of 256 X 420
pixels. a maximum number of 16 X 20 = 320 neurons
can actually be built. The matrix-vector operations
of the proposed optical neural network are performed
in parallel. The processing speed is limited by the
speed of the LCTV’s, which have an addressing speed
of 30 frames/sec. Thus the operational speed of the
proposed neural network with 8 X 8 neurons is approx-
imately 30(8 X 8)* = 1.2 X 10° interconnection opera-
tions per second. However, for a 16 X 20 neural net-
work the operational speed can be as high as 30{16 X
20)* = 3 X 10° interconnection operations per second.

In experiments, we have used the Hopfield, orthogo-
nal projection, and interpattern association® models
for the generation of the IWM’s. One of the interpattern
association experimental demonstrations is shown in
Fig.3. Four cartoon images, a tree, a dog, a house, and
an aircraft, are used as reference patterns, and each
letter is displayed in an 8 X 8 pixel array matrix [Fig.
3(a)]. We have used the interpattern association
model (which is based on the association among the
reference patterns®) for the construction of the IWM.
The positive and negative parts of the IWM generated
by the interpattern association model are shown in
Figs. 3(b) and 3(c}, respectively. There are, however,
ways to represent the negative values in the IWM, by
adding a bias into the IWM or by using an area-encod-
ing method. However, for simplicity, the positive and
negative parts of the IWM are sequentially displayed
on the LCTV1 in our experimental demonstrations.
An input pattern, i.e., a dog embedded in 25% random
noise, is presented on LCTV2 [Fig. 3(d)]. The input
patterr: is then multiplied by the submatrices of the
IWM. using the lenslet array. The positive and nega-
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iive parts of the output results are captured by the
CCD camera, and the subtraction and thresholding
operations are performed by the PC, for which the
output result is shown in Fig. 3(e). Thus a recogniz-
able dog is reconstructed with only one iteration in
this experiment. Similarly, when a tree with 25%
noise was presented on LCTV1 [Fig. 3(f)], an output
pattern of tree without any noise is obtained, as illus-
trated in Fig. 3(g). From this example, we can see that
the compact optical neural network is capable of per-
forming pattern-recognition and image-reconstruc-
tion operations.

In conclusion, we have shown that a compact optical
neural network that uses higl:-resolution LCTV's can
be constructed. The processing speed of this neural
network can be as high as 3 X 10° interconnection
operations per second, if a 16 X 20 lenslet array is used.
To illustrate the performance of the LCTV optical
neural network, an experimental resuit obtained with
the interpretation association model is presented. Fi-
nally, we stress that low-cost, compact optical neural
networks can indeed be built using inexpensive
LCTVs.

We acknowledge the support of the U.S. Army Mis-
sile Command through the U.S. Army Research Office
under contract DAALO3-87-0147.
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Nonconventional joint-transform correlator
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A nonconventional joint-transform correlator (NJTC) is discussed. We show that the shift-invariant property of
the usual joint-transform arrangement can be preserved. The advantages of the NJTC are the efficient use of the
light source, the use of smaller transform lenses, higher corr.lation peaks, and a higher carrier fringe frequency.

A conventional joint-transform correlator!-3 (JTC) of-
fers the advantages of the avoidance of normal
matched-filter synthesis, a higher space-bandwidth
product, a lower carrier frequency, a higher degree of
modulation, and suitability for real-time implementa-
tion. However, the conventional JTC also suffers sev-
eral major drawbacks, e.g., the inefficient use of illumi-
nation light, the requirement of a larger transform
lens, a more stringent spatial coherent requirement,
and the overall small size of the joint-transform spec-
trum. In this Letter we describe an alternative ap-
proach that alleviates some of these limitations.

The quasi-Fourier transformation of an optical sys-
tem as defined here is shown in Fig. 1. We assume
that the detection plane P»is located a small distance §
away from the back focal plane of the transform lens.
With the usual Gaussian lens equation, the image of P»
can be shown to be located at a distance

L =fs (1)

away from input plane P;. We now refer to the far-
field (i.e., Fraunhofer) diffraction arrangement of Fig.
2. To achieve a Fourier diffraction pattern at plane
P4, it is required that AL’ be sufficiently small com-
pared with the illuminating wavelength A, i.e.,

AL’ < \/4. (2

In view of the similar right triangles of Fig. 2, L’ can be
approximated by

. (b/2)?
alale TV

where b is the size of the input object.

To obtain a Fourier diffraction pattern at the obser-
vation screen, it is required that the inequality of rela-
tion (2) hold. Thus the distance to the observation
screen should be

@)

L’ = b¥/2A. (4)

It is apparent that, to achieve a quasi-Fourier trans-
formation at P, as depicted in Fq. (1), one should have

L=L, (5)

0146-9592/89/170922-03$2.00/0

Thus the allowable deviation from the focal length
should be

8 < 2M(f/b)2 (8

Note that this result is known as the focal tolerance or
the focal depth of the optical system.*

One of the most important aspects of an optical
correlator must be the shift-invariant property of the
Fourier transformation, from which the position of the
object (i.e., the target) can be extracted. We now
investigate the constraints in object translation under
the quasi-Fourier-transform regime. Consider the
quasi-joint-Fourier-transform configuration of Fig. 3.
A displacement of the object specirum at the quasi-
Fourier domain P, is anticipated. Referring to the
triangular configuration in Fig. 3, tke amount of dis-
placement along the vertical direction is

]
a=-d T
A (
where d is the translation of the object.

To ensure good overlapping object and reference
spectra at the quasi-Fourier domain P,, the amount of
displacement should be small compared with the size
of the main lobe of the object spectrum, i.e.,

a < M/2b. (8)

If we simply substitute Eq. (7) into relation (8), the
amount of allowable object displacement is

A
d=< _.fi__ (9)
2b6
Monochromatic
Plane Wave
M ) § =
— ‘
— b 0 ’ ; .
t—! —t——  — i
-
! L —

Fig. 1. Quasi-Fourier transformation. P; is the image of
T

<
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Fig. 3. Quasi-joint-Fourier transformation.
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Fig. 4. Nonconventional joint Fourier transformation.

To recapitulate, the separation between the object and
the reference functions should be within the con-
straint of relation (9). Under this condition the object
and reference spectra will be mostly overlapped, pro-
ducing interferometric fringes (i.e. the carrier fre-
quency) such that the shift-invariant property can be
preserved.

We ncw describe the nonconventional joint-trans-
form tec. i ue as illustrated in Fig. 4. Let us assume
that 2a.. is iie size of the object spectrum, with Qm
written as

2 = ez = AW/, (10)

where fua is the upper spatial frequency content of
the object and W = bfy,, is the space-bandwidth
product of the object. Note that the incident angle at
the square-law detector, formed by the object and the
reference beams, can be writien as

0 =~ arctan(é/c,,), (11)

wi. 2 0 is the maximum focal depth of relation (8).
By Jbstituting relation (6) and Eq. (10) into relation
(11), the constraint of the incident angle is

0 < arctan(2f/bW), (12)

where f is the focal length of the transform lens. b is the
size of the object, and W is the space-bandwidth prod-
uct of the object. To have an idea of the magnitudes
involved, we assume that the focal length f = 500 mm,
the object size b = 10 mm, and the space-bandwidth
product of the object W = 200; thus the incident angle
must be § < 27°.

We further note that the proposed nonconventional
joint Fourier transformation may also be achieved
with a different arrangement, as shown in Fig. 5, in
which we assume that the constraints of the focal

Beam Spinter
‘
Collimated Nﬂ»rlor 21
laser Light
Reference
N
Mirror #2 \

Object

652)\{!—‘)‘-2 \v

2f Square-Law
8s arctan(bw)

Datector

Fig. 5. Nonconventional quasi-joint-Fotu, 100 transform .-
tion.

G A
B G G

Input Object Reference
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(b)

Fig.6. (a) Input object and reference function. (b) Output
correlation spots.
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A A

Input Object Reference
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Fig. 7. (a) Input and reference objects. (b) Joint-trans-
form holograms.

5=1/10 = 50 mm 5={/5= 100 mm
(a)

s naty
Ity
B ey ..
F4
R

5=0 5={/10=50 mm &§=1{/5=100 mm
(b)

Fig. 8. (a) Output correlation spots. (b) Photometer
traces of the output correlation peaks.

depth of relation (6) and the allowable incident angle
of relation (12) hold. These optical setups have the
advantage of producing a larger joint-transform spec-
trum, for which a higher read-out correlation peak can
be obtained. Furthermore, if the target displacement
is within the shift-invariant constraint of relation (9),
the proposed nonconventional JTC (NJTC) can also
extract the spatial location of the target.

To illustrate the shift-invariant property of the
NJTC, an input transparency with four English char-
acters and a reference letter [Fig. 6(a)] was used. The
NJTC structure used in this experiment is shown in
Fig. 4. The joint-transform power spectrum was re-
corded by a photographic transparency, which is
called a joint-transform hologram (JTH). By simply
illuminating the recorded JTH with coherent light,
cross correlations of input characters with the refer-
ence letter can be viewed at the output plane shown in

121

Fig. 6(b). Two autocorrelation peaks, representing
the locations of the input character G, can be ob-
served. Thus we see that the shift-invariant property
of the NJTC is preserved. The incident angle for this
experiment was set at ~10°.

To illustrate the results obtained using the qua51-
Fourier-transformation arrangement of Fig. 5, the in-
put object and reference function of F:g 7(a) were
used. In this experiment three JTH’s for 6 = 0,8 = f/
10 = 50 mm, and é = /5 = 100 mm were recorded [Fig.
7(b)). Throughout the making of the set of holo-
grams, the incident angle was maintainec at § = 10°.
Note that the scale of the joint power spectrum en-
larges as ¢ increases. Again, by simple coherent illu-
mination of the JTH’s, their output correlation peaks
were obtained [Fig. 8(a)]. Photometer traces of the
corresponding correlation peaks are shown in Fig.
8(b). From these results we see that the peak intensi-
ty increases as 6 increases, while the size of the correla-
tion spot decreases as 6 increases. This phenomenon
is primarily due to the size of the joint-transform spec-
trum, as seen in Fig. 7(b). Thus the proposed NJTC
has the ability to improve the output signal-to-noise
ratio and the accuracy of the signal detection.

Furthermore, with a larger incident angle 4, it is aiso
possible to increase the spatial carrier frequency sf the
JTH. This would allow a larger separation between
correlation spots away from the zeroth-order diffrac-
tion. However, higher spatial carrier fringes would
impose a higher resolution constraint on the square-
law detector used.

We have presented a NJTC technique that allevi-
ates the inefficient use of the light source as in the
conventional JTC. We have shown that with a quasi-
Fourier arrangement the shift-invariant property of a
NJTC can be maintained. The major advantages of
the NJTC are the efficient use of incident light, the
use of smaller transform lenses, higher correlation
peaks, and a higher carrier fringe frequency.

Since a joint-transform processor® can, in principle,
process all the .aformation that a conventional coher-
ent optical processor can, we believe that the NJTC

possesses many capabilities beyond those discussed
here.

We acknowledge the support of the U.S. Army Mis-
sile Command through the U.S. Army Research Office
under contract DAAL03-87-0147.
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1. INTRODUCTION

One of the major advantages of optical signal processing is the
parallelism in handling high space-bandwidth signals. However,
the price paid is the complexity and stringent alignment of an
optical system. On the other hand, its digital counterpart offers
flexibility and programmability, while sacrificing full parailel-
ism. In this paper, we describe a hybrid optical technique to
tackle a multitarget tracking problem. Let us assume that there
are multiple targets whose dynamic states (e.; locations, ve-
locities, etc.) are to be evaluated in a motion se ,uence. At every
frame a new scene is captured by an cptical sensor. The space-
bandwidth product in each frame is so high that it is extremely
difficult for an all electronic computer to process on a real-time
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basis. Although parallel processing can be performed by an
optical system, it is not feasible to build an optical system that
performs precise decision making. The hybrid optical system
that we propose uses a joint transform correlator to carry out the
correfation operation and a data association aigorithm for mui-
tiple target tracking.

Target tracking with an opncal correlator was first demon-
strated by VanderLugt in 1974." Subsequently, real- -time track-
ing using a VanderLugt correlator has been reported.”* The
development of a joint transform correlator (JTC) S on the other
hand. offers an alternative for target tracking.” Simplicity. easier
alignment, and the avoidance of matched filter synthesis are the
major advantages of using a JTC. It also has the capability to
adapt to new input scenes: in the proposed architecture, the
previous frame is used as a reference image to correlate with
the target in the current frame. Assuming that the processing
cycle of the system is sufficiently short, then a target wiil look
much the same after a few sequential frames. and hence strong
comreiation signals will be generated at the output plane. The
position measurements of the correlation peaks can be interpreted
as the aver .= velocities of the targets within a tracking system.
Based on these measurements, the dynamic states of the targets
can be updated “ince multiple correlation peaks are generated
in a multitarget . acking problem, a data association algorithm
can be employed (¢ associate each of the peaks to the correct
paths of the targets’ motion. It must be mentioned that the adap-
tive property of this system enables the tracking of targets under

change in orientation, scale. and perspective duning the course
of their movement.
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In this paper we demr onstrate the use of a hybrid JTC tased
on the aforementiones technique ot multiple target tracking. A
liquid crystal television was used in our experiment, and the
implementatior. of this spatial light modulator (SLM) using phase-
mostly modulation mode 13 discussed in detail. To simplify the
subject matter of this paper, the problem f initial target acqui-
sition is not discussed here.

2. TRACKING ALGORITHM

Let fx,v). n = { to N. be the sargets in an image sequence.
each of which are moving independently. Two sequential scenes
are displayed on the input plane of a JTC such that the previous
fro1e (k ~ 1) and the current frame (k) are positioned 1n the
ipp - and lowey halves of the LCTV, respectively. Tiie corre-
>pon: mg image function is given by

N ¢
a
Tivvy = E ﬁha(.r-xi’-n,y—ﬂ-:-:;)

LR -~

N s
-~ . as .
. F ,:":.'(.r-.ri'-|—5.r£.)‘—}'2~t—5.'2+:} . (0
St * -

where Lo o the height of the active aperture of the LUTV,
(3%~ 180 - s ae the decations of the 1argets in the k — } frame.
and (37, By} wre the redative ransiation of the targets from the
k - i framg ‘o th: & frame. The correspoading joint transform
pover spectrur (YTPS) is then ratroduced as modutation at the
input plane for the s=cund Fouricr transformation. it can be
shown that the output coaipiex light distribution is given by

N *
S S ORI AT X YT YD

A N
- Y Y RTMxtale = duT a8k v Yy =8y e 6D

A3 L
- S: E'RT(’ ix+sl =l -y w0 —vioi-a) . ()
where
Rifx—a, y—B) = fT(xy) @ fidxy) * 8(x--a,; -B) (3)

is the correlation function between fT' and f{' located at (a.B),
and ) and % denote the correlation and convolution operations.
respectively.

Note thai the autocorrelation functions R{:{ and R{” | 4 - are
located at the origin of the output plane. The correlation between
the same target in the k frame and the k — | frame. given as,

{x -1, is diffracted around (&x%, 8% +a) and (~dxi. — 8 —a).
The rest of the terms (RTY- 1 and RYY" for m # n) represent the
cross-correlation functions between taryet m and target #1. It must
be stated that in this multiple target tracking problem. we have
assumed that the targets in any single input frame do not look
alike. so the correlation fun :tions RY'y- | and R{’'Y" gencrate inuch
weaker correlation signals “an that generated by the function
R~ 1. Furthermore. the size and the gray level of the targets
are also assumed to be relatively congruous with cach other, so
the intensities of the correlation peaks generated from RI"{_ ;.
n = 11to N, are not significantly different.

By translating the coordiv.ate origin from the optical axis to
(0.a). the correlation praks .ha! are generated from the same
target in the k — 1 an? the k frame are then located at
(5x1.8y%) in this new -cordinate system. If these correlation
peaks are associateu with the proper target motions, then the
locations of the targets :n the & frame are given by

=X+l M=¥vi+8i n=I1twN. @)

Equation (4 shews «ha the new locations of the targets in the
k frame can be updated based on their locations in the previous
frame nd the position 1acasurements of the correlation peaks.
It is apparent that the £ and k + 1 frames can be sent to the
input planz in the next tracking cycle, so multiple targets can
be tracked simultaneously on a near real-time basis.

INote that the position of the correlation peak in the new
coordinate system represents the average velocity of a target
during the samnpling ‘nterval o1, i.e..

Xo=8xib. ¥ o= 8vidr . (5)

Therefore. with a constant sampling ~terval and assuming that
the sensor is not slewing or panning, the new coordinate system
represents the plane of average velocity. For example. targets
moving with constant velocity produce stationary correlation
peaks. targets moving with constant acceleration generate cor-
reltation peaks that are located at equally separated intervals on
a straight lIine, and correlation peaks located at the origin of the
«»w coordinate plane correspond to stationary objects or back-
grouns scene In our experimental demonstration. multiple tar-
gets arc raveling at a different velocity and in different direc-
uons. thus tis Comrelaticn peaxs generated are located at different
positions at the veioeity piane.

3. DATA ASSOCIATION

In general, the motion of the targets can be represented by
dynamic models, whicn are governed by well-known 1ws of
physics. Unpredictable changes in target motions. commonly
called maneuvers. can also be treated as gradual changes of
motion parameters, if the sampling nterval is sufficiently short
compared with the maneuver time. Therefore, it is not difficult
to associate the measurements in the velocity plane with the
targets. based on the past history of the targets. Any prior knowl-
edge of the targets before tracking will also be helpful in this
association process. For example. if one target is known to travel
much faster than the others, then its correlation peak 1s more
likely to be locawed farther away from the ongin in the velocity
plane than those of slower ones.

In this section, a parameter-based data association algorithm
using a Kalman filtering model ts described. 1t 15 assumed that
the samg'ing interval 3¢ is sufficiently short that the dynamic
parameters (velocity, acceleratior, angular velocity, etc.) of the
targets are fairly consistent within a few sequential frames. Thus,
given the dynamic parameters of a target mn the & frame, the
parameters in the next frame should be rather predictable. Let
z(k) be the measurement at the & frame and 3k | k — 1) be the
predicted measurement 1n the A frame, based upon the nfor-
mation evaluated up to the & — | frame. Then, the innovation
(or measurement residue), defined as
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vik) = k) — Hkjk=1), (6)

can be used to evaluate the likelihood of association between
o(£) and the target under consideration. In stochastic models,
one would evaluate the normalized squared distance D from the
measured z(k) to the current track,

D=vs§', )

where v’ is the transpose of v and § is the innovation covariance
of the target. which is basically the variance of the estimated
states. The values of 2(k | k — 1), S, and the like can be eval-
uated by applying a standard Kalman filter to the dynamnc model.
The use of Kalman filtc .ing in stochastic modeling’ is a well-
known subject on its own and will not be discussed here. How-
ever, a brief discussion will be given in Sec. 7, followed by an
explanation of a simplified filtering process to illustrate the ca-
pability of this multiple target tracking technique.
A data association process can be carried out as follows:

Step 1: At the £ — 1 frame, the dynamic parameters of the N
targets are determined at track I to N.
Step 2: At the & frame. N new measurements are made. given

as a,b,....N. The normalized square distances are then com-
puted:
Diu = vieST 'viae  Dis = vioST Vipy wen  elC.

and similarly for Dy, Dap...., Da,..., and so on.
Step 3: The most likely association is given by choosing the
possible combination of Ds that yields the minimum sum.

To initiate the tracker. all the measurements in the first few
tracking cycles are used to set up multiple potential tracks. Tracks
that have inconsistent dynamic parameters are dropped until only
a single track is assigned to each target. Recall that the mea-
surement in each cycle is the average velocity of . target during
the sampling period. Therefore. dynamic parameters can be as-
signed quickly in a few cycles: only two or three cycles are
needed to determine targets with constant velocity or constant
acceleration. The tracking scheme discussed so far. however,
does not determine the initial positions of the targets in the first
frame nor identify the measurements to the targets due to the
nature of this adaptive correlation scheme. Therefore, an initial
acquisition scheme is needed to perform this task before the start
of the adaptive tracker. This can be done by using prestored
reference images located at fixed positions at the image plane.
Further analysis of the initial target acquisition technique is be-
yond the scope of this paper.

4. DIFFRACTION EFFICIENCY AND RESOLUTION

In multiple object correlation, the JTPS is encoded with muluple
carrier frequencies. The detection efficiency of the system 1s
therefore mw.nabl& lower when compared with that for single
object correlation.® Consider when N identical objects. cach
located at x,. # = | to N in a 1-D space. are the mput objects
to a JTC. The input function is then given as

A

= Y fli—rt) (%)

n=i

HEAY]

If the JTPS is linearly recorded and displayed on a SLM. the
normaiized ampiitude transmittance on the SLM becomes
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n=1 m>n

L S R
Kuv) = mz | Fluw) | {N‘f- Z Z ZCOS(X,-J’,,,)“] .

9
where the normalization constaut 15 set to be the magnitude at
= 0. The correlation uutput is obtained by taking the inverse

Founer transform of /(u,v), and the intensity of the correlation
function at x, -~ xn is given as

1
Clx,y) = FTFO0T [Ax) ® fix.y) * S(x~xatxm) P . (10)

The LN factor seems to suggest that a JTC is of little value tor
multiple object correlation. However, it is obvious that this factor
comes in as the normalization constant ir Eq. (9). In practical
considerations, the energy at the origin is much higher than that
in the other frequency components; it is therefore unrealistic to
use this value as the normalization constant. In fact. in most
cases the dynamic range of a power spectrum is so large that
no detector can record the spectrum linearly . Therefore, impos-
ing an upper limit on the power spectrum is unavoidable. More-
over, it can be seen that the bracketed terms in Eq. (9) are a
summation of sinusoidal signals of different spatial frequencies.
The bias level build-up in this summation significantly reduces
the modulation of the fringes. However, due to the sensitivity
of a practical detector, part of this bias will be eliminated. hence
increasing the modulation of the fringes. Therefore, in most
experiments, replacing the normalization process on the power
spectrum with a nonlinear recording process bounded between
the lower and upper threshold is unavoidable, and the number
of objects in a JTC will affect the diffraction efficiency in a
highly nonlinear fashion. If the upper and lower threshold are
properly chosen such that the modulation of the fringes is am-
plified by this clipping effect, then a much better diffraction
efficiency can be achieved even for multiple object correlation.
The thresholding levels can be adjusted simply by changing the
ouiput power of the illuminating source, by software program-
ming. or, by changing the recording property of the square law
detector.” In this experiment. the first two techmques mentioned
were util*.ed to optimize the correlation output.

Due 1o the nature of this adaptive tracking technique. the
correlation peaks generated from different targets with almost
identical velocities will fuse together, hence reducing the res-
olution of the correlation spots. If W is the width of a target.
then 2W is the minimum separation for the two correlation func-
tions to be completely scparated. However, due to the nonlinear
thresholding effect imposcd on the power spectrum, as discussed
previously, the width of a correlation peak will be much siarper
than ZW. Nevertheless. the minimum separation for two peaks
to he distinguishable must be greater thar or vqual to the {uli
width half maximum (FWHM) of the peak. To resolve the mea-
surements for two moving targets. their difference in velocity
must sausty the condition

(AVFWHM,)? + (AWFWHM,)" > I . (h

If the sampling interval is too short compared with the velocities
of the targets. the correlation peaks will be crowded together
near the origin (of the translatea coordinate) and will become
unresolvable. Therefore, this resolution criterion wiposes a hm-

itation to this adaptive tracking algonthm. for which an optimum
sampling rate should be used.
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l 5. HYBRID MODULATION PROPERTY

Previous applications of LCTVs in optical processors mostly
used the polarization modulation property of twisted nematic
l liquid crystals. Amplitude modulation ¢an thus be obtained ac-
cording to Malus’: law. Even under binary phase-only modu-
lation, as proposed previously,'®!! the phase modulation ac-
tually results from the polarization modulation ty orienting the
analyzer to be perpenicular to the bisector between the ON and
OFF states of the LCTV. However, besides the polarization
modulation property of 2 90° twisted nematic liquid crystal cell,
l there is also an inherent birefringence effect associated with the
molecule. The birefringence is altered as the structure of the
liquid crystal starts to deform when the applied electric field is
above 4 certain threshold level (the twisted nematic liquid crystal
l‘ deformation threshold). This results in phase-only modulation.
When the applied field is sufficiently hign and reaches another
threshold value (i.e., the optical threshold), the twisted structure
starts to untwist itself and polarization modulation takes place.
In this region, the LCTV is modulated in a hybrid mode: both
phase and polarization modulations. Therefore, phase-mostly
modulation can be achieved by setting the bias voltage of the
' LCTV at the minimum value. This effect was documented b'%
Blinov'? and has been discussed recently by Konforti et. al.
Applications of this phase modulating property have also been
reported. 415
l It must be mentioned that for optimum phase modulaiion
effect, the polarization direction of the incident light must be
aligned parallel to the molecular director on the LCTV's front
surface. No phase modulation was observed in our experiment
when the polarization director was perpendicular to the molecule
director. This has also been mentioned in both Refs. 13 and 14.
This effect can be explained as follows. When the polarization
l plane of the incident light is parallel to the director of the liquid
crystal molecules, the electric field vector (E-vector) is parallel
to the molecules; hence, the incidence light becomes extraor-
dinary to the liquid crystal cell. As the electric field propagates
l through the twisted cell, its plane of polarization follows the
twist such that the E-vector is always paraliel to the molecules,
and therefore phase modulation is achieved. However, if the
polarization plane of the incident light is perpendicular to the
molecule, then it is an ordinary light to the cell. As the electric
field propagates through the twisted cell, its plane of polarization
remains perpendicular to the molecule, and there is no relative
l phase shift. It is interesting to note that the original polarizer
attached to the LCTV used in this experiment (Seiko LVD 202
color LCTV, 220 x 240 pixels) is found to be aligned perpen-
dicular to the molecular director. We suspect that by doing so,
l the undesirable coloring effect due to birefringence can be elim-
inated. and proper color selection is solely controiled by internal
circuttry driving the RGB pixels.

To measure the phase modulation propenty ~f this LCTV, we
have removed both pularizer and analyzer from the liquid crystal
display panel. A Mach-Zehnder interferometer sumiiar io the one
mentioned in Ref. 13 was used to measure the phase modulation

i property of the LCTV. The minimum bias voltage level (V =
0.978. measured across the brightness control switch) was set
at the LCTV, and the different gray levels (from 0 to 255)
generated from a Datacube frame grabber (AT428) were sent to
I the TV through a video/rf modulator. The interference fringes
observed at the output plane were recorded. It was found that
l as the gray level varied. the fringes started to shift, and maximum
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Fig. 1. Plot of the relative phase shift as a function of gray level. The
gray level is labeled in descending order since the applied voltage
increases as the input gray level decreases.

observed phase modulation was approximateiy 340°. The phase
modulation angle versus input gray level is plotted in Fig. 1.
We note that this LCTV is operated with negative logic: mini-
mum input gray level (O gray level) corresponds to maximum
applied voltage across the cell and maximum gray level (255)
corresponds to minimum applied voltage. and therefore we la-
beled the x-axis in descending order. The polarization modu-
lation property of the LCTV also was measured at the same bias
voltage, and it was found that polarization modulation occurs at
gray levels below 60. Therefore, an input image with gray scale
above 6V is phase-mostly modulated, and an image with gray
scale below this value is encoded with both phase & and polar-
ization 8 modulations.

To investigate the effect of this hybrid modulation in a JTC,
consider the plane of principal polarization to be decomposed
into two orthogonal components & and B. The complex light
amplitude behind the LCTV would be

E/(x.y) = |Elexplid(x.y)][Gcosd(x,y) + Bsinb(x.¥)] . (12)

where &(x.y) and 8(x,y) are the phase encoding and polarization
encoding of an input function f(x,y). If an analyzer is inserted
behind the LCTV with its director along the & direction. then
only the & component in Eq. (12) emerges through the LCTV.
The image is then subjected to phase and amplitude modulations.
However, if the analyzer is not inserted, then both the & and
B components will contribute at the Fourier plane. Since these
two components are orthogonal, the Founer transform spectra
resulting from the first and second terms 1 Eq. (12) will add in
‘erms of intensity rather then in complex amplitude. Moreover,
the @ and B terms are basically two reversed contrast images:
the power spectra of tin - 'wo images are basically the same.
It can be shown that 1f f(x,y} is a binary image. then the two
power spectra are exactly identical except for differcnt dc mag-
nitudes. according to Babinet's principle. Besides. it is the fringe
modulation that is important in a JTC, and it can be shown that
both the & and B components produce the same fringe modu-
lations, Therefore, a JTC operating in hybrid phase/polarization
modulations (without an analyzer) would offer performance sim-
ilar to a phasezamplitude coupled LCTV. The transmission of
the LCTV, however, will be much higher due to the absence of
the analyzer.
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6. EXPERIMENTAL SETUP

Figure 2 shows the JTC architecture we have employed in the
experiment. The current frame and the previous frame in a me-
tion sequence were displayed onto the lower and upper halves
of the LCTV. After the first Fourier transformation, the JTPS
captured by CCD2 was then sent back to the LCTV for the
second transformation. The output correlation was detected again
by CCD2, with which the locations of the correlation peaks were
determined by sequentially searching through the correlation
plane Finally, a data association algorithm was used to sort the
measurements and produced the proper tracks for the targets.
To reduce the physical size of the correlator, we have used
a negative lens behind the Fourier lens so that a very long
effective focal length was obtained with a relatively short phys-
ical length.'® The LCTV also was located behind the Fourier
lens to further reduce the size of the JTC. In order to cbtain
phase-mostly modulation, the bias voltage was set to the lowest
setting (0.978 V). The input scene was then binarized into two
particular gray levels to produce a zero and  phase difference
so that maximum modulation index on the JTPS was obtained.
The recorded spectrum was not binarized, but th: gray level of
the fringes in the spectrum: was reassigned to modulate between
0° phase and 210° phase to maximize the diffraction efficiency.*
We stress that the gray scale modification was operated without
the expense of additional computation time by using the look-

Lincarly
Polarizered L Lz ey L2 oo
Laser -

w2
plate

Microconiputsr

Fig. 2. A compact joint transform correiator architecture. The LCTV
has no polarizer/analyzer attached. L1: collimating lens; L2: Fourier
transform lens; L3: negative lens for beam compression. The linearly
polarized light was rotated to align with the liquid crystal molecule
director of the LCTV by using a halfwave piste.

up tables (the tables that map the input intensity to a gray scale
value) built into the image frame grabber. We also note that the
gray scale was modified to obtain maximum petformance under
a phase-only modulation assumption, but it may not be the op-
timum scheme if the polarization modulation effect is being
considered as well.

7. DEMONSTRATION

To demonstrate the ability of the tracking algorithm that we have
proposed, a motion sequence of three targets was generated. as
shown in Fig. 3. A target tracking model can then be set up as
follows: First, the dynamic state of the target at the k frame is
defined as

‘o /x(k)) _

Xk = \E(k) (13)

Since motion along each coordinate can be decoupled, only one
direction needs to be considered. Acceleration and maneuvering
of targets can be handled by including processing noise n in the
dynamic equation:

x(k+1) = ((l) ll) x(ky + (:) n, {14

and the measurement is

k) = (0 Dx(k) + w, (15

where w is the measurement noise. A Kalman filtering process
can therefore be applied to the tracking problem. The innovation
covariance § can be computed, so the normalized squared dis-
tance D in Eq. (7) can be evaluated and the data association
process described in Sec. 3 can be carried out. However, our
goal here is to demonstrate the capability of the optical tracker
and to illustrate the data association algorithm. Therefore. in

*For a sinusoidal phase grating exp{idcoswx) ({d] = maximum modulation
angle). the diffraction amplitude sn the first order 1s proportional (o the Bessel
function J,(b ). where Jy(d) is maximum at & = 105°. By considenng the Innge
modulation in a JTPS as a sinusoidal grating, maximum diffraction efficiency
is obtained by assigning the fringes to modulate between 0° and 210°

Fig. 3. Motion sequence of three targets: helicopter and jet, moving from bottom to top;
airplane, stationary,
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Fig 4. (a) Fhe image sequence as displayed on the LCTV at each step of the tracking cycie.
{b) The correlation results as captured by the CCD camera at the conesponding tracking cycle.
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Fig. 5. A 3-D plot of the correlation result obtained in one of the
tracking cycles. Height of peaks are linear in intensity.

order to show the bavc performance rather than the tiltered
results an this demonsiratton. we simply asseme a4 noise-iree
measuremenit situation e = 0y, This immediately sets the zan
of the filter to one The update dynamic states ot the target are
then solely ueicrmmned by the new measurements. and the pre-
dicied measurement 1s given by

i hk-b - zi- D i

For simplicity. the value of § is also assigned as the vanance
of the target’s velocity in a number of tracking cycles.

A computer program was written that controls the joint trans-
form process o well as the data association process based on
the above simplification and the discussion in Sec. 3. To initiate
the coordinate the system was first set to run with a stationary
object as input. and he position of the correlation peak thus
generated was assignec as the ongin of the velocity plane co-
ordinate. The tracking program was then set to run autonomously
with the mouon sequence in Fig. 4 as mputs. The computer
program was written in Microsoft C. which ran on a microcom-
puter using an INTEL 386 processor operated at 25 MHz. and
the processing time for _ tracking cycle was approximately 0.7 ».
Figures 4(a) and 4(b) de pict the images as displayed on the LCTV
and the corresponding correlation spots generated during each
step of the tracking cycle. A 3-D plot of correlation peaks 15
also given. in Fig. 3 To avoid unnccessary data transfer. the
current frame was alternately loged onto the upperdower halt
of the LCTV atevery tracking cycle This modification generate
a correlation plane whose coordmaie axes are inverted at each
cycle, and the location of the measurements have to be mter-
preted accordingly  Table Iouimmanzes the empinenl data. and
sie final results are shown m Fig 4, i which the actual locations
of the targets at cach step of the traching ¢ycle are abso provided
for comparison [t can be seen that a relatively simple hybrid
optical archttecture 1 capable of tracking muluple rgets rather
accurately

8. CONCLUSION

We have demonstrated @ data associabion multtarget tracking
rechmique usmg @ hyerd JITC The role ot the correlatar 18 (o
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TABLE 1. Empirical data after 11 tracking cycles.

Tracking Cycle 1 M 3 * : 6 7 3 J 0 i
A lmcnsuy2 90 P% 183 3 inT i2 ] N 157 174 18%
Locstion® .24, 1) Gizliey L 23213 b 19.22 . BINE) Wi 20,8 (2.
- Pah Assigl]y i 1 i 1 ione i 1 1t 1 1]
5| b] tutensuy 153 Y1 185 155 15y 186 152 i59 17% 187 120
:2 Lovatton (2.0 cinay VRO 2SO Goam 0D G206 et wgy GIL9)
2| pan assig ] i ! i ! n i ] 1 i !
=
¢| lntensity 157 333 135 i3% 139 188 13 18y 151 None  Nonac
Locsion 1¢32,13) 1.1y GLIZY el by 3L (2360 290000 WD 3612)
Path Assig | 111 1 1 1 11 1 il 11 1
d | lateasity | None Naae Non¢ Nonae Sune 1%6 Nonge Nonc s Nanc Nauc
Lucastiion [N ] 30,113
Path Aswiy I Nane

" Measuremient throshold fevel was ser ot 100 i 8:255 geay seles

Peak msteasiy

2 Lotation of the peak was micwrcd 0 the veloosy plane woordinate

<
Path avugnments werc
and that in the current oyle

mieraction atter the oxpesanenr Path 1 Sahoprer,

made on-hne biscd an the normahizcd quare distance between the mcasurerient sa the previogs oyidc

Wenuticsnons beween she pathy gnd the corresponding targets were made thraugh manual

o sanonaty aeroplane, HE highier g

Fig. 6. Final resuits obtained after 11 tracking cycies. The actual locations of the targets at each
of the tracking cycles are also given for comparison. The initial locations of the paths were
assigned at the ccrrect positions in this figure through manual interaction.

reduce the information of an input scene with large space-band-
width product nto a few correlation signals (velocity measure-
ments) so that a digital system is capable of tracking muluple
targets at real-time. Simplicity in optical architecture. relaxation
of alignment requirements. and the adapuve property are the
major advantages of a hybrid JTC in this mode of operation.
The phase modulation property of a LCTV has been investigated
and was cmpioved in this experiment to improve the detection
efficiency of a JTC. A motion sequence of three targets was
used as the put scenes to demonstrate the applicabiity of this
technique. and sauistactory results were obtained.
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Abstract. One of the features in neurai computing must be the ability to
adajnt to 2 changeable environment and (0 recognize unknowm obiects.
‘This paper deals with an adaptive optical neural network using Kohonen’s
self-organizing feature map algonthm for unsupervised . -aming. A com-

pact optical neurai network of 64 neurons using fiquid crvstal televisions
is used for this study. To tess the performance of the seif-organizing neurai
network, experimental demonstrations and competer simulations are pio-
vided. Effects due to unsupervised leaming parameters are anafyzed. We
showtha!théommfsﬁeumimissapab‘.eafpedmbmhurr
supervised tearning and pattern recognition operations simuitaneousiy,

by setting two matching scores in the leamning a2lgorithm. By using 3 siower
tearning rate. the construction of the memory matrix becomes more or-
ganized topoiogicaily. Moreover, the introduction of forbidden regions in
the memory space enables the neural network to leam new pattems with-
cut erasing the old ones.

Subject terms: optical : seff-orgarsZing neurdi netwocks: un-

supervised fearning; Kofwonen's feaiure map: opucai reurdl netwirks.
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I. INTRODUCTION

It is well known that digital computers can sols - compatational
problems muilions of times fasier than human brains. However,
for cognitive tasks_ such as recognition. keaming, and 2daation
in a complex environment. the performance of the human brain
is bevond the reach of electronic computess. The human brain
consisis of millions of neurons. with exch neuron intercoanected
to thousands of other neurons. Arnificial neurai networks { ANNs)
have adopted this unigue feature of massive :m:gf:’m
simulating the %znm‘ capabiiity of a biolegical system.”

Stricily Sf!:aiiﬁi. two types of leaming processes are used
in the human brain: supervised and unsupervised learning.~ If 2
teacher first organizes the information and then teaches the stu-
denis. the leaming process is ebviously supervised. Foresample,
in an arntificial reural network. both the input and desired output
data must be provided as wraining examples. In other wards_ the
ANN has to be aught when fo keam and when (o process the
information. Nevertheless. if an unknown object 1s presented to
the antificial newral network durning the processing. the network
may provide an erroncous outpat resull.

s rootrvesd M

On the other hand. for unsupervised keaming (also called seif-
feamning). the stadents icam by themselvs. relying on some
simpie ruies and therr past experiences. In an ARN. only the
input data 2re provided. whilc the desired owtpet result is not.
After a singie mial or series of trials. an evaluation rule (pre-
viously provided to the acural retwork}, is used to evaluate the
performance of the network. Thus, we see that the network s
capabie of adapting and categorizing urknown objects. This kind
of self-organizing process is 2 representation of the seif-lcaming
2bility of the human beain.

In past decades. models of ANNs have been developed. To
rume a few. eis:gcxm ahem—axmbﬁtmm
as:msmwmmxs mmmz&-
ofy (ARTY.* the neocognsiron ® the madline. and the Kohones
self-organizing ‘m@ are amonz the best kmown unsu-
@wmm immrak&s the Kohosen
model is the simplest seif-organuzing aigonthm. capable of per-
forming staisiical pattern recogmition and classsfication. and =
<zn be modified for optical neural setwork impicmentation.
However. Kohonen's model was ongmnally designed for featurs
mngé*sgﬁ:w@.‘sptﬁgrﬁﬁmwmm
mition, %ﬁ%ﬂwmmaﬂg
matching critena n e keaming algonthm. The cffecs of fas

and slow learning are analvzed. %md;c’gﬁaﬂ@m
i the memory space s miroduced i the Kohonen model such

e NNs has recently stimulated great i
@ sm&gﬂ fo-te Sze:ns: of ;:2: ::%f%n

gf:?isx:'{gﬁ Lﬁr{s is ﬁzgsséﬂ.:*cé E g—%r,{:ai tz -
massively paraiiel neural actworks. The

first optrcal noursd r.a:*m:s‘; baced on 2 Soolor-ming FTOCCSsoT.
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MM; Fig. 3. Neighborhood selection in the mem-
ory matrix space using Kohonen's seif-

learning algorithm: the initial neighboring

i
3 ‘ Input space: NxN input neurons

fig. 1 Single layer neurai network, matrix space,

was proposed by Farhat and Psaltis and their coworkers in 1985.°
The optical neural network is composed of a lenslet array to
establish the optical interconnections between the input light
emitting diode (LED) array and the interconnection weight ma-
trix (IWM). However. the architecture required a high resolution
spatial light modulator (SLM), which is expensive to build and
may not be avatlable in the near future, To alleviate these short-
coimings, we developed an optical neural network using an in-
exper e video monitor for displaying a programmable IWM, 113
Rec...ly, a compact optical neural network using pocket size
liquid crystal televisions (LCTVs) has also been built.!® We
shall use Kohonr s self-organizing algorithm for the unsuper-
vised learning i1. .ne compact optical architecture.

2. KOHONEN’S SELF-ORGANIZING FEATURE MAP
ALGORITHM

Knowledge representation in human brains is generally at dif-
ferent levels of abstraction and assumes the form of a feature
map in the real world. The Kohonen model suggests a simple
learning rule by adjusting the interconnection weights between
input and output neurons based on the matching score between
the input and the memory. A single layer neural network is
defined that consists of N XN input and M XM output neurons
forming an input and output vector space, as illustrated in Fig.
1. Notice that the output neurons are extensively interconnected
to the input neurons with weighted interconnections. The output
nodes are also laterally interconnected with each other. Let us
assume that 2-D vectors (i.e.. input pattemns) are sequentally
presented to the neural network, given by

x() = {x0 . ij= 12....N}. (h
where ¢ represents the time index, such as the iteration number
in discrete-tire sequence, and (i,f) specifies the position of the
input neuron. Thus, the output vectors of the neural network
can be expressed as the weighted sum of the input vectors

N N
yal1) = 2| Z'mm/(l)x.,(f) . Lk = (2)
= /=

where (1) represents the state of the (/,k)th neuron in the
output space and my,(#) is the interconnection weight between
the (ij)th input and the (/,k)th output neurons. Equation (2) can
also be written in matrix innerproduct representation given by
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Fig. 2. Memory vectors in the memory

region is large. As time proceeds, the region
shrinks until it reduces to one memory sub-
matrix.

yu(t) = mp(HRO (3)
where my(r) can be considered to be a two-dimensional vector
in a 4-D memory matrix space, which can be expanded in an
array of 2-D submatrices. as shown in Fig. 2. Each submatrix
can be written in the form

myp(1) mygga(t) .. mpgae)
my2i(t) myaat) .. mygat)
my(r) = .

mui(1) mpna(t) .. muna()

where the elements in each submatrix represent the associative
weight factors from each of the input neurons to one output
neuron.

Notice that the Kohonen model does not in general specify
the desired output results. Instead, a similarity matching criterion
is defined to find the best match between the input vector and
the memory vectors and then determine the best matching output
node. The optimum matching score d. as defined by Kohonen
can be written as

d.(1) NX(I) - mr(’)” (5)

]

nnn{d,,‘(:)} = nnn{!!x(t) - my(nl} , (6)

where ¢ = (I,k)* represents the node in the output vector space
at which a best match occurred. ||-|] denotes the Euclidean dis-
tance operator.

After obtaining an optimum 11atching position ¢, a neigh-
borhood N.(¢) around the node ¢ is further defined for IWM
modification. as shown in Fig. 3. Notice that the memory matnix
space is equivalent to the output space, in which each submatrnix
corresponds to an output node. As time progresses. the neigh-
borhood N.(¢) will slowly reduce to the neighborhood that con-
sists of only the selected memory vector m,, as illustrated in
the figure.

Furthermore, a simple algorithm is used to update the weight
factors in the neighborhood topology, by which the similarity
between the stored memory matrix my(r}) and the input vector
X(1) increases. Notice that the input vectors can be either bmary
or analog patierns, while the memory vectors are updated i an
analog incremental process. The adaptation formula of the al-
gorithm can be written as
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LCTV1
Incoherent &
Light Source Diffuser Lenslet Array LCTV2

Imaging D
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x”(t)

GOl
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Fig. 4. Schematic diagram of a self-organizing optical neural net-
work,

for LkEN (1) ,

mp(t) + a(Dix(1) = my(nN) .
mlk(l+ l) = (7)

mu(t) . otherwise .,

where 0 < a(t) < | represents a gain sequence, called the
learning speed. that is usually a monotonically slowly decreasing
function of ¢. In practice. the leamning speed is assumed to be
linear, which can be written as

ait) = al@ — ar , (8

where « is a learning rate,

Mention must be made that the point density of the memory
vectors tends to approximate the probability density funcuon of
the input vectors, which has been proved by Kohonen.®

It should be noted that Eq. (6) can be expanded in the fol-
lowing form:

=
4

dlk = zz {.'(,l(’) = mlllj(l)]z

(==

Z-—

Mz

Z l}(’) + z?mlh](’) - 2 szlklj<')xl/(t) + (9)

]

where the first term is a constant with regard to the output
position (/,k). If the weight vectors are normalized so that their
autocorrelations (i.e.. the sum of the squared weights from all
inputs to each output node) are identical, then the second term
also becomes a constant. Under this condition, the minimum
Euclidean distance occurs whenever the third term becomes max-
imum, i.e.,

N N
d(1) = "z'ln{d"(')} = rr;a;x{zlzlmu.,(t)x.,(t)} . (10
==

which represents the output result of the neural network. In other
words, selecting the mmimum Euclidean distance between the
memory vectors and the input pattern vector is equivalent to
finding the maximum output node in the output space.

The maximum output node can be determined by using ex-
tensive lateral inhibition among the output nodes in the oatput
space, whick is known as the MAXNET algorithm.* ? The expres-
sion of the inhibit interconnections can be written as

134

Fig. 5. Experimental setup of a self-organizing optical neural net-
work.

M M
ylt+1) = f[yu((l) - g Zl Ziy,,,,,(t):l , Lk=12 ..M.

(m.n)*{Lk)

(ip

where f is a nonlinear operator over the output nodes and € is
an inhibition constant between the output nodes. For simplicity,

we assume that the nonlinear operation f(x) is a thresholding
function, given by

x=a ,

I,
flx) = X, b=x<a, (12)
-1, x<b

where g and b are arbitrary constants. By referring to the MAX-
NET algorithm, we see that each node will excite itself and
inhibit the other nodes during each iteration. Finally, only the
maximum output node will retain, while all of the other nodes
will eventually go to zero. Since the MAXNET algorithm will

always converge, for € < /M, the maximum node can always
be found.?

3. LCTV OPTICAL NEURAL NETWORK

Recent developments in liquid crystal display technology have
made the imaging quality approach that of commercially avail-
able video monitors. For instance, the contrast ratio of a recent
LCTV, with built-in thin-film transistors (TFTs), is measured at
about 15:1 under white light xllummauon (it can be higher. than
30:1 if illuminated by laser light'”); the dynamic range 15 about
16 gray levels, which can be contmuously adjusted; and the
transmittance of the LCTVs is in the range of 5% to 10%. Thus.
the LCTVs can be used to build inexpensive optical neural net-
works.

The schematic diagram of an LCTV optical neural network
and the experimental sctup are shown in Figs. 4 and 5. A neural
network of 8><8 = 64 interconnected neurons was recently
constiucted'® for which an 80 W xenon arc lamp was used as
the incoherent light source. In this architecture. a Hitach1 LCTV
(LCTVI) is used for the generation of the IWM. which consists
of an 8 X 8 array of submatrices. and each submatrix has 8 x 8
elements. This IWM is then displayed on a fine diffuser un-
mediately behind LCTV1. A Seiko LCTV (LCTV2) 15 used as
an input device for the generation of the nput patterns. The

OPTICAL ENGINEERING ~ September 1990 / Vol 29No 9 - 1109
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Fig. 6. Experimental demonstration of a self-organizing optical neursl network using unsu-
pervised lsamning: (a} Input patterns. (b) Initial memory matrix space with random noise. (¢ Final
memory matrix space. The four patterns are adapted in the memory matrix space; the tree is
centered at (1,8), the dog at (7,1), the house at (7,7), and the airpiane at {1,1).

lenslet array, which consists of 8 X 8 lenses, provides the inter-
connections between the IWM and the input pattern. Each lens
of the lenslet array images each of the IWM submatrices onto
the input 1.CTV2 to establish the proper interconnections. Thus,
the IWM submatrices can be superimposed to illuminate the
input vector pattern of LCTV2. This represents the matrix-vector
product operation [i.e., the interconnective part of Eq. (10)].
The output result from LCTV2 is then picked up by a CCD
array detector for MAXNET operation. The final result can be
obtained by a microcomputer. Notice that the data flow in the
optical system is controlled primarily by the computer. For in-
stance, the IWMs and the input patterns can be written onto
LCTV1 and LCTV?2, and the computer can also make decisions
based on the output results of the neural network. Thus, the
proposed LCTV optical neural network is a programmable and
adaptive neural network.

4. UNSUPERVISF™ LEARNING IN THE OPTICAL
NEURAL NET'V K

Before apply* »If-organizing model in the optical neural
network. twe . r “actors must be considered: one is the system
components «... al. nent errors, the other is the effect of the
parameters of the sei. urganizing system.

Since the IWM submatrices are precisely interconnected with
the input pattern vector by a lenslet array. the alignment of the
interconnections is rather critical. Although the adjustment of
lenses is formidable, it is rather simple to shift the IWM sub-
matrices in LCTV1. A set of test patterns can be displayed on
LCTV! and LCTV2. The test patterns are shifted in small steps
according to the sharpness of the output pattern detected by the
CCD camera. Thus, the interconnection alignment can be self-
adjusted via the feedback loop.

The uniformity and stability of the light illumination also
pose some problems on the accuracy of the output results. To
alleviate the uniformity problem, a test is performed when a
new input pattern vector is presented. During the test, all cle-
ments in the memory matrix are set to the same value, i.e.,

Mplle) = 1, Lk =12,...M, i5=12..N. (13)
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Then an output array can be obtained. such as

N N
Sulto) = 2121 by, Lk=12.. M. (14)
=y

The uniformity test array {((to) is then divided by the output

array during the self-learning and recognition processes, given
by

yult)

yu(t) = )

k=12..M, (15)

where Y*(¢) is the normalized output array in which the non-
uniformity for the light illumination can be eliminated.

Another problem with the light source is the fluctuation of
the arc lamp, which causes detection errors. To overcome this
problem, we took a sequence of output frames and performed
average operations for every iteration.

For experimental demonstrations, four 8 X 8 pixel binary in-
put patterns (i.e., a tree, a dog, a house, and an airplane) were
sequentially presented at the input LCTV2 shown in Fig. 6(a).
Figure 6(b) shows the initial memory matrix (i.e., IWM) as a
random pattern. The first neighboring region is chosen as N.(0)
= 5, the initial learning speed is a(0) = 0.01, and the learning
rate js selected as in computer simulations, which is & = 0.000025
per iteration. The output pattern picked up by the CCD camera
must be normalized by referring to Eq. (15). Then the location
of the maximum output intensity can be identified by using the
MAXNET algorithm. The memory submatrices in the neigh-
borhood of the maximum output spot are adjusted based on the
adaptation rule of the Kohonon model. The amount of analog
increase in the memory vectors can be controlled by the learning
rate o.. Tke updated memory matrix is then displayed on LCTV1
for the next iteration, and so on. Due to the gray level limutation
in LCTV displays, a few iterations in the learning process may
result in one noticeable gray level change by the CCD detector
array. Since the inputs are binary patterns at this stage, the center
memory vector in the neighborhood region eventually converges
to the binary input vector. Thus. the limited dynamic range of
LCTVs would not pose a major problem 1n our experiment. As
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Fig. 7. Feature map in memory matrix space. Three similar patterns
are located on the same side in the memory matrix, B centered at
(8.4), C at (6,1}, and D at (8,8), while pattern A sits in the opposite
direction of the memory matrix, centered at (1,8).

shown in Fig. 6(c), after 400 iterations the memory has learned
the four input patterns, mapping them around four overlapping
regions in the IWM. The centers of these patterns are located
at (1,8), (7,1), (7,7), and (1,1), respectively.

One of the major advantages in adaptive pattem recognition
is to learn the unknowns in addition to recognizing known ob-
jects. This task can be achieved by adding three criteria to the
Kohonen learning rule, for which the matching rate R for pattern
recognition can be defined as

N N
el 22 MoK OAD 6
Ty T &2 ’ (e

> L XHD

j=ly=)

where ||| is the norm operator. Let us assume that two constants
Fy and F represent the matching and unmatching scores, by
which Fy < 1, F; < 1, and F} > F3; then the criteria of the
learning rules are as follows: (a) If R = Fy, the input object
matches the memory submatrix at position c. Then the neural
network recognizes the input object. (b) If F2 = R < Fy, the
input object is identified as a pattern that belongs to the class of
patterns (i.e., submatrices) around the location c¢. This shows
that the input object has some differences from the existing
patterns in the class. Then the memory submatrices in the neigh-
borhood of ¢ should be modified to adapt to the new input pattern.
(c) If R < F2, the input object is considered to be an unknown
pattern. Then a new category is developed to learn the unknown
pattern using Eq. (7).

For illustration, F1 and F; are selected as F; = 95% and F>
= 75%. A computer-simulated self-learning process is illus-
trated in Fig. 7. in which four standardized English letters A,
B. C. and D are sequentially presented as the input objects to
the neural network. It can be seen that in the memory matrix,
the locations of the submatrices reflect the similanity among input
patterns. The grouping of the submatrix locations is known as
Kohonen's feature map, for which the patterns of similar features
tend to stay close to each other. For example. B, C, and D are
similar patterns; their submatrices are located on the same side
of the memory matrix. centered at (8.4), (6.1). and (8.8), re-
spectively, while pattern A sits in the opposite direction, located
at (1,8).
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Fig. 8. Fast and siow linear learning speeds.

It shouid be noted that the innerproducts of the 4-D memory
matrix and the 2-D input pattern are performed in parallel by
the optics, while the MAXNET algorithm, the thresholding, and
the adaptive operations are performed by a microcomputer.

Our experiences have shown that the best results in self-
organization are obtained when the neighborhood of the memory
matrix space is first selected as a wide region and then allowed
to shrink as time proceeds. The linearly decreasing learning
speed a(?) is illustrated in Fig. 8. Since oy > ay, it is clear that
ai(t) is a faster leaming speed than ax(¢). It is apparent that to
reach the stable state of the memory matrix, ai(#) would require
fewer iterations than ay(t). However, in real life, the intensive
training may not always be effective. With the slower leamning
speed, the memory matrix is more organized and also appears
smoother. The price paid is obviously the training time required
for using the slower learning speed. As an example, the memory
matrix space adapted from the faster learning speed is shown in
Fig. %a). After 400 iterations, using a(0) = 0.02 and a =
0.00005, the similar patterns I, J, and T are adapted in the lower
left part of the memory matrix, centered at (5.1), (7.2), and
(8,4), respectively. The pattern X submatrices occupy the upper
right part, centered at (3,8). Since pattern X is very different
from the I, J, and T patterns in the memory space, using the
slower leaming rate, a = 0.000025, pushes the pattern X sub-
matrices farther away to the upper right comer, centered at (1.8)
after 800 iierations, as shown in Fig. 9(b). In this figure, we
see that the memory space becomes more organized topologi-
cally.

When the similar patterns are presented at the input of a neural
network, a new pattern may occasionally override the old pattern
through selecting the same optimum position in the memory
matrix space, with the old pattern gradually fading away. This
phenomenon is rather similar to the leamning process of humans:
if one moves to Southern California for a long period of time,
he may forget the bitterness of the cold winters in the northeast
region of the United States.

An example of this phenomenon has been simulated on com-
puter, as shown in Fig. 10. An input pattern B is first presented
to the optical neural network. The memory matrix adapts the
pattern around the lower right comner. centered around (8.8), as
shown in Fig. 10(a). A second pattern E is presented to the
neural network at a later time. Since pattern E is similar to
pattern B. it picks the same spot (8.8) in the memory matnx
space as its maximum output point. As can be seen in Fig. 10(b),
the memory submatrices of B are eventually taken over by E.
here after 100 iterations. If one would like to preserve the old
memory while learning new knowledge. there are two ways to

QPTICAL ENGINEERING / September 1990 / Vol. 28No 9 / 1111
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Fig. 9. Memory matrix topology using linear learning speeds. (a) Fast learning
rate with the centers of the similar patterns | at {5,1), J at {7,2), and T at (8,4)
and the center of the different pattern X at (3,8). (b) Slow learning rate with
the pattern X pushed farther away to the upper right corner, centered at (1,8).
Notice that the memory space becomes topologically more organized and also

appears smoother.

achieve this. One way is to refresh the memory by repeatedly
reviewing the previous input patterns, which takes a lot of com-
putational time and may cause confusion. Another is to set a
rule in the learning process: the new pattern would not take the
output nodes within certain regions of the old patterns in the

memory matrix, i.e., their center spots. This rule can be ex-
pressed as follows:

N N
ded,) = max ZE.m,k.-,<t,.)x;,-<r..) , a7n

LKYERelin}{ 1= )=

where R.(,) consists of the output nodes of d (1), d.(s2). ....
dc(1, 1) and their neighboring regions, illustrated in Fig. 10(c).
The radii r. of the forbidden region can be determined by ex-
perience (in our experiments, r. = 2 was selected). After this
rule is added to the Kohonen model, the neural network can
easily remember 11 patterns without erasing similar patterns. as
shown in Fig. 10(d). The centers of these 11 patterns in the
memory matrix are B at (8,4), C at (8.6). E at (6,8), F at (8.8),
lat (1.8). Jat(1.,6), T at (3,8), V at (7,1), W at (6,3), X at

(LD, and Y at (1.3).

Although results can be obtained in the self-organizing optical
neural network by adjusting the learning parameters, the best
results were achieved through experience. In addition. since the
original Kohonen model was not designed for pattern recogni-
tion, the ability for self-organization and adaptive pattern rec-
ognition can be enhanced by incorporation with more effective
models. such as the interpattern association (IPA) model.' in
constructing the interconnection weight matrix during the leam-
ing process.

5. CONCLUDING REMARKS

We have demonstrated that the Kohonen self-organizing feature
map algorithm can be implemented in an optical neural network
to perform adaptive pattern recognition. This model is modified
and combined with several matching criteria we have developed.
Experimental and computer-simulated results have shown that

1112 / OPTICAL ENGINEER!NG 7 September 1990 / Vol. 29 No. 8

the self-organizing optical neural network has the ability to de-
velop new categories in the memory matrix space to learn un-
known objects while performing pattern recognition operations.
The optical neural network is also capable of organizing a feature
map and preserving old memory while learning new knowledge.
These abilities can be achieved by setting new criteria of match-
ing scores. using a slower leaming speed. and introducing the
concept of forbidden regions in the associative memory space.
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Color holographic storage in LiNbO,
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Experimental demonstrations of reai-time color holographic storage tn LiNbO, using 2 “white light” laser are presented. The
geometry of the recording setup and wavelength crosstalk are discussed.

Two of the most widely used white-iight holo-
grams must be the reflection hologram of Denisyuk
[1] and the rainbow hologram of Benton {2.3]. In
reflection hologram, a thickness emulsion of about
20 um would have a wavelength selectivity about Ai/
4A=1/40. which is high enough to produce color hol-
ogram images without significant color biur. How-
ever, the physical requirements for constructing a re-
flection hologram is rather stringent, which prevenis
its wide spread use of applications. On the other
hand. construction of a rainbow hologram requires
a narrow slit, for which the parallax information of
the hologram image would be partly lost.

In this communication, we shall demonstrate that
color holograms can be constructed in a photore-
fracuve crystal using a “white-light” laser. Since
photorefractive crystal is much thicker than conven-
tional photographic emulsion. it provides a higher
wavelength selectivity such that the color blur can be
minimized. Furthermore, the construction of pho-
torefractive holograms is in real-time mode and the
shrinkage of the emulsion can be prevented. As in
contrast with the photographic film. multiplexing
color holograms in & photorefract:ve crvstai is
possibie.

By applying the coupied wave theory {3] in thick
emuision hologram. as illustrated in fig. . wave-

48

L)

(a) {b}

Fig. {. Wnting angle. 12} Transmission hologram. (b} Reflec-
tion hologram.

length selectivities for transmission and reflection
hoiogram can be shown as [3}]

(&) - iosine 2 ()
A, sin-a d

and

(‘K} = ; : (2)

Al Ur-costa)i?

where o 15 the incident angie and 7 1s the refractive
index of the hkologram. The :or.nalized wavelength
selectivities as a function of *~ ~“dent angle are piot-
ted n fig. 2. where we notice that the waveiength sc-
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Fig. 2. Wavelength seiectivity normalized by (i/d¥p=2.28. (a) Transmission hologram (the scale on right). (b) Reflection hologram

fthe scale on left).

lectivity for reflection hologram is one to two orders
of magnitude higher than the transmission hologram.

For a true coior noiogram construction, a red. a
green. and a blue waveiength (e.g., 630 nm. 510 nm.
and 440 nm) should be used. in which the relative
wavelength spacing is about 1/5. Thus the wave-
length selectivity of a color hologram should be
smaliler than :he relative wavelength spacing of the
light source. For instance. using 30° incident angle
for a transmnission hologram, the thickness of the
emulsion should be greater than 304 which is on the
order of a few hundred microns. This thickness can
easily be obtained by using photorefractive crvstal.

To record a color transmission hologram. we used
a | mm thick LiINbO, photorefractive crystal with a
writing angle of about 15°. To reduce the noise dis-
turbances caused by the defects of the crysial. a piece
of ground glass be placed at the front of a color ob-

ject transparency. The recording light source is a

Lexei Kr-Ar *white-iight™ laser. which has nine spec-
tral lines distribuied within the visible region. The
strongest spectrai lines of this laser are being <88 am.
514 nm, and 647 nm wavelengths. Since the spectrai
iines os . "1te at different transversal modes. spatial
filters are used in both the object and the reforence

beams to insure the color uniformity. The object-to-
reference beam ratio in our experiment is about 1:8,
for which a very high quality color hologram is con-
structed. Fig. 3 shows a ceolor hologram image re-
constructed using the “white-light” laser. notice that
both vertical and horizontal parailaxes are pre-
served. Furthermore. by viewing the hologram im-
age at different angles. it does not cause any change
in the color. as in contrast with the rainbow holo-
graphic imaging.

We stress that. exceilent color fideirty can always
be obtained by properly controlling the exposure and
speciral lines polanizations. Nevertheless. if the ex-
posure is incorrect. color saturation dominated by
the strongest spectrai line would occur in the holo-
gram image.

Muitiplexing construction is a means of kigh den-
sity holographic storage. for which the thickness of
photorefractive crystai makes it possibie. Fig. 4 shows
an optical setup for the mulupiexing color hologram
consiruction process using a LiNbQ;. A condensiag
fens L, 15 used to focus the object beam onto the
crystal. The direction of the object beam czn be ad-
justed by postionming L,. by which vanous cbijzct

transparencies can be multiplexing nte the photo-

349

141




Volume 51, number 6

OPTICS COMMUNICATIONS

15 March 1991

Fig. 3. Reconstruered color hologram image.

refraciive crvstal, In the hologram image reconstruc-
tion process. a pinhoie is piaced at P, for the ssiec-
tion of the hologram images. which would be imaged
onto piane P, by L,. In our demonstration. we have
wnuitipiexed four color holograms in the LiNBO
crystal. We note thar. muiti-exposure technique {3]
can be used to achieve the same diffraction offi-
ciency for each color hologram image. Furthermors
the size of the pinhole used at P, is about niiF ia

(™

where nX m is the number of pixel of the object. @
15 the size of the object. and F is the focal lenk:’ of

)r"
[ ]
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¥
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MY

hnig,

) T

P

0 Y\"\M ' "
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L,. It is therefore apparent that if an Vx A pinhaie
array 1s used. then N'* objects can be multiplexed in
the photorefractive crystzl, Since ths pinhole array
can be realized by using a programmable spauai hight
moduiator. 1t 1s clear that the hologram 'mages can
be randomiy addr:-<ad duning the reconstruciion
process.

In the coior hologram recording process. we fave
found that color crosstalk occurs, te.. the grating
formed at one wavelength s read out by another
wavelength. The wavelength seiectiviues of eqs (i)
and (21 are essentially the width of the main lobe of
the frequency detuning -esponse. However. for the
dynamic iwo-wave mixing. the weak sidelobes would
have caused serious color crossiaik. Conscquentiy,
ihe color crosstaiks are cascaded whict, will deten-
crate ine recoastructed image gualiy. The color
crossialk can be inierpreted as the soanal branng
phenor

frequencizs up o the fifth-order.

en2. In fact. we have obsencd the beaung

hows a wavevecior
g process. The wriiing

m 10 represen:
s 03 and OO
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Fig. 5. Wavevector diagram to represent color crossualk.

are resulted from 4,. They form grating vectors AC
and BC respectively. If the read-out vector is par-
alleied with respect to vectors OA or OB. then the
grating vector BD can oniy be read out by 4,. How-
ever, ‘i the wavelength selectivity of the hologram is
a0t high enough. or due to the response from the si-
dzlobes, then the grating vector BD can also be read-
out 5y 4, In fact. the read-out vector due to cros-
stalk s¢n be interpreted as the conservation of (wave
vector) ~romentum along the direction of the grai-
ing vector. Thus by translziing vector BD to AE, and
drawing EF. parailel to the bisector of angle (26),
and intersecting :2¢ circle at F. a new wavevector OF

2n be drawn. We have also seen that the wavevec-
tors OC and OF forzn a beating gratiag CF. which
can be read out by vecto:r 3D of 4. Similariy, a new
wavevector OG is produced by 4. at about the same
direction of OOF. Since vactors CF and OG would in-
teract with OA znd OB, it woula s nerate a second-
ary set of beatings. The angie of the beating grating

OPTICS COMMUNICATIONS

15 March 1991
can be computed as follows,

We stress that. fir small 8. the angles of beatings
would be about the same in different orders.

Fig. 6 shows the cascading beating phenomenon
generated by multi-color two-beam muxing in a
LiNbO; photorefractive crystal of 1 mm thick. where
the interference angle 26 is set about 1 5°. The bright-
est spot shown in this figure represents the normal
reconsiructed spot. while the other spots are gener-
ated from the beating phenomenon due to color
crosstaiks. The color crosstalks are primarily caused
by the blue light gratuings read-out by green wave-
length or vice versa. For example, the angle of the
beating grating, 4. of the right-side spots is measured
to be 0.0103%0.001°, which is in agreement with
the caiculated result 0f 0.0102°_ as obtained fromeq.
(3). Similarly, the spots on the left-side are gener-
ated bv the green beating gratings read-out by blue
light.

We have demonstrated color holographic imaging
using a thick crystal LiNbO; photorefractive crystal
with a “white-light™ laser. We have experimentally
shown thar high quality color holozram image canbe
obtained with a thick crystal without sacrificing the
paraliax. Multiplexing color holograms in a thick
photorefractive crystal is also discussed. for which
we have proposed using a programmable spatial light
moduiator for the random address. Color crosstalk
caused by the grating beating phenomena is also
studied. To minimize the color crosstaik. a higher
wavelength selectivity (i.c.. thick crystal) photore-
fractive media than normally required shouid be
used.

Fig. 6. Graung beauing prenomenon.
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liquid crystal televisions is presented. This new opticai
architecture offers compoctness in size, ease of alignmens,
higher {gEt efficiency, better image gualicy, and lox cost.
The implementstion of the autcassociative ond Reteraasss-
clgiize memories is given.

Much work has been done i~ bring about the optical imple-
mentation of neural network - primarily < the parailelism
and massive interconnectivity ef optics. Trefirst 2-Dopt:-
cal neural network (2-D ONN} to simulate the Hopfield
modei was proposed by Farhat and Psaltisin 1986.2 A LED
array was used as the input feature composer, which is opii-
cally interconnected to a weighting mask. calleg the inter-
conpection weight matrix {IWM} or sssocistive memory ma-
trix by a lensiet array. To pm‘;;&t the neural network with
learning capabiiity, 2 fine resolution and high dynamicrange
programmable spatial light medulator iSLAY are required
for the generation of the WM.

Recently we proposed a different ON:+ architecture using
a high resolution video monitor ** by which the interconnec
tive pare in the Hopfield equation can be optically added.
More recently, we constructed an ONN using liquid ervsial

g’\
N
L7

o
W

televisions (LCTVs)." In view of the preceding ONN archi-
tectures, a large numericsl sperture imsging lens, of the
order of 1707, is needed 1o image the lensiet array onto the
output charge-coupied device {CCD) detecior. The archi-
tecryres suffer from byw light sfficiency, high shornation and
larger size due to the imaging lens.

To alfevigte these problems. we propose s new compact
architectu e using tightly cascaded LU TV asshownin Fig.

i. Letusrecaiitheiterative operstionc.22-D N X N neuron

network. [t can be éescnaﬁ bya matrix-vecior product
operation of Hopfield as given by

*1h
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Fig. 2. Display format of a 2-D input pattern and 4-D IWM: (a)
input pattern; (b) IWM,
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Fig. 3 Experimental result for an autoassociative memory. (a)
four capital letters stored in the IWM, (b) positive IWM: (¢) negative
IWM, (d) partial input pattern; (=) reconstructed pattern.

(e)

where Vi, and U, 1epresent the state of the lkth and ijth
neuron in the N X N neuron space, T, isa4-DIWM, and n
represents the nth iteration. Notice that the matrix T can
be partitioned into an array of 2-I submatrices Tiwit, Tixaz,
- - ., and Ty, in which each submatriz is of the N X N size.
Thus the I'VM can be displayed as an N2 x A2 array
representation.

By referring to the proposed architecture of Fig. 1, the
input pattern and the IWM are displayed on th- cascaded
LCTVs, asillustrated in Fig. 2. The light emerging through
the cascaded LCTVs is apparently proportional to the prod-
uct of Ty, U, (n) in Eq. (1). It czn be seen that each subma-

5224 APPLIED OPTICS / Vol. 29.No. 35 / 10 December 1990
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Fig. 4. Experimental result for heteroassociative memory: (a) in-
put-output training set; (b) positive IWM: (c¢) negative ' VM; (d)
partial input pattern; (e) output pattern.

(e)

trix Ti,;jU,(n) is superimposingly imaged onto the CCD
detector by the lenslet array. Thus the output intensity
array from the CCD detector is the summation of the subma-
trices T;, Ujy(n) over i and j. We stress that the summation
is essenti:'ly carried oui optically by the lenslet array.
Needless to say that, by thresholding the signals, the result
can be fed back to the input LCTV via a microcomputer for
<he next iteration. Therefore, a closed loop operation can be
obtained with the proposed system. Furthermore, with the
eliminaticn of the imaging lens, the system can be built in
compact size.

Moreover, by cascading the input pattcrn with the IWM,
the output pattern pixels from the ONN remain of the same
shape as the input pattern instead of circular shape asin the
previous architectures.

An 8 X 8 neuron neural network using a cascaded Hitachi
12.7-em (5-in.) color LCTVs is built in the Electro-Obtics
Laborat~ry at the Pennsylvania State University. Thereso-
lution of the LCTV is 240 X 480 pixels with a contrast ratio of
above 15:1 under white light illum:  .ion.

In the experimental demonstrations, we have used the
interpattern associztion (IPA) me-lel for the construction of
the IWM.2  Both autoassociative and hetersassociative
IWMs have been used in the ONN. An autoassociative
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IWM for the English lecters A, B, C, and D is shown in Figs.
3(b) and (c). If a partial pattern of A, as illustrated in Fig.
3(d), is presented at the input of the ONN, a recovery of
patta~2 .\ is obtained after one iteration in our experiment,
as st.own in Fig. 3(e).

Forthbe nieteroassociative memory, four English letters and
fcur Cli.ese characters are used as the input-output train-
ing set, as shown in Fig. 4(a). The heteroassociative IWM is
depicted in Figs. 4(b) and (c). Again, if a partial a is present-
ed at the input of the ONN, the corresponding Chinese
character is obtained after one iteration, as shown in Fig.
4(e).

In conclusion, we built a corapact ONN using tightly cas-
caded LCTVs. This optical architecture offers the advan-
tages of compact size, easy alignment, higher light efficiency,
better image quality, and low cost. Demonstrati s of the
autoassociative memory and heteroassociative  nslation
are provided.

We acknowledge the support of the U.S. Army Missile
Command through the U.S. Army Research Office under
contract DAAL03-87-0147.
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The wavelength multiplexing properties of a reflection filter are investigated. A photorefractive LiNbO; crystal was used to
construct an experimental filter. The wavelength selectivity and shift invanant properties of the filter were analyzed and expen-

mentally verified.

Recently, multiplexing of filters in photorefractive
materials has attracted much attention. By measur-
ing the maximum phase shift achieved in a deep vol-
ume hologram, and caiculating an exposure schedule
for recording multiple equally diffracting holograms,
Hong et al. have estimated that over 1000 holograms
could be recorded in a 4 mm thick BaTiO; crystal
[1]. The holograms can be recorded in the crystal
using angular or wavelength multiplexing tech-
niques. By using a fixed image position, and chang-
ing the angular position of the reference beam, Mok
et al. have reported recording 500 high resolution,
uniformly diffracting volume holograms in a single
LiNbOQ; crystal [2]. By writing holograms sequen-
tially, and changing the writing wavelength between
exposures, multiple holograms can be recorded in the
crystal. This wavelength multiplexing technique has
the advantage that neither the object nor the refer-
ence beam needs to be changed in the writing or
reading processes. even though the two processes can
be used 1n conjunction to further increase the mul-
tiplexing capabilities. This technique has been used
in holographic film in which maiched filters were
multiplexed [3]. However, the thin film emuision
leads 10 low wavelength selecuvity, and the filters are
difficult to produce. In addition, the system was not
capable of quick updating of the reference patterns.

In this paper we will investigate wavelength mul-
uplexed matched spatal filters using a LINbO, crys-

tal. Referring to the coupled-mode analysis of Ko-
gelnik [4], we will analyze the wavelength
multiplexing capacity of reflection type matched
spatial filters. By integrating over the thickness of the
crystal, as was suggested by Gheen and Cheng [5],
we will show that thick crystal filters exhibit high
wavelength selectivity as well as retaining a good de-
gree of the shift invariance. Thus, by recording single
wavelength filters, and reading-out the filters with a
multi-wavelength source, parallel pattern recogni-
tion can be performed.

It is well known that volume holograms offer high
diffraction efficiency and high angular and wave-
length selectivities. Reflection volume holograms
have a much higher wavelength selectivity than
transmission volume holograms, while the angular
selectivity of the holograms remain similar. For this
reason. we chose to use reflection volume holograms
for the matched filter synthesis. Using the weak cou-
pling approximation, where multiple diffractions are
1ignored. the wavelength selectivity of the reflection
hologram can be expressed as [6]

Al 1 A
£ ) gni—costa D

where 4 is the central wavelength of the writing beam,
D is the thickness of the crystal. n 1s the refractive
index of the crystal, and « 1s the external angle shown
in fig. 1.

0030-4018791/803.50 © 1991 - Elsevier Science Publishers B.V ( North-Holland) 343
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Fig. I. Writing angle for reflection hologram,

The shift invariant property of the spatial filter can
be determined using layer integration over the thick-
ness of the crystal as proposed by Gheen and Cheng
{5]. Fig. 2 shows a schematic diagram for the syn-
thesis of a reflection type matched spatial filter.
Without loss of generality, we will use a 1-D repre-
sentation for the analysis, in which g, (x, ) represents
the reference image that is located at the front foca!
plane of the transform lens L. For a given point x,,
a wave represented by wavevector k;(x,, 4,) is in-
cident at the photorefractive crystal. The reference
beam is a plane wave represented by wavevector
ko(4,), and is incident on the opposite side of the
crystal, Thus, it is apparent that a reflection type
matched filter can be recorded in the crystal. Let
g:(x;) be the readout beam representing the input
object. which is 10 be detected. Thus, each point x,
would produce a readout wavevector k(x», A,) for
which the reconstructed wavevector is ki(x3, 4.),
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wavevector representations in the crystal can be ex-
pressed as.

ko(A1)=—(n/4))2,

2
k(i) =— i+ .ﬁ(l- —"—')i,

LA 2n?
. Xz, N LA
k;(/.z):—‘,_zu'*' 7—<l——,—2)z,
Az A n
2
o X3 . n X3). -
ky(A =—_-—-u—,—-(l—-—) . (z)
3( 2) ,.2 /.2 2"2

where £ and # are the unit vectors along and normal
to the optical axis of the system. respectively. The
output correlation signal can be expressed by the foi-
lowing integral equation:

res) =4[ [ a1 aatz
2

Xexp[i2nAk (ud+2$) ] dx, dx; dudz| , (3)

where Ak represents the Bragg dephasing vector,
Ak:ko-—k| +k2—k3. (4)

For simplicity, assume that the size of the crystal is
infinite in the 4 direction, therefore the 4 component
of the Bragg dephasing wavevector must be zero.
From eq. (4), we have,

; XA = (X +Xx3)/A2=0. (5)
where x, denotes the output coordinate plane. The HAETAA TS

o~

I K -

[ q ¢x)) /L 1€y, — kO

N /( N

—%/ 1 >z

2 - V / [ s

' o kalhg) -

'r(e( A2)
—A [
==

X3

2 :

Fig 2. Geometry for reflection matched filter x,, x-. and x, are reference. input. and output plane. respectively ko &y, ky and k; arc

reference. writing, reading. and readout wavevectors respectively
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It follows that
Xe=(1=A4/A)x—x5, (6)

where AA=4,—4,. Since the relative wavelength dif-
ference, AA/A4, is small, the third order terms can be
neglected. Thus, the £ component of the Bragg de-
phasing vector can be written as

1 AL
Ak.= —]|2n% — -, - . 7
. m._‘[n i x3(x, m] (7)
By substituting eqs. (6) and (7) into eq. (3), and
integrating with respect to u, =. and x,, the correla-
tion signal is

J qi(x1) 42 [(1 - 7) Xy -—x;]
) D (. ,Ak 2
xmnc[;ln/..—l(2n~:l--x;(x,—x,))]dx,l . (8)

With reference to the sinc factor, one can evaluate
the wavelength selectivity and the shift invariant
properties of the thick crystal filter, If the input ob-
ject is centered with respect to the reference function
(i.e.. x;=xs), then the filter would respond to the
wavelength vanations that satisfy the inequality of
eq. (9),

|Ai/A 1 <A /nD . (9

R(X;):’A

This result is essentiaily the same as was obtained
with coupled wave theory of eq. (1) when the beams
are perpendicular to the surface of the crystal.

On the other hand, if the read-out and the writing
wavelength are identical, then the filter would re-
spond to object shifting that satisfies the inequality
of eq. (10),

X3(X; —X3)
F.’.

Ay

<nD’ (10)

MEx

where F represents the focal length of the transform
lens. .

By substituting eq. (6) into eq. (10), and letting
X;=x; — Ax. we have

[ AX(X) = AX) [ max <4, F3/nD . (11)

This inequality shows that the allowable shift, Ax, is
dependent on the halfwidth of the input object
(X; — AX) nax, the thickness of the crystal, and the fo-
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cal length of the lens. [t follows that the wavelength
selectivity and shift invariance property are depen-
dent on the thickness of the crystal. In addition, by
changing the effective focal length F of the system,
a desired shift invariance for a given thickness of the
crystal can be obtained [7].

Fig. 3 shows the optical setup that was used for the
experiments. The beam splitter separaics the beam
into a reference beam that enters the crystal from the
right, and an object beam that illuminates the input
plane, which is transformed by lens L; ontc a | mm
thick LiNbO, crystal. These two beams interfere in
the crystal to form a reflection type matched filter.
After the filter has been recorded, the reference beam
is blocked. and an input object to be correlated with
the filter is placed in the input plane. The light scat-
tered by the filter forms an output signal that is
transformed by lens L, onto the output CCD detec-
tor, which is connected to a video monitor for real-
time observation.

In the first expcrimental demonstration, we tested
the wavelength multiplexing capabilities of a Li-
NbO; crystal. By using i=488 nm, D=1 mm, and
n=2.25 in eq. (9), we found that the filter should
not respond for wavelength shifts of AA1>0.106 nm.
We recorded individual matched filters using wave-
lengths 457.9, 465.8, 488, and 496.5 nm. Reading
out these filters with wavelengths different from the
recorded wavelength produced no visible output sig-
nal. Next, a multiplexed filter using the previously
cited wavelengths was recorded of the capital letters
D, F, K, and J. Fig. 4a shows the output autocor-

Shutter —

Fig. 3. Experimental setup.
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IL.w LA 7]
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Fig 4 Qutput of correlator. (a) Autocorrelation of letter D. (b)

Intensity plot of output from part a (¢) Crosscorrelation with
letter C. using same wavelength.

relation spot of a letter D using wavelength 457.9 nm.
The corresponding intensity profile of the autocor-
relation signal detected by the CCD camera is shown
w fig. 4b. In this figure. we see that a high intensity

346

OPTICS COMMUNICATIONS

15 March 1991

Fig. 5 Shift invanance property of reflection volume filter. (2)
Autocorreiation of letter O. (b) Input object consisung of two

O'sand 2n X. (¢) Output of correlator using input shown 1n part
b.

correlation peak was obtained. Fig. 4¢ shows the out-
put cross correlauon of this filter with an input ob-
ject C using a wavelength 457.9 nm. It is apparent
that no detectable peak was observed. Thus. we have
seen that the wavelength multiplexing capabilities of

the crystal filter are 1n good agreement with our
analysis.
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In the second experiment the shift invariant prop-
erty of the crysial filter was verified. By using 1=488
nm. 1=2.25. D=1 mm. and effective focal length
F=1m.ineq. (10} isclear that [Ax (x,— Ax) | must
be less than 216 mm?=. The objects that were used for
this experiment have haifwidth of 1.3 mm. for which
the shift invariance expression reduces to Ax,,,, < 16
cm. which is much larger than the beam diameter. A
reflection type filter of capital letter O. centered at
the input plane was recorded. The corresponding
output autocorrelation signal is shown in fig. 5a.
Next. a transparency consisting of two O’s and an X
as shown in fig. 3b was inserted at the input planc of
the optical system. The letters were translated about
9 mm with respect to the position of the reference
object of the filter. The corresponding output cor-
relation spots are shown in fig. 5¢. where two strong
correlation spots are observable. as weli as a weak
cross-correlation distribution. The mput beam in this
experiment had a usable radius of about ~1.2 cm.
and bevond this radius the beam exhibited rapid am-
plitude vaniations. Next. the input object was shifted

OPTICS COMMUNICATIONS
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within the beam, and we found that very little am-
plitude variauon in the correlation peak intensity was
observed. As before. the experimental results are 1n
good agreement with our analysis.

We acknowledge the support of the NASA Re-
search Grant NAG9-403/Basic.
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A space-time-sharing opticai neural network for implementing a large-scale operation is presented. Iftheintercon-
nection weight matrix is partitioned into an array of submatrices, a large space-bandwidth pattern can be processed
with a smaller neural network. We show that the processing time increases as a square function of the space-
bandwidth product of the pattern. To illustrate the space-time-sharing operation. experimentai and simulated

results are provided.

The massive interconnection and parallel processing
capabilities of optics offer advantages for optical com-
puting. Inrecent years, much effort has been applied
for the optical implementation of neural networks.:-1*
To provide the neural network with learning ability,
spatial light modulators (SLM’s), such as a video mon-
itor’S and a liquid-crystal television®i® (LCTV), have
been used as the programmable devices. In a fully
interconnected neural network, every neuron at the
input plare is connected to all the neurons at the
output plane. For example, 1000 neurons would re-
quire a million interconnections. Thus an extremely
high-resolution SLM is required for the massive inter-
connection. However, the resolution of the currently
available SLM’s is rather limited. This poses an ob-
stacle in developing an optical neural network for
large-scale operation. In this Letter we use a space-
time sharing technique to alleviate this constraint.

For an N X N neuron network, thz interative equa-
tion can be described by?

NN
Valn+ 1) = £ ?ST&”UG(n)-{. o)
where n denotes the nth iteration, f(-) represents a
nonlinear operator, Vi and U, represent the state of
the lkth and ijth neurons, respectively, and Tl is the
connection strength from the [kth to the ijth neuron.
[Tix,,] is known as the interconnection weight matrix
(IWM) and can be partitioned into an array of N X ¥
submatrices.>8

An optical neural network (Fig. 1) is used in our
discussion, in which the IWM and the input pattern
are displayed onto LCTV1 and LCTV2, respectively.
Each lens in the lenslet array images a specific subma-
trix onto the input LCTV2 to establish the proper
interconnections. The lenslet array is imaged by the
imaging lens onto the output plane. The overall in-
tensity transmitted by each lens in the lenslet array is
picked up by the charge-coupled-device (CCD) detec-
tor as the output value. We let the resolution LCTV1
be limited by R X R pixels, and the lenslet array is
equal to L X [ neurons. If the size of the IWM is
larger than the resolution of LCTVIL, i.e.. N* > R, the

IWM cannot be fully displayed onto LCTV1. We
discuss in the following cases how a small neural net-
wzra may accommodate a large-size IWM:

For N2> Rand LN < R, welet D = int(N/L}), where
int(-) is the integer function. The IWM can be parti-
tioned into D X D sub-IWM’s, and each sub-IWM
consists of L X L submatrices of N X N size, as shown
in Fig. 2. To complete the iterative operation of Eq.
(1), D X D sequential operations of the sub-IWM’s are
required. Thus asmaller neural network can handlea
larger space-bandwidth product (SBP) input pattern
through sequential operation of the sub-IWM’s.

For N2> Rand LN> R,welet D =int(N/L)andd =
int(LN/R). In this case the submatrices within the
sub-IWM’'s are further divided into d X d smaller
submatrices, and each submatrix is (N/d) X (N/d) in
size, as shown in Fig. 3. The iterative equation can be
written as

Valn +1)
d=id—il ip+INN/dHgr 1N}
=ft§‘§ D Y‘_ Ty, U, (n) } @
p=Ucmi :=pd+l jmqdt

The input pattern is also part:tmned intod X d sub-
matrices, and each submatrix is (N/d) X (N/d) in size.
Thus by sequentially displaying each of the IWM sub-
matrices with respect to the input submatrices onto
LCTV1 and LCTV2, respectively, one can process an
extremely large SBP pattern with a small neural net-
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:
——
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Fig. 1. Schematic diagram of the optical neural network.
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interconnection weight, with which the resolution of

N I the LCTV1 is essextially reduced to 120 X 80 ele-
- : ments.

By referringto N = 12, L = 6, and R = 80 and noting

] _ that N> = 144 > R and LN = 72 < R, we have D =

R I int{N/L) = 2. The IWM can be divided intoa 2 X 2

1‘.:._1:3 L

5
-
cer eee ees 1 ‘.

(a

. o
n 2

Fig. 2. Partition of the IWM into D X D sub-IWM's (D =
2

NZER\7Z

{c)
N N7 Fig. 4. Experimental results of processing 12 X 12 element
N2 patterns on a 6 X 6 optical neural network. (a} Four refer-

ence patterns stored in the IWM, (b) the partial input pat-
terns, (¢} one of the four 6 X 6 suboutput arrays, (d) the
composed output pattern.

(v}

Fig.3. Partition of asub-IWM intod X d submatrices (d =
2). (a) The pgth sub-1WM, {b) d X d smaller submatrices.

work. Itis trivial that the price we paid is prolonging
the processing speed by D? X d? times.

Generally, the processing time increases as the
square function of the SBP, of the input pattern, as
given by

T» = [(N. X No)/(Ny X NPT, = (NL/N)*T,,
(N,>N,>=1L), (3)

where T and T are the processing times for the input
patterns with N2 X N, and N; X N, resolution ele-
ments, respectively For instance, if the resolution
elements of the input pattern increase tour times in
each dimension, i.e., N» = 4N;, the processing time
wou'd be 4% = 256 times longer.

For experimental demonstrations we show that pat-
terns with 12 X 12 resolution elements can be pro-
cessed using the 6 X 6 neuron network shown in Fig. 1. @

A 240 X 4.80 eiegzent Hlta,chl cpl.or LCTV {LCTYD 15 Fig. 5 Computer-simulated results of processing 24 X 24
used for displaying the IWM. Since each color pixelis eleme 1t patterns on a 6 X 6 optical neural network. ta) Four
composed of red, Zreen, and blue elements, the resolu-

comp L refeience patterns stored in the IWM. (b) the partial input
tion is actually reduced to 240 X 160 pixels. In the pattern, (c) four of sixteen 6 X 6 suboutput arrays, (d) the
componeed output pattern.

ezperiment, however, we used 2 X 2 pixels for each

' N-8||4-8
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sub-IWM array and displayed one by one onto
LCTV1. If aninput pattern is displayed on LCTV2.
the signals collected by the CCD camera can be thresh-
olded and then composed to provide an output pat-
tern, which has a SBP four times larger than that of
the optical neural network.

One of the experimental results is shown in Fig. 4.
The training set is shown in Fig. 4(a), and each of these
patterns is limited by a 12 X 12 pixel matrix. Figure
4(b) shows a part of the second image with 12 X 5
pixels blocked as the input pattern. The sub-IWM’s
are then sequentially displayed, one by one, onto
LCTV1. Different parts of the output pattern are
obtained, and one of the output parts is shown in Fig.
4(c). The final output pattern recalled by the optical
neural network is given in Fig. 4(d).

To demonstrate the larger-scaie operation further,a
24 X 24 neuron IWM isused. Since N=24,L=6,R=
80, N2 =576 > R, and LN =96 > R, we take D int(N/L)
=4 and d = int(LN/R) = 2. Thus the IWM is parti-
tioned into 4 X 4 sub-IWM’s, and each sub-IWM is
divided into 2 X 2 smaller submatrices, as illustrated
inFig. 3. Inthis case the input paitern is also divided
into 2 X 2 submatrices, and each submatrix is 12 X 12
insize. Itis apparent that by sequentially displaying
the submatrices of IWM and the input submatrices
onto LCTV1 and LCTV?2, respectively, a 24 X 24 out-
put pattern can be obtained.

Figure 5(a) shows four 24 x 24 pixel images as the
training set. A partial pattern of the third image,
shown in Fig. 5(b), is used as the input pattern, which
is divided into 2 X 2 matrices of a 12 X 12 size during
the processing. Four of sixteen 6 X 6 output parts are
shown in Fig. 5(c). In going through all the partitions
of the sub-IWM’s, we compose an output pattern of
the image. as shown in Fig. 5(d). The whole process
takes D? X d? = 64 operations of the optical neural
network.

In conclusion, we have used a space-time-sharing
technique for large-scale nei ror operation. We have
shown that to achieve a large SBP of the system, addi-
tional expenditure of processing time is needed. The
amount of processing time increases as the square
function of the SBP of the input pattern. For experi-
mental demonstration, we have implemented the pro-
cessing of 12 X 12 element patterns on a 6 X 6 neuron
network. The processing of 24 X 24 element patterns
on a 6 X 6 neuron network has been further demon-
strated by computer simulation.

We acknowledge the support of the U.S. Army Mis-
sile Command through the U.S. Army Research Office
under contract DAAL03-87-0147.
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SLM, correlation operation of the reference and the input targess can be

obtained. A computer simulation for the target embedded in an additve
Gawssian notse is provided,

A p.ogrammable joini transform correlator for opucal pattern
recogrition has been discussed in recent p.pers (1, 2]. In a
joint transform correlator, both the reference image and the
input targer are generated in the input plane of a colierent
optical processor. A transform lens will perform the joint
transform of the input objects. Due to coherent illumination,
uniform carrier interferometric fringes are produced in the
joint transform spectrum. The interfere+ etric fringes can be
extracted by a square jaw converter (. film, CCD camera,
etc.). Then by simple coherent readout of the joint power
spectral distribution, the joint correlation of the input object

function can be obtained through a second Fourier transform
lens,

In principle. a joint transform correlator is capable of
periorming any shift-invaria- ¢ linear operations by using the
impulse response of the filter function which is dispiayed as a
reference image (3]. However, for the convolution operation,
the reference image must be the comp.2x conyugate of the
inverted impulse response function. With the cucrent stage of
technology, the spatial light modulator (SLM) is applicable
only t real impuise responses due to the Jack of a complex
image display device. Furthermore, low dynamic range and
slow response of the square law converters give rise to another
practical restriction. One possible realization of the joint
transform correlator is to employ an electrooptic device as a
square law converter (e.g., CCD carera;. The detected joint
transform power spectrum is then displayed on a binary SLM
for the secend transformation.

In this paper, we propose a joint transform hybrid optical
correlator using a binary phase only filter (4, 5]. The system
takes advantage of the controllability of tLe clectrooptic de-
vices and the high speed optical processing operation. As is
shown in Figure 1, the pioposed joint transform cornelator
involves gray luvel imare displaying devices and a binary
phase spatcl Feht medulator both of which can be addressed
by a microcomnuter. The image displaying devices cap be

Coubharsar
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implemented by using liqud crystal televisions (LCTV) [6].
The phase only filter can be synthesized ir a programmgble
spaual light modulator, eg, a magnetcoptic spatial light
modulator (MOSLM) [5]. We note that the Joint transform
interference fringes can be binarized by a microcomputer. The
basic objective of binarizing the fringes 1s to synthesuze a
binary phase oniy joint power spectrum that can be recorded
at the MOSLM.

In Figure 1, we asswae the reference image f,(x, y) and
the input target f,(x, y) are written oz the LCTV. Under
coherent illumination, the complex light distribution :. the
Fourier plane P, is given by

G(p.q) = R(p.q)e™ + B(p, ) (1)

F(p,q) ~F[fi(x, ») (2

E(p,q) = F( (%, )] (3

where % denotes the Fourier transform and 2a is the center-
lo-center separation of the input objects f,(x, y) and £,(x, y).
We stress that the purpose of the lens L,, is to magnify the
joint transform spectrum and that the stop behind the lens L,,
selects only a certain bandwidth,

The image captured by the CCD camera can ¢ writ‘en as

p.q)=16(p,0)I
=|R(p. )} +|E(p, )]
+F(p,q)F*(p,q) e

+Fl.(p' 4)”2(1’, q)e..ﬂ“ (4)

where the superscript asterisk represcnis the complex conju-
gate and ( p, q) is the spatial frequency coordinate system. For
simolicity, the effects of the magmficanon and the DC stop
are neglected in the above equaton. It is evident that Equa-
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tion (4) is the joint power spectral distbution of F.{ p. ¢ and
F,(p. q). Alternauvely, Equaticn (4, .1 be written as

I(pog) =iR(p. )l =1EB(p. )

~2AFR(p, )| R(p, q)lcos{2aq + 3ol p.q)]
(3)
where
A6(p,q) = ¢(p.q) - $:(p.9) (6)

and ¢,(p,q) and ¢,(p,q) are the phase distnbuuon of
F(p,q) and F.(p, q), respectively. It is however interesung
to note that if the input objects are idenucal. re., fi{x, y) =
f2(x, y), then Equation (5) can be reduced to the form

1(p,q) = 2AFR(p, @) (1 + cos[2 1g}) (7

where the cosmne term represents uniform interference fringes
of the joint power spectral distribution. On the other band. if
the 1nput objects are different. 4¢{ p, q) isnotzeroand itis a
rather complicated function. The costne factor in Equation (5)
no longer provides a stnct uniform fringe pattern. Thus 1t will
eventually produce lower correlation peaks through the in-
verse Founier transformation,

The fringe pattern captured by the CCD camera can be fed
iuto a microcomputer for binanzation with a thresholding
procedure. The binarized fringe pattern, in principie, can be
written onto a MOSLM to obtzin a binarized phase only
fringe pattern {5], such that the transmittance function of the
MOSLM would be

et I(p.g)=1
Hpq=|S"  lpazh g
| e~ p,q) <1y
here /. is the binarizing threshold level. In reality, the
interference fringe structure has a Gaussian shaped pedestal
component. A stop with a ring window would pass only the
uniform pedestal fringe pattern. Then the lowest end of the
dynamic range of the A/D converter for the video signal may
be selected as the threshold level. Since e=/" = cos(+7) =
=1, Equation (8) can also be written as

u(+1 [(P,Q)er
o=\ it <r, ®

If the input objects are identical, then H(p, q) reduces to a
one-dimensional bipolar rectanguiar function with a spatial
frequency equal to

f== (10)

where f is the focal length of the transform lens and A 1s the
illuminating wavelength. Thus H( p, ) can be expanded into
a Fourer cosine series as given by

ne ~— %

H(p.q)= Y b,cos{2ang] (11)

ne=}

where b, are the Tourier coefficients of H(p, ).
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I? the binary phase distnbution of Equauon (11) 1s read
out by coherent lluminauon, as shown m Figure 1. the output
complex light distribution can he shown to be

ne +x

g(x,y) =4 Y bo{y - 2an) b, =b

ne =0

(12)

t

This yields a serses of spots. The presence of a first order spot
indicates a match. On the contrary, if f(x, y) differs from
f>(x, ¥), the spot would be absent. Thus we see that a binary
phase only joint transform correlator can be used for optical
pattern recognition.

In the following, we should provide computer simulation
tests for the proposed binary joint transform correlator
(BITQ\. The 128 X 128 pixel reference and target images are
loaded from disk files and written onto the upper and the
lower halves of the input plane. We assume that the A/D
converter for the video signal has eight bit resolution. To
avoid the conversion error. we may discard the least signifi-
cant bit. The threshold level was chosen to be the lowest end
of the dynamic range of the A/D converter such as

max, [ /(7. q)]
L= "—Lag—‘— (13)

Figure 2(a) shows a reference image. Figures 2(b) and (c)
represent target images. Figure 2(b) was obtained by adding
an additive Gaussian noise 1o the reference, with a signal-to-

Figure 2 Input images: (a) reference image of a tank: (b) target
embedded in noise (SNR = 1 dB); (c) target image of a truck

MICROWAVE AND OPTICAL TECHNOLOGY LETTERS / Vol. 2. No. 1, January 1983 17




= ~ -

K . AN T A
A Pt~
W Y e Fi .__..i% i
-.ﬁm—-— P~ e

Figure 3 Binarized interference fringes. The DC component is elitunated by a circular stop. (a) Noiseless case of Figure 2(a): (b) noisy

case of Figure 2(b); (¢) different objects of Figures 2(a) and (c)

(b

(©

Figure 4 Output correlation peaks: (3) noiseless case of Figure 3(a), (b) notsy case of Figure 3(b): (¢) different objects of Figures (a)

and (c)

noise ratio (SNR) equal to 1 dB. Figure 3 shows the computer
simulated binarized joint transform power spectrum for noise-
less, noisy, and different objects. The SNR for the noisy target
is about 1 dB. A uniform spatial frequency fringe pattern can
readily be seen in Figure 3(a). However, uniformity of the
fringes is somewhat deteriorated under the noisy environmen:
as can be seen in Figure 3(b). No clear fringes can be observed
in Figure 3(c). The corresponding output correlations. simu-
lated by digital computer. are shown in Figure 4. A compari-

18

son between Figures 4(a) and (b) shows that the correlation
peaks reduce to about a half for an input SNR = 1 dB. As 15
shown in Figure 4, no correlation peak was obtamned for the
cross correlation of different images.

In conclusion, we have investigated a bimnary phase only
joint transform optical correlator for optical pattern recoghi-
tion. The major advantage of the proposed system must be the
avoidance of synthesizing a spatial matched filter. The combi-
nation of CCD camera and MOSLM may have an advantage

MICROWAVE AND OPTICAL TECHNOLOGY LETTERS / Vol 2. No 1 January 1989

163

e oo i v

wde®




over the opucally addressed SLM such as Aexibility of thresh-
old level selection. We have shown that high correlation peaks
can be readily obtained under the noisy environment.

We acknowledge the support of U. S. Army Research office
contract No. DAAL(3-87-0147.
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