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ABSTRACT

This report covers in detail the research work of the Solid State Division at Lincoln
Laboratory for the period 1 August through 31 October 1990. The topics covered are
Electrooptical Devices, Quantum Electronics, Materials Rescarch, Submicrometer Tech-
nology, Microelcctronics, and Analog Device Technology. Funding is provided primarily
by the Air Force, with additional support provided by thc Army, DARPA, Navy, SDIO,
NASA, and DOE.
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LIST OF ILLUSTRATIONS

Alternate channel flow design. (a) Schematic of silicon microchannel fins showing
dimensions and coolant flow directions. (b) Schematic of manifold plate
showing alignment with microchannels and inlet and outlet plenums.

Experimental and theoretical temperature profiles for ACF heat sinks at two flow
conditions together with the results for conventional flow in one direction through
half of the channels.

Calculated temperature distributions for a 10 x 10-cm heat sink with 100-W/cm?
heat flux. (a) Streamwise profiles of heat sink surface temperature rise and averagc

water temperature rise above the inlet water temperature. (b) Flux plot for a fin at the

inlet/outlet position showing isotherms and adiabats. The inlet and outlet water
temperatures Ty and T5 and the heat sink surface temperature Tg directly above the
fin are indicated. Isotherms are shown in increments of 0.25°C.

Simulated (004) rocking curve for a ten-period structure, with each unit consisting

of a 500-A GalnP layer and a 3-A InP layer. For visualization reasons, the composi-

tion of the GalnP is chosen to give a slight mismatch from the GaAs substrate.

Rocking curve of a sample grown with ten periodic interruptions to GaInP growth.
The PH, flow was maintained during the 2-s interruption. Two separate peaks due
to the GalnP in a buffer layer and in the interrupted-growth layer complicate the
curve, but there is no evidence of the periodic structure attributable to an MQW,

Photoluminescence at room temperature from growth-interrupted structures.
The solid curve is for the structure of Figure 1-5 and shows only a peak
attributable to GalnP and a very weak peak due to the GaAs substrate. The
dashcd curve is for the sample of Figure 1-7 and shows a strong peak at 1.40 eV.

Rocking curve of a sample grown with ten periodic interruptions to GalnP growth.
During the 6-s interruptions the flow sequence was 2-s PHs, 2-s AsH;, 2-s PH,.
The rocking curve shows evidence of an MQW with a period of ~ 600 A.

Rocking curve of sample grown with ten periodic interruptions to InP growth.
During the 6-s interruptions the flow sequence was 2-s PH;, 2-s AsH,, 2-s PH,.
The rocking curve shows evidence of an MQW with a period of ~ 450 A. Here,

0 arc scc corresponds to the (004) Bragg angle of InP, 31.7°. The x-ray intensity
pattern is simpler than that in Figure 1-7 because, other than the interfacial layers,
the entire structure including the substrate is InP.
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2-2
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Schematic of TMI source plumbing with specially modified thrce- and four-way
valves for Icak testing and purging. The three- and four-way valves are indicated
by A and B, respectively.

Source efficiency versus flow rate for three different TMI source cylinders at
25°C in a typical OMVPE growth run. The small decrease in source output for
cylinder 2 gives rise to a change in the unstrained Gag 5;In 49P lattice parameter
of Aaja=—4x 1073,

Double-crystal x-ray diffraction for 1.2-um-thick Ga, 5;Ing 44P cpilayers on

GaAs substrates grown with stable (solid curve) and unstable (dashed curve) TMI
sources. The fluctuations for the unstable source represent a change in the unstrained
lattice parameter of Aa/a =3 x 107410 2 x 1073,

Time to rcach steady-state TMI concentration versus flow rate for a TMI source
temperaturc of 25°C. Cylinder 6 with a volume of 175 cm? stabilizcs more rapidly
than cylinder 4 with a volume of 200 cm?. Approximately 20 cylinder volume
changes (~ 4000 cm?) are required to reach steady state. The data point (+) represents
the total time to reach steady state when the carrier gas is flowed through cylinder 4 at
500 sccm for 10 min and the rate is then dropped to 50 sccm.

Reflectivity of an etalon as a function of frequency. The potential lasing wavelcngths
of a microchip laser (determined by the cavity modes) are indicated by the tic marks
at the top of the figure. For the present device, they are spaced by ~ 127 GHz. The
length of the etalon has been chosen so that its free spectral range is the same as the
mode spacing of the microchip laser. The etalon can be tuned to be highly transmitting
(solid curve) or highly reflecting (dashed curve) at the potential lasing frequencies of
the microchip laser.

Cross section of a piezoelectrically Q-switched microchip laser. In these experiments
the Nd:YAG crystal is 0.65 x 1.0 X 1.0 mm, and the total distance between the pump
mirror and the discrete partially reflecting mirror is ~ 1.8 mm. The piczoelectric
actuator is 2.5 mm thick and has an outer diameter of 20 mm.

Output obtained from a 1.064-um Q-switched Nd:YAG microchip laser showing
(a) a train of pulses and (b) one pulse on an expanded time scalc.

Ilustration of an all-solid-state polarization-switchable microchip laser. Typical
dimensions for such a device would be 1 x 1 X 2 mm, with the longest dimension
corresponding to the total cavity length.

Traces showing (top) a square wave applied to the polarization-switchable microchip
laser and (bottom) the intensity of its output in one polarization.
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Traces showing (top) a pseudorandom binary waveform applied to the polarization-
switchable microchip laser and (bottom) the intensity of its output in one polarization.

(a) High-voltage step applied to the LiTaOj3 crystal. The voltage change is 200 V and
the electrical rise time is 0.5 ns. (b) Beat signal obtained in heterodyning the frequency-
modulated Nd: YAG laser with a Nd:YAG local oscillator. Initially, the two lasers are
offset by 1.7 GHz. The voltage step gives rise to a frequency difference of 550 MHz.
The undulation of the trace is caused by noise pickup from the pulser.

Schematic of an experiment to measure the linearity of the voltage-to-frequency
conversion. The heterodyne signal of a 500-MHz linearly frequency-chirped Nd:YAG
laser with a stable local oscillator is compressed with a SAW device to generate a
~2.5-ns, 1.3-GHz pulse. The output is mixed to zero frequency, amplified, and filtered.

Compression of a 500-MHz linearly frequency-chirped heterodyne signal. (a) Direct
output from the SAW device demonstrating 2.5-ns FWHM pulse width, but with
large sidelobes. (b) Output after frequency mixing to dc, amplifying, and filtering.
This trace shows broadening and sidelobe rejection caused by the limited bandwidth
of the amplifier. The sidelobes are —30 dB of the main peak. The FWHM pulse
width is 4 ns.

Diagram of the diode-pumped Yb:YAG laser.

Output power versus input power for the monolithic Yb:YAG laser pumped by
a Ti:Al,O3 laser and an InGaAs diode laser. The solid line is from the quasi-three-
level laser model.

Diagram of a folded-cavity GaAs disk laser.

GaAs laser output power versus input pump power for a 120-um-diam. pump spot.
Peak power is derived using the measured pulse duration.

(a) Intensity profile of output beam. (b) Cross-sectional intensity profile in the
vertical and horizontal axes through the beam center. The dotted curves are
Gaussian fits.

Output spectra of the GaAs laser with and without an etalon.
Schematic of a multiple-disk laser.

Schematic of multiple diode laser arrays coupled into a multimode fiber in planes
(a) perpendicular and (b) parallel to the junctions of the diode laser arrays.

Dependence on x and y of wavelength corresponding to calculated electron-hole-
transition energy for 10-nm-thick AljIn Ga;_,_ As quantum wells with
Aly 3Gag 7As confining layers.
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4-3

Schematic structure and energy diagram of AllnGaAs/AlGaAs SCH SQW diode lascr.

Threshold current density Jy, of GaAs/AlGaAs, Aly jglng20GaAsg ¢2/AlGaAs, and
Ing »Gag gAs/AlGaAs diode lasers as a function of reciprocal cavity length 1/L.

Reciprocal differential quantum efficiency 1, ' as a function of cavity length L.
The solid linc is a least-squares fit.

RHEED oscillation frequency versus substrate temperature for growth of AlGaAs.
For data represented by circles and squares, frequencies were obtaincd by frequcncy-
domain and time-domain analyses, respectively.

RHEED oscillation frequency versus substrate temperature for growth of AlGaAs.
For data represented by circles and squares, frequencies were obtained by frequency-
domain analysis of data collected for 0 to 30 s and 10 to 30 s, respectively, after
opening the Al and Ga source shutters.

RHEED oscillation frequency versus time following source-shutter opening for
AlGaAs growth at substrate temperatures from 520 to 760°C. Frequencies were
obtained by frequency-domain analysis of data collected for 5-s periods.

Schematic of silicon profiles for negative- and positive-tone silylation processes.
Regions of crosslinking are shown by diagonal shading, and the silylated areas are
represented by vertical shading.

Scanning Auger depth-profile of a grating structure with 5-um lines and spaces
patterned in FSC resist, exposed at 100 mJ cm™2, and silylated at 100°C for | min
at 10-Torr pressure. The crosslinked region, denoted by crosshatching, extends
75 nm into the film.

Schematic of swelling constraints imposed by the exposed crosslinked regions.
The filled areas represent the crosslinked regions and the diagonal shading denotes
the swollen silylated areas.

Comparison of Si yield from RBS spectra for a grating structure with 3-ym lines
and spaces patterned in SAL 601, exposed at doses from 10 to 100 mJ cm™2, and
silylated at 90°C for 1 min at 10-Torr pressure. Schematic diagram of diffusion
profile based on RBS interpretation is shown at the right, with thc diagonal shading
denoting crosslinking, the crosshatching representing a higher degrec of cross-
linking, and the vertical shading denoting silylated areas.

Excimer-laser-induced absorption spectrum in fused silica and (insct) bircfringence
as evidenced by the transmitted 633-nm light when the samplc was placed between
two crossed linear polarizers. Note that the birefringent zonc surrounds the excimer
laser spot.
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Figure
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PMI output mapping the transmission of a 193-nm-irradiated sample of fused silica:

(a) top and (b) thrce-dimcensional views of the sample and (c) a two-dimensional trace.

Compaction in the ~ 5 X 8-mm laser spot is clearly seen (the four blank circles are
absorptive dots drawn on the sample for visual demarcation of the laser spot).

Interferomctrically measurcd optical path difference versus ~ 215-nm absorbancc for
nine samples of fused silica. All samples were irradiated at 193 nm, 78 mJ cm™2 per
pulse with 2 x 10° pulses. They diffcr in growth conditions and post-growth annealing
conditions. The material proccssing can have a significant effect on UV absorbance
but much Icss influcnce on the compaction as measured with an interferomcter.

Schematic diagram of quasioptical resonant-tunneling diode oscillator designed to
operate in the 100-GHz rcgion.

(a) Power spectrum of the quasioptical oscillator with and without the semiconfocal
open resonator. (b) Horizontal expansion of the power spectrum measured with the
semiconfocal open resonator.

Schematic of the cross section of (a) conventional and (b) modified CCD channels
and the corrcsponding potential profiles. Shown in (b) is a concept for reducing
trapping effects at low signal levels in a CCD by adding a narrow implant along the
channel center to confine the charge packet to a reduced volume.

Measured data showing the effects of a narrow trough in reducing the charge-transfer
inefficiency due to bulk trapping. Measurements were made both before and after
bombardment with high-energy protons.

Design of the trough implant mask in the region of the CCD where the frame store
joins the output register.

Cross-sectional diagram of the band structure of a back-illuminated CCD imager.
Measurements of representative doping profile of p* surface layer.

Comparison of calculated and measured QF for two different devices, using
Sy as a fitting parameter and X, = 0.1 mm.

Plot of calculated QF versus S, and X,,.

Measured and calculated values of resonant frequency of the fundamental mode
of the resonator versus temperature for sputtered film 3. The calculated values use
the two-fluid model. The best fit is obtained with T,. = 86.4 K and A(0) = 0.167 um.

Surface resistance versus peak RF magnetic field for four different films as indi-
cated. Lines have bcen drawn to connect the points. For sputtered films 2 and 3,
f= 1.5 GHz. For sputtered film 1 and thc postannealed film, f= 1.6 GHz. All
measurcments were made at 4.2 K.
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Figure
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Photograph of a superconductive stripline chirp filter. The filters were fabricated on
2-in.-diam. LaAlOj; substrates using either YBa,Cu30-_, signal lines and silver
ground planes or niobium signal lines and niobium ground planes.

Comparison of the designed and measured transmission response of the super-
conductive chirp filter. The designed response was calculated assuming lossless
transmission lines. The measured transmission response at 4.2 K is shown for
both YBa,Cu305_, and niobium versions of the filter.

(a) Downchirp response and (b) upchirp response to a 250-mV step input measured
at 4.2 K for the YBa,Cu30-_, filter.

Serial-parallel-serial CCD memory.

Schematic diagram illustrating the operation of the CCD analog buffer memory
and the experimental results for a sampling rate of 280 MHz.
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INTRODUCTION

1. ELECTROOPTICAL DEVICES

A new microchannel heat sink design has been demonstrated that uses alternate directions of flow
of coolant water in adjacent channels. The spatial variation in heat sink temperature obtained was consid-
erably smallcr than that of an otherwisc equivalent unidirectional flow design.

X-ray and photoluminescence characterization of structures grown with periodic interruptions has
provided information about the chemistry of growth interfaccs. There is no evidence of In accumulation
at the surface during GalnP growth, but it was shown that As can rapidly substitute for P at GalnP/GaAs
and InP/InGaAs interfaces.

An ultrasonic monitor has been used to measure the steady-state indium concentration of
trimethylindium source cylinders from several different suppliers under typical organometallic vapor
phase epitaxy growth conditions. Large source-to-source variations and sudden instabilities of concentra-
tion werc found. which complicate the growth of In Ga,_ As P,_, alloys lattice matched to InP or GaAs.

2. QUANTUM ELECTRONICS

The contributions of spontaneous emission and of thermal fluctuations of cavity length to the
fundamental linewidth of microchip lasers have been studied. Thermal fluctuations of cavity length result
in a Gaussian power spectrum that is dominant near line center, while spontaneous emission results in a
Lorentzian spectrum that determines the shape of the spectral wings.

With the use of a novel Q-switching technique, 6-ns output pulses have been produced from a
single-mode Nd:YAG microchip laser pumped with 120 mW of CW optical power. Computer modeling
indicates that diode-laser-pumped Nd:YAG microchip lasers can be Q-switched to produce pulscs as
short as 250 ps, with peak powers of several kilowatts.

A polarization-switchable microchip laser has been achieved by the introduction of a birefringent
element between the two partially reflecting mirrors of the tunable etalon in a Q-switched device. The
switching time obtained was < 5 us, and much faster times are possible.

Tuning sensitivity of 12 MHz/V has been measured in a frequency-modulatcd, single-mode Nd:YAG
laser constructed with a LiTaO5 electrooptic phase modulator incorporating acoustic damping. A fre-
quency excursion of 1 GHz was generated with a rise time of < 1 ns, and the nonlinearity of the voltage-
to-frequency conversion for a 570-ns-long, 42-V sawtooth waveform was < 0.5 percent.

An efficient room-temperature ytterbium-doped YAG laser has been developed that operates at
1.03 um and is pumped by an InGaAs strained-layer diode laser emitting at 968 nm. This Yb:YAG laser.
which is made using a monolithic cavity design, has an external slope efficiency of 25 percent with
23 mW of output power obtained for 430 mW of incident pump power.
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An optically pumped GaAs disk laser has been demonstrated that produces 500-W pcak power in a
circularly syrﬁmetric lowest-order transverse mode, which is 2 orders of magnitude grcater peak powcr than
that previously reported for semiconductor lascrs. Diode-laser-array pumping was simulated using a gain-
switched Ti:Al,O5 laser with a 4-kHz repetition rate; the pump pulse duration was ~ 38 ns, rcsulting in
quasi-CW pumping conditions.

Five high-power diode laser arrays have been coupled with 68 percent efficiency and 2.6-W output
through an optical fiber having a 48-um core-diameter/numerical-aperture product. An increasc in thc
output power should be achievable from the same fiber using more diode arrays, and improvemcnts in
the optical system could lead to an efficiency > 80 percent.

3. MATERIALS RESEARCH

Separate-confinemcent heterostructure diode lasers with a strained Al gIng,,Gag ¢,As single-
quantum-well active layer and AlGaAs confining layers have been fabricated from structures grown on
GaAs substrates by low-pressure organometallic vapor phase epitaxy. Preliminary experiments show that
these devices, which have an emission wavelength of 814 nm, are much more reliable than lasers with
lattice-matched AlGaAs active layers that emit at about this wavelength.

Frequency-domain techniques have been applied to the analysis of reflection high-energy clectron
diffraction oscillation data taken during molecular beam epitaxy growth of AlGaAs layers at substratc
temperatures from 580 to 790°C and at various V/III ratios. For temperatures above 700°C, the growth
rate immediately after opening the Ga and Al source shutters exceeds the stcady-statc value by an
amount that increases with increasing temperature.

4. SUBMICROMETER TECHNOLOGY

The diffusion characteristics of the silylating agent in 193-nm positive-tonc surfacc imaging have
been determined. It was shown that proximity effects caused by crosslinking in exposed arcas influcnce
the degree of silylation in unexposed areas, thereby affecting the process latitude of this lithographic
technique.

Excimer laser irradiation of fused silica has been shown to induce formation of point dcfects and also
changes in density and refractive index. These two types of defects are proportional to each other for any
given material, but thc constant of proportionality depends strongly on the specific growth and annealing
steps.

S. HIGH SPEED ELECTRONICS

A semiconfocal open-cavity resonator has been used to lock a resonant-tunneling diodc oscillator at
a frequency of 103 GHz. The high quality factor of the open cavity resulted in a locked-oscillator
linewidth of 40 kHz, which is about 250 times narrower than the linewidth of previous resonant-tunncl-
ing oscillators that used only waveguide resonators.
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6. MICROELECTRONICS

Reduced trapping effects have been achieved at low signal levels in a buried-channel charged-
coupled device (CCD) by adding a narrow potential well along thc center of the CCD channel, thereby
confining the charge to a smaller volume. A tenfold decrease in trapping effects was obscrved in a
proton-irradiated device with a 2-um narrow well in the center of a 21-um-wide channel.

An analytical model has been developed to predict the quantum efficicncy of a back-illuminated
CCD imager with a shallow p* layer at the back surface, with the surface recombination velocity at the
illuminated surface used as the adjustable parameter to obtain a good fit between calculations and mea-
surements. The model suggests a strong dependence of thc quantum efficiency on the surface recombina-
tion velocity and only a weak dependence on the depth of the p* surface layer.

7. ANALOG DEVICE TECHNOLOGY

Measurements of the magnetic penetration depth 4 of YBa,Cu;0,_, thin films have been made us-
ing a stripline resonator. The RF magnetic ficld dependence of the surface resistance R (H ) of
YB:12Cu3O7_‘A films has also been measured, and the values of A and R (H ) have been related to the
conditions used in the film deposition.

A superconductive stripline chirp filter with 2.6-GHz bandwidth has been demonstrated using tapped
delay lines patterned from a postannealed thin film of YBa,Cu;0,_, on a 2-in.-diam. LaAlOj; substrate.
The filter has 8 ns of dispersive delay and 12 ns of total delay, including impedance transformers, and thc
total YBa,Cu305_, line length required is 0.7 m.

The performance of a CCD-based analog memory designed for high-speed data acquisition has been
cvaluated. The chip has a 128 x 128 serial-parallel-serial architecture and can sample incoming data at a

maximum ratc of 280 MHz.
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1. ELECTROOPTICAL DEVICES

1.1 MICROCHANNEL HEAT SINK WITH ALTERNATE DIRECTIONS
OF WATER FLOW IN ADJACENT CHANNELS

Mierochannel heat sinks have been developed for extraction of waste heat generated by integrated
eleetronie eireuits, two-dimensional diode laser arrays, and other eleetrooptie deviees under eonditions of
high heat flux density [1]-[6]. Very low thermal resistance has been obtained in these heat sinks. Yet, they
have the potential problem of an inerease in temperature in the streamwise direction due to an approxi-
mately linear temperature rise in the coolant as it is heated along the channel length. Reducing this
temperature rise by inereasing the eoolant flow rate inereases the mechanieal power dissipated by the
flowing coolant, which may greatly raise the overall power consumption. A solution to this problem is
deseribed here, which provides for alternate water flow directions in adjacent channels. The spatial
variation in heat sink temperature for the altemate channel flow (ACF) design is considerably smaller
than that of an otherwise equivalent unidirectional flow design.

The ACF heat sink design is illustrated in Figure 1-1. The heat sink is made from a 1.2-mm-thiek Si
wafer in which thirty-three 0.18-mm-wide, 1-mm-deep microchannels separated by 0.15 mm are eut with
a high-speed dicing saw. A schematie end view of a two-microchannel seetion of the wafer is shown in

1 491
y 68549
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Figure 1-1. Alternate channel flow design. (a) Schematic of silicon microchannel fins showing dimensions and
coolant flow directions. (b) Schematic of manifold plate showing alignment with microchannels and inlet and outlet
plenums.



Figurc 1-1(a). The channel side of the Si wafcr is epoxied to a brass manifold platc having 66 holes to
direct the flow of water. Figurc 1-1(b) is a schematic of the manifold plate, with the dashed lincs
representing the location of the channels with respect to the 0.3-mm-diam. holcs in the plate. For simplic-
ity, only 11 of thc 33 channels are shown. Water flows into the microchannels through two columns of
holes in the manifold inlet plenum. The water entering the holes in column B cxits at column D in onc of
the outlet plenums, while water entering in column C exits at column A in thc opposite outlet plenum.
The direction of water flow alternates from channel to channel. Since the unheated inlet water and the
maximally heated outlet water are only a channel separation (0.15 mm) apart, thc coolant tcmperaturc
averaged across two channels is nearly constant over the entire heat sink area. Columns B and C are
separated by 2.4 cm. which is the effective length of the heat sink.

The ACF microchannel heat sink design was evaluated by applying a uniform hcat flux supplied by
a large-area thin-film Ti resistor fabricated directly on the surface of the Si hcat sink. A 5000-A layer of
Si0, beneath the 1000-A Ti layer provided electrical insulation between the resistor film and the Si.
Electrical contacts were formed at each end of the Ti film so as to produce a heated area 2.3 cm in length
(streamwise) and 1 cm in width. A thermal image-processing system was intentionally used to dctermine
the temperature rise and uniformity over the heat sink. Relatively small flow ratcs were used to enhancc
the temperature variations, which were otherwise difficult to measure accurately. Data were obtained for
an applied heat load of 18.6 W/cm? and an initial coolant temperature of 22°C with thc heat sink operat-
ing at two different coolant flow rates. In case 1, the flow rate was 15.8 cm3/s with a pressure drop across
the heat sink of 73 kPa. The flow rate and pressure drop for case 2 were 28 cm?/s and 248 kPa, respectively.

The experimental results are compared with theoretical predictions in Figure 1-2. The theoretical
results were obtained from finite-difference calculations with appropriate boundary conditions. The calcu-
lated maximum surface temperature rise above the inlet water temperature occurs in the center of the heat
sink and for case 1 was 2.6°C, which corresponds to a maximum thermal resistance R, of 0.14°C cm?/W.
(Here, thermal resistance is defined as the ratio of the rise in surface temperature above inlet coolant
temperature to the heat flux.) Longitudinal diffusion of heat was not included in the calculations, which
show very little (< 0.04°C ) falloff in temperature at the ends of the heat sink. The measurcd temperature
rise in the centcr of the device is in agreement with the calculations, but the rapid temperature dropoff at
the ends suggests strong longitudinal heat flow at the perimeter of the heat sink into the adjacent brass
package. The use of additional heaters at the perimeter to reduce these end effects has been proposed [3];
alternatively, thermal insulation could be used. Except for these end effects, thc experimental streamwise
surface temperature profile is nearly constant (£ 0.1°C). Nevertheless, a consistent trend is detectable in
the data suggesting a small slope (~ 13 percent/cm in case 1) in the profile at thc center of the heat sink.
This may be caused by either a gradient in the heat load (i.e., resistor thickness) or a variancc in the flow
rates in the two directions. For case 2, the measured maximum surface temperature rise was ~ 2.0°C with
a profile similar to that of case 1. The center of the profile is essentially constant with only a small slope
(< 6 percent/cm), which suggests that the stronger gradient observed for the lower total flow rate (case 1)
is a result of a variance in the flow rates for the two directions. This slope can easily be eliminated by
adjustment of the flow rates.
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Figure 1-2. Experimental and theoretical temperature profiles for ACF heat sinks at two flow conditions together
with the results for conventional flow in one direction through half of the channels.

To demonstrate the effects of the ACF design, the surface temperature for unidirectional flow was
also measured. The manifold plate design did not allow for the same direction of flow in all of the
channels simultaneously, so the flow in one of the directions was shut down. With unidirectional water
flow in half of the channels (7.9 cm?3/s and a pressure drop of 73 kPa, similar to case 1) and stagnant
water in the alternate channels, a large streamwise surface temperature gradient of 1.5°C/cm (or
42 percent/cm) was observed in the center of the heat sink.

The ACF design is particularly attractive for longer channcls, and it is interesting to consider a
large-area heat sink with high-flow conditions. A 10 x 10-cm heat sink with 10-cm-long channels was
theoretically modeled for a heat flux of 100 W/cm? and a flow rate of 44.4 cm>/s, corresponding to a
Reynolds number of 2500 (just within the turbulent regime for rectangular channels). The calculated rise
in heat sink surface temperature and average increase in water temperature above the inlet water tcmpera-
ture are shown in Figure 1-3(a) as a function of position parallel to the flow. The maximum surface
temperature rise and the maximum thermal resistance of the heat sink are 13.3°C and 0.13°C cm2/W, re-
spectively. The surface temperature differential between the inlet/outlet and the center is only 0.85°C, or
6 percent; again, longitudinal heat diffusion was assumed to be zero. In a 10-cm-long unidirectional-flow
heat sink operating at the same total flow rate the maximum surface temperature rise would be ~ 15.5°C
(the maximum Ry, is 0.155°C cm?/W), and the streamwise variation in surface temperature would be 6°C.,
or 39 percent (the Ry, variation is 0.06°C cm?/W, and the maximum contribution to Ry, due to the water
temperature rise would be 0.06°C cm?3/W).
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Figure 1-3. Calculated temperature distributions for a 10 x 10-cm heat sink with 100-W/cm? heat flux. (a) Streamwise
profiles of heat sink surface temperature rise and average water temperature rise above the inlet water temperature.
(b) Flux plot for a fin at the inletloutlet position showing isotherms and adiabats. The inlet and outlet water
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shown in increments of 0.25°C.



The finite-difference ealculation was also used to generate a heat-flux plot for a cross section of a
cooling fin at the inlet/outlet position (where the maximum difference in adjacent ehannel temperatures
occurs), as shown in Figure 1-3(b). Isotherms are drawn for tcmperature increments of 0.25°C togcether
with adiabatie lines. The lateral temperature variation at the heated top surface of the fin is scen to be
< 0.05°C. Most of the heat cntering the top of the fin exits to the inlct side, as expected.

The pressurc drop ereated at the 44.4-em?/s flow rate by friction losses in the 10-cm-long channels
was ealeulated to be 452 kPa. The corresponding mechanical power dissipated by this flow of water
through the microchannels would be 2.0 W/em?, which is only 2 pcreent of the assumed heat load. Henee,
thc above ACF heat sink eooling projections are conservative, and still lower thermal resistance and better
uniformity should be obtainable at higher flow rates.

L.J. Missaggia
J.N. Walpolc

1.2 STUDIES OF MULTIPLE QUANTUM WELLS PRODUCED BY
GROWTH INTERRUPTION

Anomalously low photoluminesccnce (PL) energies have been observed from GaAs quantum wells
with lattice-matched barricrs of Gag 51ng 49P (GalnP). This material was grown by organometallic vapor
phase epitaxy (OMVPE) at 650°C with an atmospheric pressure reactor in the ehimney configuration [7].
Differences in PL behavior between thick and thin layer structures give reason to focus on the heterojunction
interface as the source of thc problem. We have directed our attention to thc ehemistry at the interfaee,
although impurity level behavior there [8] has not been ruled out. By x-ray and PL studies of structures
produced solely by periodie interruptions during growth, we show that the interface problem is not due to
In segregation but is causcd by substitution of As for P during the brief pause that we usually introduee
between thc GalnP and GaAs growths. This effeet complieates the formation of heterojunetion structures
in which the composition of the group V sublattiee is switehed.

Figure 1-4 shows a simulated rocking curve [9] for a tcn-unit strueturc, with each unit consisting of
a 500-A layer of GaInP and a 3-A layer of InP. The curve simulates the (004) reflcction with Cu Ko
radiation (0 arc see corresponding to a Bragg angle of 33° for GaAs) measured with a double-crystal
diffractometer operated in the antiparallel (+,-) configuration. In addition to the large peak at O are see
attributable to the substrate, there are a scrics of peaks, with intcnsities that should be readily obscrvable,
associated with the multiple quantum well (MQW). The motivation for simulating this structure is the
following: it has been eonjectured that, beeause of the atomie sizes and/or bond strengths, In tends to
segregate to the surface during alloy growth, giving rise to a monolaycr or so of In [10]. If this is the case
and the growth is terminated by turning off the flows of the Ga and In metallorganies while keeping the
flow of PHj, the final moleeular layer should be InP. Thc simulation, which assumcs the InP to be
coherent with the InGaP in the growth plane, shows that there is adequate sensitivity with x-ray diffrae-
tion to establish the existencc of this monomolecular layer.
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A test structure was made by first growing a 5000-A GalnP buffer layer and then performing ten
sequences of 2-s exposure to PH; followed by growth of 500 A of GalnP. The rocking eurve is shown in
Figure 1-5. In addition to the substrate peak, there is a peak attributable to the GalnP bufter laycr and
another to the GalnP of the ten-period structure. ldeally, the two GalnP peaks should be at the same
position and somewhat narrower. Difficulties with the In source stability are thought to have eaused this
nonideal behavior. The important point, however, is that thc MQW peaks of Figure 1-4 are absent here,
and thus there is no evidence of In accumulation at the growth surfaee. As further evidencc of the absenee
of an In-rich interface layer, the room-temperature PL, illustrated in Figure 1-6, indicatcs a peak energy of
1.82 eV. This is thc samc as that observed for bulk GalnP grown under the same eonditions.

To test the stability of the phosphorus-terminated surfaece, another ten-period test strueture was
grown with an interruption divided into 2 s of PH; flow, 2 s of AsH; flow, and 2 s of PH; flow. The roek-
ing curve, seen in Figure 1-7, now shows evidenee of MQW formation, and the peak PL emission from
this structure, seen in Figure 1-6, has dropped to 1.40 eV. Apparently, in the 2 s of AsH; cxposure, As has
replaced some of the P on the surface of thc GalnP alloy, and this has not been reversed with the
subsequent, but brief, PH; flow. The formation of a GalnAs,P;_, alloy, having a narrower bandgap than
GalnP, would reduce the PL emission energy, with the exaet energy depending on the thickness of the
substitution layer and the As-P ratio. No emission is observed from the GalnP bccause the photoexeited
carriers quickly relax to the lower energy wells.

Other combinations havc been tried. Interruptions of GaAs growth with PH; flowing during the pause
fail to produce MQWs. However, an InP surface is readily altercd by 2 s of exposure to AsH;, as shown by
the evidence of MQW peaks in the roeking curve of Figure 1-8.
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In regard to the anomalous PL of GaAs wells with GalnP barriers mentioned earlicr, apparently an
interfacial layer of Gagsilng49As,Pj_, is formed in the pause between GalnP and GaAs growth. For
x > 0.4, the energy gap of the interfaeial alloy will be less than that of GaAs, and the interfacial region
will tend to bind carriers and reduce the PL energy. For the case of Inj 53Gag 47As wells with InP barri-
ers, there i1s no observed lowering of the expected PL emission. This is understandable if the interfacial
alloy, InAs,P;_,, has x < 0.6 and thus an energy gap larger than that of In; 53Gag 4;As.

In conclusion, this work shows that As will rapidly substitute for P on GalnP and InP surfaecs. The
fact that the GaAs surface is stable under PH; flow, at least for a few seconds, suggests a possible mcans
of dealing with the GalnP/GaAs quantum-well problem. The vapor pressure of P species over GaP at
650°C 1s about the same as that for As over GaAs and much less than thc vapor pressure of P over GalnP
or InP. Terminating the growth of the GalnP with GaP should reduce the P loss and the As substitution
and should also inerease the energy gap of any interfacial layer grown.

These prcliminary experiments give a qualitative picturc of some of thc chemistry that can oecur at
heterojunctions. They need to be followed by expcriments and analysis to give a better idea of the depth
and composition of the interfacial layers. Also, these experiments suggest that terminating the GalnP
growth with GaP may indeed raise the PL encrgy. However, morc work is nceded to fully test this method
of growing GalnP/GaAs structures.

S.H. Groves S.C. Palmateer
D.R. Calawa P.A. Maki

1.3 MEASUREMENTS OF TRIMETHYLINDIUM SOURCE EFFICIENCY
AND STABILITY

The growth of In,Gaj_,AsyP;-y alloys which are lattiee matched to InP or GaAs by OMVPE rc-
quires precise compositional control, which in turn requires preeise eontrol of the concentration of the
organometallies in the gas entering the OMVPE reaetor. Souree alkyls are generally held in a tempera-
ture-controlled stainlcss steel cylinder through which carrier gas flows are mctered by a mass flow
eontroller (Figure 1-9). The carrier gas bccomes saturated by the vapor pressurc of thc sourcc. The
eoneentration of organomctallics in the outflowing earrier gas is generally assumed to be uniquely deter-
mined by the alkyl tempcrature and flow ratc.

This assumption may be questioncd for trimethylindium (TMI). bccause it is a solid source at
normal opcrating temperatures (mp = 88°C) and the published measurements of vapor pressurc of TMI
exhibit considerable scatter. It has been proposed that these vapor pressure variations arc duc to the
presenee of more than one form of TMI or a change in crystallinc state (or surface arca) with cylinder
usage. Approaehes to overeome recrystallization of TMI that have been implemented are reversal of gas
flow through the cylinder and modification of the internal eylinder design to increasc the TMI surfacc arca.
The recent teehnical development and commecrcial availability of an in situ ultrasonie monitoring deviee [11]
now permit measurements of TMI vapor eoneentration under typical OMVPE growth conditions [ 12],[13].
Wc have used this ultrasonic monitor to measure the vapor concentration of TMI from sourcc cylinders of
scveral suppliers. Large souree-to-source variations were found, and sudden coneentration instabilitics
were frequently observed. These variations and instabilities make the controlled growth of lattiee-matched
In Ga,- As P,_ alloys difficult.
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Figure 1-9.  Schematic of TMI source plumbing with specially modified three- and four-way valves for leakage
testing and purging. The three- and four-way valves are indicated by A and B, respectively.

Measurements were performed on six TMI source eylinders of nominally 200-cm? volume with 50
or 100 g of TMI, using hydrogen flow rates of 50 to 500 seem. Bypass valves installed before the sourec
eylinder cnabled casy changing and leak testing of a souree eylinder. The TMI source is operated at a
pressure of 820 Torr and a bath tempcerature of 25 £ 0.1°C. This bath tempcrature rcsults in growth rates
of 1 to 5 um/h depending on flow rate and alloy eomposition. The gas lines downstrcam from the source
are heated to 50°C, and thc ultrasonic monitor is maintained at 65°C to avoid eondcnsation of TMI.
Volumetrie pereentage of TMI in H, was measured by the ultrasonic monitor [12].

The source history (i.e., cylinder configuration, cylinder preparation, material synthesis, filling
techniquc, and age), operating temperature, and earrier gas flow are all factors that may affeet the steady-
statc TMI coneentration. Table 1-1 summarizes the characteristies of the six eylinders measurcd. We
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define the source efficiency as thc ratio of thc observed conccntration to that predicted from published
vapor pressure data, and for the six cylinders measured the initial efficiency at 200 sccm ranged from 0.44
to 0.98. The 19 pcrcent variation in source efficiency for cylinders 1 through 5 required a calibration layer
to be grown when a source was changed, but lattice matching was easily achieved by adjusting the mass
flow controller setting based on the measured TMI concentration. The low cfficiency obtained from
cylinder 6 limited the ability to achieve reasonable growth rates at a source temperature of 25°C.

The source efficiency versus flow rate for the three types of behavior observed is shown in
Figure 1-10. Source performance ranges from a steady-state TMI concentration independent of flow ratc
(cylinder 4), to a 4 percent decrease in steady-state TMI conccntration with an increase in flow rate from
50 to 500 scem (cylinder 2), to a 47 percent decrcase in concentration with thc samc flow rate increase
(cylinder 6). Cylinders 1, 3, and 5 exhibited behavior similar to that of cylinder 2, as summarized in
Table 1-1. Without the ability to characterize source efficiency as a function of flow, it would be
impossible to control lattice matching of quaternary alloys. Even with the ability to measure TMI vapor
concentration, large changes in source efficiency as a function of flow complicate alloy growth. In more
advanced structures, where one wants to grade the quaternary composition in the confinement region of a
laser structure, efficiency as a function of flow must be fairly constant.
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Figure 1-10. Source efficiency versus flow rate for three different TMI source cylinders at 25°C in a typical
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stable {solid curve) and unstable (dashed curve) TMI sources. The fluctuations for the unstable source represent a
change in the unstrained lanice parameter of Aala =3 x 10~ 10 2 x 1073,

We believe that the source stability is related to length of time, as the TMI was sublimed and in its
crystalline form in the eylinder. The advent of instability does not appear to be related to the amount of
TMI consumed. Three sources that were stable for 1 to 2 years suddenly exhibited a 10 percent decrease
in steady-state TMI concentration and then became unstable, resulting in compositional fluetuations in the
epilayers. Figure 1-11 shows double-erystal x-ray diffraction data for 1.2-pm-thick Ga, 5,Ing 4P layers
grown on GaAs substrates with stable and unstable TMI sourees. The diffraction pattern for the stable
source shows two peaks with very narrow full width at half-maxima for both the epilayer and substrate.
The pattern for the unstable souree shows four epilayer peaks indieating that the TMI source operated at
four discrete efficiencies. These fluctuations correspond to Aa/a =3 x 107 to 2 x 1073, We have also ob-
served unstable sources to operate at one discrete, but unpredietable, effieiency during a growth run,
which was consistent with the ultrasonic monitor readings.

The stability data for the six sources in these experiments is summarized in Table 1-1. When
eylinder 4 beeame unstable after use of only 2 g, we consumed an additional 5 g, but the instability
remained. We then removed the eylinder from the bath, agitated it by eontinuous rapping with a hammer,
and returned it to the system. The souree became more stable, but the efficieney was still much lower than
the original stable value and continued to exhibit drift. Next, we reversed the flow through the cylinder
and found the efficieney unchanged and unstable. Since length of time from sublimation into the eylinder
appears to be a possible cause of souree instability, it may be important to minimize this time to maximize
the useful life of a source. For example, it may be advantageous to purchase sourees with only 25 to 50 g
of TM1.



1674249

100 T T T T
A TMI TEMPERATURE = 25°C
£ A CYLINDER 4
[ |
E 80 ® CYLINDER 6 -
w
[
<
[
n
> = —
> 60
<
w
[
g A
O 40 | —
< []
w
3 ~
o)
[
w 20 | —
u A
= A
u - Vs
0 i ] ] ] 1
0 100 200 300 400 500

HYDROGEN FLOW RATE (sccm)

Figure 1-12. Time 10 reach steadv-state TMI concentration versus flow rate for a TMI source temperature of 25°C.
Cylinder 6 with a volume of 175 cn’® stabilizes more rapidly than cylinder 4 with a vohune of 200 cn’. Approxi-
mately 20 evlinder volume changes (~ 4000 eni®) are required to reach steady state. The data point (+) represents
the total time to reach steady state when the carrier gas is flowed through cylinder 4 at 500 scem for 10 min and the
rate is then dropped to 50 scem.

The time to rcach a steady-state TMI concentration dccreases with increasing flow ratc as shown in
Figure 1-12 for cylinders 4 and 6. At 50 sccm a steady statc is reached in ~ 90 min and at 500 sccm it 1s
attained in ~ 15 min. Thc stabilization time at low flow rates can bc reduced by an initial high flow. After
an initial 10-min flow at 500 sccm, the flow at 50 scem reached stcady state within 20 min. Stabilization
times wcre similar for all six cylinders measured and required a total volumc flow of ~ 4000 cm?. Repro-
ducible lattice matching of quaternary alloys (Aa/a < 3 x 107#) has becn achicved by flowing carricr gas
through the source for these predetermined stabilization times prior to growth.

An ultrasonic monitor is a powerful in situ diagnostic tool that allows characterization of solid
source TMI behavior under typical OMVPE growth conditions without growing and characterizing nu-
merous epitaxial layers. Use of an ultrasonic monitor has enabled us to reproducibly control thc composi-
tion of quatcrnary alloys to Aa/a < 3 x 107* by adjusting the mass flow controller based on TMI concen-
tration measurcments. Even so, the large variation in TMI source cfficiency and stability makces reproduc-
ible growth of quaternary layers difficult. Understanding the reasons for this behavior and improving the
consistency of TMI source efficiency and stability arc cssential for controlled growth of lattice-matched
II-V alloys containing In.

S.C. Palmateer A. Napolcone
S.H. Groves
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2. QUANTUM ELECTRONICS

2.1 FUNDAMENTAL LINEWIDTH OF MICROCHIP LASERS

One contribution to the finite speetral width of all lasers, as originally deseribed by Schawlow and
Townes [1]. is the coupling of spontaneous emission to the oscillating mode [1].[2]. which results in a
Lorentzian power spectrum. For many lasers, this contribution alone determines the fundamental linewidth,
and it is ecommon practice to determine the fundamental linewidth of a laser by fitting the tails of the
measured power speetrum to a Lorentzian curve. In the mierochip laser, however, another important
contribution to the fundamental linewidth is thermal fluctuations of the eavity length at a constant
temperature [3]. This contribution is expccted to result in a Gaussian power spectrum and, because of the
short cavity lengths of mierochip lasers, is much larger than the contribution due to spontancous emission.
However, because a Gaussian curve decays more quickly than a Lorentzian curve, the tails of the power
spectrum will still correspond to the Lorentzian eontribution. Therefore, it is important to understand both
the effects of spontaneous emission and thermal fluctuations.

The Lorentzian contribution to the fundamental linewidth of a microchip laser has a full width at
half-maximum (FWHM) of

Av, = (hvo/167P,)(c/nf)*(InR~2e; €)InR 2.1)

where / is Planck’s constant, vy is the eenter frequency of the laser, P, is the output power, ¢ is the speed
of light in vacuum, # is the refractive index, ¢ is the cavity length, R is the reflectivity of thc output eou-
pler, and oy is the round-trip eavity loss not ineluding transmission through thc output coupler. For
microchip lasers, Av; from Equation (2.1) is typically a few hertz, which is consistent with experimental
measurements {4],[5].

The spectral-broadening effects of thermal fluetuations in cavity length are easily caleulated using
the principle of equipartition of energy derived from elassie meehanies. This prineiple states that if the
energy of a system may be written as a sum of independent terms, each of which is quadratic in the
variable representing the associated degree of freedom, then in equilibrium at temperature 7, each term (or
degree of freedom) eontributes kg7/2, where kg is Boltzmann’s constant, to the energy of the system. For
the mieroehip laser, this leads to the expression

Cuu{(ae/ey )V = kyT . (2.2)

where C, is the longitudinal elastic constant (Cy; = 33 x 10!! erg cm3 for YAG), A? is the changc in the
cavity length ¢V is the volume of the lasing mode, and the angle braekets indieate averaging over time.
Equation (2.2) results in a Gaussian contribution to the fundamental lincwidth, with a FWHM of

]|/2

AV(; = v()[8ln(2)kBT/C| IV (23)



For microchip lasers the value of Av; varies with pump power and pump-beam diameter [6]. Under the
conditions of our heterodyne measurements [4],[S], Avg from Equation (2.3) is typically between 5 and
7 kHz, which is comparable to our instrument resolution.

J.J. Zayhowski

2.2 Q-SWITCHED MICROCHIP LASERS

The typical cavity lengths of microchip lasers [4],[5] are short (< 1 mm), which results in short
cavity lifetimes and the possibility of much shorter gain-switched and Q-switched pulses than can be
achieved with conventional solid state lasers. Subnanosecond output pulscs have been obtained from
gain-switched microchip lasers using a gain-switched Ti:Al,O3 laser as a pump source [S],[7]. In these
experiments, however, the peak power of the pump was several kilowatts, a power lcvel not rcadily
attainable with diode lasers. With thc usc of a 500-mW diode-laser pump, the shortest gain-switched
output pulses we achieved had a FWHM of 170 ns [8].

With continuous diode-laser pumping, Q-switched operation of mictochip lasers is possible. Com-
puter modeling indicates that with a pump power of 500 mW, Q-switched Nd:YAG microchip laser
pulses having a FWHM of less than 250 ps and a peak power of several kilowatts are feasible. This model
assumes that the Q of the laser cavity can be switched in a time that is less than the pulse buildup time and
that the optical efficiency of the Q-switched microchip laser is comparable to that of a CW microchip
laser.

We are using a novel Q-switching method that exploits the large modc spacing of the microchip
laser cavity. The output coupler of a CW microchip laser is replaced by a tunable etalon. At the lasing
wavclength, which is determined by the fixed optical distance betwecn the pump mirror and the first of
two partially reflecting mirrors forming the tunable etalon, the reflectivity of the etalon is a strong
function of the etalon’s optical length. By changing this length, we can switch the Q of thc laser cavity. If
the free spectral range of the etalon is approximately the same as the mode spacing of the microchip laser,
all potential lasing modes of the laser see the same reflectivity, and lowering thc Q of onc mode will
lower the Q of all modes so that no mode can reach threshold. Figure 2-1 illustratcs this concept. A large
population-inversion density results in a short output pulse when the laser cavity is switched to the high-Q
statc.

To demonstrate this technique a Q-switched microchip lascr, shown in Figurc 2-2, was constructed
from a CW 1.064-um Nd:YAG microchip laser; a discrete, flat partially reflecting mirror; and an annular
piezoelectric actuator. The CW microchip laser consists of a 650-um-long piecc of 1.3-wt.% Nd:YAG with
two flat mirrors (a pump and a partially reflecting mirror) [4],[S]. The discrete partially reflecting mirror
is mounted on the piezoelectric actuator and held parallel to the mirrors of the CW laser. The piezoclectric
actuator has a nominal rcsponse of 0.5 um/kV. The partially reflecting mirror of the CW dcvice, the dis-
cretc partially reflecting mirror, and the piezoelectric actuator form the tunablc ctalon. To Q-switch the
device, the voltage applied to the piezoelectric actuator is changed.
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crystal is 0.65 x 1.0 x 1.0 mm, and the total distance between the pump mirror and the discrete partially reflecting
nirror is ~ 1.8 mm. The piezoelectric actuator is 2.5 mm thick and has an outer diameter of 20 mm.
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The Q-switched microchip laser is pumped with 120 mW of incident 808-nm light from a Ti:Al,04
laser; this pump power can be easily obtained from a diode laser. Q-switching is performed by driving the
piezoelectric actuator with the superposition of a de eomponent and a 100-V (peak-to-peak) triangular
wave at a repetition rate of 40 kHz. The de component and the repetition rate of the triangular wave were
selected to give the minimum pulse width, while the magnitude and shape of the ac component of the drive
signal were dictated by the repetition frequency and the slew rate of our voltage supply. The mierochip
laser maintains operation at a single frequeney and polarization in the fundamental transverse mode
during Q-switching. During each drive period two output pulses are produeed. As shown in Figure 2-3,
the FWHM of these pulses is ~ 6 ns, and no after-pulsing is observed. These are already among the
shortest Q-switched pulses obtained from a Nd:YAG laser, but there is much room for improvement. The
pulse-to-pulse amplitude fluctuations are < 5 pereent. The averaged output power of the Q-switched
device is 3.5 mW, which gives a peak output power of ~ 7 W. Most of the output (70 pereent) is through
the pump mirror.
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Figure 2-3. Output obtained from a 1.064-um Q-switched Nd:YAG microchip laser showing (a) a train of pulses
and (b) one pulse on an expanded time scale.
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The pump mirror of the CW microchip laser used to construct the Q-switched devicc transmits the
pump light and has a reflectivity of ~ 99.9 percent at 1.064 um; the partially rcflccting mirror of the CW
device reflects the pump light and has a reflectivity of ~ 98.5 percent at the lasing wavclength. The
discrete partially reflecting mirror has a reflectivity of ~ 99.7 percent at 1.064 um. These high reflectivities
result in most of the energy being lost within the Q-switched laser cavity rather than being coupled to the
output beam. A better choice of reflectivities for the partially reflecting mirrors should lead to power
efficiencies up to 33 percent, comparable to those obtained with CW microchip lasers [4],[5], provided
that the time between Q-switched pulses is shorter than the spontaneous relaxation time of the gain
medium. Lower-reflectivity partially reflecting mirrors will also result in a shorter cavity lifetime, leading
to shorter output pulses. In addition, with lower reflectivities most of the output power can bc obtained
through these mirrors instead of the pump mirror.

J.J. Zayhowski
R.C. Hancock

2.3 POLARIZATION SWITCHING OF MICROCHIP LASERS

By introducing a birefringent element between the two partially reflecting mirrors of the tunable
etalon in the Q-switched microchip laser discussed earlier [9], it is possible to transform the device into a
polarization-switchable laser. The birefringent element breaks the polarization degeneracy of the cavity
such that the two polarization states belonging 1o a single longitudinal and transverse mode see a low-Q
cavity at different times as the etalon is swept across its free spectral range. With the application of the
proper voltages to the piezoelectric actuator, the laser can be switched between the two polarizations.

Using this polarization-switchable device, we obtained complete polarization switching of the laser
when the voltage applied to the (properly biased) piezoelectric actuator was changed by 200 V [10]. The
switching time was ~ 50 us and was limited by the response time of the actuator. To enhance the pcrfor-
mance of the device, the piezoelectric actuator was eliminated and a 1 x 1°x 2-mm electrooptic birefringent
element (LiTaOs3) was used. The LiTaO3 was oriented with its x axis (the long dimension of the crystal)
along the cavity axis and had electrodes deposited on the two z faces. Such an electrooptically controlled
polarization-switchable microchip laser is illustrated in Figure 2-4. Complete polarization switching of
the device still required an applied voltage change of ~ 200 V, but the switching time was reduced to
< 5 ps, as shown in Figure 2-5. We suspect that this switching time, which was less than the time
required for our voltage supply to switch between the high and low states, was limited by our electronics.

The cavity lifetime of the microchip laser is typically < 1 ns, which suggests that much faster
polarization switching should be obtainable. Since the laser is always oscillating in one of the two
polarization states, except for the short time required to switch polarizations, the inversion of the laser is
always clamped at its threshold value, and there is no significant relaxation spiking when the laser is
switched between states.
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Figure 2-4. llustration of an all-solid-state polarization-switchable microchip laser. Typical dimensions for such a
device would be 1 x 1 x 2 mm, with the longest dimension corresponding to the total cavity length.
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Figure 2-5. Traces showing (1op) a square wave applied to the polarization-switchable microchip laser and
(bottom) the intensity of its output in one polarization.
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Figure 2-6. Traces showing (top) a pseudorandom binary waveform applied to the polarization-switchable micro-
chip laser and (hottom) the intensity of its output in one polarization.

A binary data stream can be uscd to control the polarization of a polarization-switchable microchip
lascr. The digital information can be rccovered by passing the output of the lascr through a polarizer, To
demonstrate this concept, a pscudorandom binary waveform with a 100-kHz bit rate was applied to the
electrooptic element of the lascr. (The bit ratc was limited by our high-voltage electronics.) The output of
the lascr was passcd through a polarizer and focused onto a detector. The detector output was then passed
through a 100-kHz low-pass filtcr so that its frequency responsc was similar to that of the driving
clectronics. The rcsulting waveform was almost identical to the driving waveform, as shown in
Figure 2-6. If sufficiently fast switching can bc obtained. polarization-switchable microchip lasers may
find applications in optical communications.

J.J. Zayhowski
R.C. Hancock

24 FREQUENCY-MODULATED Nd:YAG LASER

We describe the frequency-modulated performance of a compact Nd:YAG laser [11] having linear
voltage-to-frequency conversion and frequency excursions of 1 GHz in < | ns. Other important features
of this laser include singlc-frequency opcration, sensitive clectrooptic tuning, and a simply constructcd
stable cavity. The single-frequency opcration is achicved by placing the thin (I mm) Nd:YAG crystal at
onc end of the short laser cavity. A large frequency sweep at relatively low voltages is producced by a thin
elcctrooptic modulator located in the laser cavity. Damping the acoustic resonanccs in the clectrooptic
material with extcrnal damping clements allows ncarly constant tuning sensitivity for modulation frequen-
cics below, near, and above the acoustic rcsonances.

The Nd:YAG laser is a two-mirror cavity contained in a 3-cm-long stainless steel cylinder as
described in a prcvious report [11]. The 8-mm cavity contains a small (1 X 1-mm cross section by 3-mm
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length) LiTaO3; modulator crystal. A voltage applied across the LiTaOj in the z direction tuned the laser at
12 MHz/V in agreement with the value calculated using the r3; coefficient [12]. To test the extent of the
frequency sweep at low modulation rate, a high-voltage amplifier was used to generate a 1-kV triangular
wave at | kHz. The frequency was found to sweep over 12 GHz, equal to the longitudinal-mode separa-
tion. Recently, 370-mW output power from an electrooptically tuned single-frequency Nd:YAG ring laser
was obtained [13]. However, the tuning sensitivity was 0.32 MHz/V over a range of 3 GHz and was
tested only at modulation frequencies below 1 kHz. The small size of our modulator crystal gives low
capacitance, which is important for extending the electrooptic tuning to higher frequencies.
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Figure 2-7. {a) High-voltage step applied to the LiTaOj crystal. The voltage change is 200 V and the electrical rise
time is 0.5 ns. (b) Beat signal obtained in heterodyning the frequency-modulated Nd:YAG laser with a Nd:YAG local
oscillator. Initially, the two lasers are offset by 1.7 GHz. The voltage step gives rise to a frequency difference of
550 MHz. The undulation of the trace is caused by noise pickup from the pulser.
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A 200-V voltage stcp with a I-ns rise time [Figure 2-7(a)] was applied to the LiTaOj to test the
modulation speed of a second Nd:YAG laser design with a tuning sensitivity of 6 MHz/V. Thc outputs of
the frequency-modulated laser and a stable single-frequency laser were combined on a 0.7-GHz InGaAs
photodiode. The resulting heterodyne beat signal was displaycd on a 1-GHz oscilloscope [Figure 2-7(b)].
Prior to the voltage stcp the two frequencics were separatcd by 1.7 GHz. The transition to ~ 550-MHz
separation took place within | ns; this transition time was limited by the 0.5-ns risc timc of the voltage
step [see Figure 2-7(a)].

The laser frequency was being modulated on a long time scale. compared with the round-trip time,
so a linear voltage-to-frequency conversion occurrcd [14]. The round-trip time in our cavity was 150 ps.
Calculations showed that the voltage-to-frequency conversion should have a maximum fractional
nonlinearity of 1,/2T, where ¢, 1s the risc time of the voltage step and T is the round-trip time in the laser
cavity. For the experimental results shown in Figure 2-7, the maximum fractional nonlinearity of
15 percent should occur 0.5 ns after the start of the voltage rise; we could not measure this nonlinearity.

A precision measurement was madc of the lincarity of thc voltage-to-frequency conversion on a
longer time scale using the experimental measurement shown in Figure 2-8. In this case, a 42-V, 570-ns
lincar voltage ramp was applied to the frequency-modulated laser, which generated a frequency-chirped
heterodyne beat signal at the photodetector. This beat signal was compressed with a surface-acoustic-
wave (SAW) dispersive delay line. The SAW device delayed the output rclative to the input by an amount
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Figure 2-8. Schematic of an experiment to measure the linearity of the voltage-to-frequency couversion. The
heterodyne signal of a 500-MH: linearly frequency-chirped Nd:YAG laser witli a stable local oscillator is com-
pressed witl a SAW device to generate a ~ 2.5-us, | 3-GH:z pulse. The output is mixed to zero frequency, amplified,
and filtered.



linearly proportional to the input frequency for frequcncies between 1.05 and 1.55 GHz. These SAW
devices had a nonlincarity of less than 0.3 percent. The linear frequency chirp of our 12-MHz/V Nd:YAG
laser was adjusted to 0.88 MHz/ns to match thc SAW device, the goal being to generate a pulse whose
duration would be the inverse of the bandwidth of the chirp. The SAW output consisted of a 1.3-GHz,
2.5-ns FWHM pulse, as shown in Figure 2-9(a), which is very close to the 2-ns limit imposed by thc
signal bandwidth. Thus, the voltage-to-frequency nonlinearity of the Nd:YAG laser is lcss than
0.5 pcrecent as given by the ratio of the 2.5-ns pulse width to the 570-ns chirp duration.

16854511

(b)

Figure 2-9. Compression of a S00-MH: linearly frequency-chirped heterodyne signal. (a) Direct output from the
SAW device demonstrating 2.5-ns FWHM pulse width, but witlt large sidelobes. (b) Output after frequency mixing to
dc, amplifviug, and filtering. This trace shows broadening and sidelobe rejection caused by the limited bandwidth
of the amplifier. The sidelobes are =30 dB of the main peak. The FWHM pulse widih is 4 ns.
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Further signal proeessing consisted of mixing the signal with a 1.3-GHz intcrmediate frcquency
oscillator and amplifying the mixed output over a band from 0 to 100 MHz. Limiting the bandwidth
increases the pulsc width but reduces noise in the wings. The resulting signal [Figure 2-9(b)| was a 4-ns
pulse with temporal sidelobes down by 30 dB and was near the 3-ns, 40-dB sidelobe limit [15] imposed
by the 0.5-GHz chirp with Taylor filtering. The low sidelobcs and good linearity bode wcll for the use of
this technique in an analog, frequency-multiplexed coherent communications system where crosstalk
between channels must be small. For cohcrent laser radar, a lincarly chirped transmitter waveform is
commonly used to obtain range-Doppler images of targets.

P.A. Schulz
S.R. Henion

2.5 ROOM-TEMPERATURE InGaAs-PUMPED Yb:YAG LASER

An efficient room-tecmperaturc yttcrbium-doped YAG lascer operating at 1.03 pm has been devel-
oped, which is pumped by an InGaAs strained-layer diode laser operating at 968 nm. The Yb:YAG laser,
which is made using a monolithic cavity design, has an external slope cfficieney of 25 percent with
23-mW output power obtained for 430-mW ineident pump power.

InGaAs-pumped Yb:YAG offers a number of advantages over AlGaAs-pumped Nd:YAG. includ-
ing broader absorption features and lowcr thermal loading of the gain medium. A previous report | 16]
described an InGaAs-diode-pumped Yb:YAG lascr that operated at low tempcerature (77 1o 210 K). We
now report efficient room-temperature operation of the InGaAs-pumped Yb:YAG laser, the first time to
our knowledge that a bulk Yb3* laser has been operatcd at 300 K.

The Yb:YAG laser was pumped with a single 100-pm-wide broad-area InGaAs diode laser emitting
at 968 nm. The diode laser was mounted on a thermoelectric cooler for temperature control, and a
gradient-index collimating lens with a numerieal aperture of 0.6 and a foeal length of 0.13 em was
positioncd near the output faect of the diode (Figure 2-10). A 3.8-em-foecal-length cylindrical lens was
uscd to compensate partially for the astigmatism eaused by the difference between the diode far-field
cmission angles in the vertical and horizontal planes. The entire assembly was enelosed in a nitrogen-
purged box so that the diodc eould be tuned from 960 to 975 nm by varying the temperature. The pump
beam was focused into thc Yb:YAG erystal by a 0.8-cm-focal-length lens. The antircflection coatings on
the lenses were not optimized for 968 nm, so only half of the output of the diodc lascr was incident on the
input face of the crystal.

The Yb:YAG laser consisted of a 1.65-mm-thiek erystal with the surfacc facing the diodc laser
polished flat and the other surface ground to a 5-em radius of curvature. The eoating on the flat surface
was greater than 99 pereent reflective at 1.03 pm and about 85 percent transmissive at 968 nm. The coat-
ing on the curved surface was 97 percent reflective at both 1.03 um and 968 nm, so that at least some of
the pump light was double-passed through the gain rcgion. The ealeulated TEMgy-mode radius for this
cavity was 40 gm and the pump spot at the crystal was measured to be anamorphic with equivalent 1/e?
radii of approximately 90 and 75 pm in the horizontal and vertical planes, respectively.
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Figure 2-10. Diagram of the diode-pumped Yb:YAG laser.
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Figure 2-11. Output power versus input power for the monolithic Yb:YAG laser pumped by a Ti:Al,O3 laser and an
InGaAs diode laser. The solid line is from the quasi-three-level laser model.
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The output versus input of the Yb:YAG laser is shown in Figure 2-11. Note that thc pump power is
uncorrected for the transmission of the coating on the input surfacc of the crystal. The external slopc
cfficiency was limitcd to about 25 percent because of the mismatch between thc pump spot and the cavity
mode sizes, the unoptimized output coupling, and the fact that the laser was only about 50 percent above
threshold. Quasi-three-level lasers have lower slope efficiency close to threshold than four-levcl lasers,
but their slope efficiency well above threshold approaches that of four-level lasers; as a rcsult, slope
cfficiency for this laser will increase when additional pump power is available. Rcabsorption loss domi-
nates the laser threshold for the doping level, crystal length, and output coupling used in this work, so the
slope efficiency can also be increased with only slightly higher threshold by raising thc output coupling.

To model the Yb:YAG laser it is uscful to examine the performance of the laser with a well-
characterized pump, such as a TEMgg-modc Ti:Al,Oj5 laser. Figure 2-11 shows the output versus input for
pumping at 941 nm, with the pump beam focused to a 20-um spot in the crystal. As shown in the figure,
there is close agrecment betwecn the measured output and that predicted for the laser using the quasi-
thrce-level laser theories of Fan and Byer [17] and Risk [18]. The exact valuc of the Yb** concentration in
thc model was varied to match thc measured threshold. The best fit was obtained for a concentration of
8 at.%, somcwhat higher than the nominal concentration of 6.5 at.%. With thc pump power available, we
achieved 33 percent external slope efficiency, limited mainly because the pump spot was smaller than the
cavity mode [18]. Theory predicts that for matched pump and cavity modes the room-temperature
Yb:YAG laser would have a slope cfficiency of 70 percent at 3 times threshold.

In conclusion, we have demonstrated a room-temperature InGaAs-pumped Yb:YAG laser with
25 percent external slope efficiency. With Ti:Alb O3 pumping, an external slope efficiency of 33 percent
was obtained. Higher-efficiency diode-pumped operation should be possible by optimizing thc output
coupling and by pumping many times abovc threshold with multiple diodc lasers [19]. In this regime the
advantages of Yb:YAG over Nd:YAG, including the absence of concentration quenching, longer fluores-
cence lifetime, and much smaller thermal loading, will outweigh thc disadvantage of Yb** being a quasi-
three-level laser.

P. Lacovara
T.Y. Fan

2.6 SINGLE-TRANSVERSE-MODE OPTICALLY PUMPED GaAs LASER
WITH 500-W PEAK POWER

An optical converter to transform optical radiation with undesirable mode qualities into @ morc
coherent optical beam is a device concept particularly relevant to high-power diode lascrs. Whilc diode
lascr arrays are capablc of hundreds of watts of total output, the optical power in any single transvcrse
mode is only a few watts. A fundamental limitation associated with the thin-film waveguide geomctry of
most diode lasers is the damage due to high optical intensity at the edge facets arising from thc tight
optical confinement in the dimension vertical to the junction. This results in a low rate of power scaling in
the lateral dimension that is currently limited to ~ 0.1 W per micrometer of lateral wavefront. Even if
successful control of the lateral mode can bc achieved, the resulting vertical-lateral astigmatism is highly
inconvenient. Using the geometry shown in Figure 2-12, we have developed an optical converter in a disk
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Figure 2-12. Diagram of a folded-cavity GaAs disk laser.
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geometry that allows two-dimensional power scaling and avoids large astigmatism. Idcally, the optical
power of a diodc laser array can be focused into a circular region on a thin semiconductor platelet, which
then serves as the gain medium in an external cavity, allowing control of thc transversc mode.

The thin platelet is made from an n*-GaAs wafer, which is lapped to a thickness of 135 um and
antireflection coated at 890 nm on both sides. The wafer is mounted on an air-cooled copper heat sink
with a 2-mm window. Simulated diode-laser-array pumping is obtained using a gain-switched Ti:Al,O3
laser with a 4-kHz repetition rate. Thc pump pulse duration is ~ 38 ns, which is much longer than thc GaAs
carrier lifetime, resulting in quasi-CW pumping conditions. The pump spot size is controlled by varying
the position of the input lcns, and the overlap betwecn the optically excited gain region and lascr cavity
mode is controlled by moving the platelet along the laser axis. Power scaling is achieved by increasing the
pump spot size while maintaining the intensity below the catastrophic damage threshold.

A nearly circularly symmctric output beam has been obtained with peak powcer up to 500 W and
angular spread < 0.5°. A plot of the output power versus pump power is shown in Figurc 2-13, demon-
strating a slope efficiency better than 20 percent and exhibiting no evidence of output saturation. The
typical output intcnsity profile is shown in Figure 2-14 and is nearly symmetric. The spectral properties
are shown in Figure 2-15. Thc 130-um 1/e? diameter of the pumped spot together with the 135-um thick-
ness result in an active volume equivalent to that of a hundred 200 x 50 x 1-um laser diodes.

The peak power output of S00 W in a near-TEM, mode is 2 orders of magnitude higher than the
best previous results [20],[21] obtained in optically pumped III-V semiconductors. This lascr design
shows promise as a high-power optical converter. A key issue is the required pump density at threshold;
for the 35 percent output coupler employed, the threshold density is only 4 x 10* W ¢cm™ per micrometer
of wafer thickncss. Thus, for an epitaxially grown wafer of, say, 25-um thickness. the required pump in-
tensity is 10° W cm™2, which is readily attainable with a linear laser array. Several optically excited disks
can be integrated in an amplifier configuration, -as shown in Figure 2-16, to convert the power of several
laser diode bars into a high-power beam with desirable transverse-mode quality.

S. DiCecca
H.Q. Le
A. Mooradian

2.7 EFFICIENT COUPLING OF MULTIPLE HIGH-POWER DIODE LLASER ARRAYS
INTO A MULTIMODE OPTICAL FIBER

Five high-power diode laser arrays have been coupled into an optical fiber having a core-diameter/
numerical-aperture product of 48 um, with 68 percent efficiency and 2.6-W output. An increase in the
output power should be achievable from the same fiber with more arrays, and improvecments in the optical
system could lead to efficiency > 80 percent.

Diode lasers are efficient sources of laser radiation but have been limitcd to applications requiring
relatively low power. Here, we demonstrate that five high-power diode laser arrays can be efficiently
coupled into a multimodc optical fiber by using an angular multiplexing technique [22]. In principlc,
many more than five arrays could bc employed, and tens of watts of power could be obtaincd from a
single fiber with incoherent multiarray input. This should allow diode lasers to be used in applications
that requirc high power and a convenient delivery system.
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Figure 2-14. (a) Intensity profile of output beam. (b) Cross-sectional intensity profile in the vertical and horizontal
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A schematic of the experiment using five GaAlAs diode laser arrays operating at 810 nm is shown
in Figure 2-17. Each of these arrays is rated at nominally 1 W from a 200-um-wide aperture and is colli-
mated with a gradient-index lens having a numerical aperture of 0.6. The arrays are separated by 0.52 cm
in the planc perpendicular to the junctions, and the collimating lenses are 0.18 cm in diameter. The beams
pass through a 10-cm-focal-length doublct lens and a 6-cm-focal-length cylindrical lens that focus the
beams into an optical fiber having a 400-um core diameter and (.12 numerical aperturc. The rcsults for
coupling each array individually are shown in Table 2-1. For all arrays, 2.6 W of output was attained with
3.8 W incident on the fiber, for 68 percent overall coupling efficiency. Note that one diodc laser array has
lower power and coupling efficiency than the others; this array was not working properly. It should be
possible to improve the coupling efficiency with antireflcction coatings on the fiber input and output and
the use of better coupling optics. Antireflection coatings would eliminate ~ 4 percent reflection loss at
both the input and output of the fiber. It should also be possible to improve the optical alignment to
achieve an overall efficiency as high as the best demonstrated from an individual array in this experiment.
With these two improvements the overall efficiency would approach 85 percent.
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Figure 2-17. Schematic of multiple diode laser arrays coupled into a multimode fiber (n planes (a) perpendicular
and (b) parallel to the junctions of the diode laser arrays.
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TABLE 2-1

Power and Efficiency Obtained with Coupling of Diode Laser Arrays to a Fiber

Diode Laser Array Input Power (W) Output Power (W) Efficiency (%)
1 0.835 0.620 74
2 0.880 0.630 72
3 0.820 0.545 66
4 0.840 0.540 64
5 0.430 0.240 56
All 3.8 2.6 68

Higher power can be expected with little change in the optical system shown here. A factor-of-2
higher power can be obtained by using a polarization beam combiner. We are also working on reducing
the spacing between diode arrays in the plane perpendicular to the junction to allow higher packing
density and fill factor. The theoretical upper bound for the number of these diode arrays that can be
efficiently coupled to this particular fiber is of the order of 100 [22].

T.Y. Fan
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3. MATERIALS RESEARCH

3.1 AllnGaAs/AlGaAs SEPARATE-CONFINEMENT HETEROSTRUCTURE
STRAINED SINGLE-QUANTUM-WELL DIODE LASERS

Semiconductor diode lasers incorporating a strained InGaAs quantum-well active layer and AlGaAs
confining layers grown on a GaAs substrate can exhibit significantly better performance [1] and reliability
[2] than lasers that are similar in structure but have a lattice-matched, unstrained GaAs or AlGaAs active
layer. Because the bulk bandgap of GaAs is reduced by the substitution of In for Ga, the InGaAs/AlGaAs
lasers cannot have values of the emission wavelength A less than about 890 nm. One proposed explana-
tion for the improvement in reliability is that the propagation of defects in the active layer is retarded
because the In atom is larger than the Ga, Al, and As atoms, which are almost the same size. On the basis
of this explanation, we recently proposed [3] that it might be possible to improve the reliability of lasers
with A below 900 nm by using strained AllnGaAs active layers, in which the Ga in InGaAs is partially
replaced by Al to increase the electron transition energy. As the first step in investigating this possibility,
we fabricated |3] graded-index separate-confinement heterostructure single-quantum-well (GRIN-SCH
SQW) Al In Ga,__,As/AlGaAs diode lasers with 0.05 <y <0.17 and x = 0.13 + 0.01. These devices, which
had values of A that decreased from 890 to 785 nm with increasing y, were comparable in pulsed perfor-
mance to lasers with AlIGaAs active layers.

We have now extended our investigation of AllnGaAs/AlGaAs strained-layer lasers by fabricating
SCH SQW devices with an Alg glng,0Gag ¢2As quantum-well active layer. These lasers, which emit at
814 to 818 nm, have lower values of threshold current density J,;, than the earlier GRIN-SCH SQW
devices. The results of initial reliability tests on the new lasers operated in the CW mode are quite
encouraging.

To guide the development of the AlyIn Ga,_ . As/AlGaAs lasers, we have calculated the energy at
300 K of the n = 1 electron to heavy hole transition as a function of AlAs mole fraction y and InAs mole
fraction x for 10-nm-thick quantum wells with Alg3GagyAs confining layers, In Figure 3-1, the wave-
length corresponding to the transition energy is plotted against x for values of y from 0 to 0.30 at intervals
of 0.025. The wavelength values range from 660 nm to 1 ym. The calculations assume the following ex-
pression for the unstrained energy gap of Al In Ga,_,_ As alloys:

E,=142+1455y+0.191 y> - 1.614 x + 0.55 22 + 0.043 xy . (3.1

Forx=0,y=0, and x = 1 — y, respectively, this equation gives reasonable agreement with the pub-
lished expressions for the dependence of energy gap on composition for the Al Ga,_ As [4], In Ga,_ As [5],
and Al,In,_ As [6] alloys. The calculations take account of the increase in bulk energy gap resulting from
the biaxial compressive strain and the increase in electron-hole transition energy associated with the
quantization of the conduction and valence band energy levels. Unstrained lattice constants, elastic con-
stants, and deformation potentials for the quaternary AllnGaAs alloys were obtained by linear interpola-
tion from the published values for AlAs, InAs, and GaAs. The band offsets were obtained by linear
interpolation from the offset values for GaAs/AlGaAs suggested by the data of [7] and for InGaAs/GaAs
suggested by {5].
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Figure 3-1. Dependence on x and y of wavelength corresponding to calculated electron-hole-transition energy for

10-nm-thick AI}!nXGa I—xAS quantum wells with Aly 3Gay 7As confining layers.

The structure of the AllnGaAs/AlGaAs SCH-SQW lasers, which i1s shown schematically in
Figure 3-2, consists of 1-pm-thick n- and p-Aly7Gag 3As cladding layers, 85-nm-thick nominally undoped
Aly ,5Gag 75As confining layers, a nominally undoped 10-nm-thick Al jglng 20Gag 62As active layer, a 20-
nm-thick n*-GaAs buffer layer, and a 0.1-um-thick p*-GaAs contact layer. All the interfaces except those
of the quantum well were graded to reduce the series resistance. The structure was grown by organome-
tallic vapor phase epitaxy in a vertical rotating-disk reactor operated at low pressurc [8]. The substrates,
source materials, and dopants were the same as those used in growing the AllnGaAs/AlGaAs GRIN-SCH
SQW structures [3]. The SCH SQW laser structures were grown with a smaller difference in growth
temperature between the AlGaAs cladding layers and the AllnGaAs active layer. As before, the AlGaAs
cladding layers were grown at 800°C. During the growth of the lower confining layer, the temperature
was reduced over a period of several minutes to a temperature T, of 700, 725, or 750°C. The AllnGaAs
active layer was grown at T, after which the temperature was raised to 800°C while the upper confining
layer was being grown. Finally, the p*-GaAs cap layer was grown at 625°C to cnhance Zn incorporation.
Growth rates were typically 30 nm/min for the active, confining, and cap layers and 65 nm/min for other
layers.

Broad-stripe lasers, with cavity widths of 150 or 200 gm and cavity lengths L ranging from 280 to
1500 pum, were fabricated by the same procedures used for the GRIN-SCH SQW devices [3]. The lasers
were probe tested using 100-ns pulses at 1 kHz. Single-ended optical output power was measurcd with a
calibrated Si photodiode detector.

From curves of light output versus pulsed current measured for three lasers with L = 700 ym fabri-
cated from wafers with active layers grown at T, = 700, 725, or 750°C, the valucs of Jy, were found to be
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Figure 3-2. Schematic structure and energy diagram of AllnGaAs/AlGaAs SCH SQW diode laser.

146, 143, and 146 A cm™2, respectively, and the values of the differential quantum efficiency 1, were 77,
74, and 79 percent, respectively. Thus, Ji, and 1, are not significantly affected by T,. The value of A was 814
nm for the devices with T, = 725 and 750°C, and 818 nm for the one with T, = 700°C. The difference in A
is probably due to a decrease in In incorporation with increasing T,. The data reported below were obtained
for devices with T, = 750°C.

The variation of Ji, with 1/L is shown in Figure 3-3 for our best GaAs/AlGaAs and Ing»>Gag gAs/
AlGaAs GRIN-SCH SQW lasers, with A = 852 and 991 nm, respectively, and for Alg jglng20Gag g2As/
AlGaAs SCH SQW lasers with A = 814 nm. In all three cases, J;;, exhibits the usual dccreasc with increas-
ing L as a rcsult of the decrease in end losses. For the AllnGaAs/AlGaAs device with L = 1500 ym, ./, = 103
A cm™2. Although the structures differ somewhat in confinement and active layer thickness, we believc
that the systematically lower J;, values of the AlInGaAs/AlGaAs lasers in comparison to the GaAs/AlGaAs
devices show the basic advantage of the quaternary material, which is expected because of the effect of
biaxial compressive strain on the valence band structure [S].
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In Figure 3-4, the reciprocal of 1, is plotted versus L for the AllnGaAs/AlGaAs SCH SQW lasers.
The internal quantum efficiency 77; and the intrinsic mode loss coefficient ¢; are found to be 0.97 and
3.1 em™!, respectively. These values are typical of our GaAs/AlGaAs and InGaAs/AlGaAs GRIN-SCH
SQW lasers. From the measured temperature dependence of Jy, for AllnGaAs/AlGaAs SCH SQW lasers
with L = 700 um, the characteristic temperature T in the expression Jy, = Joexp (T/Tp) is found to be 214 K
for the range from 10 to 40°C and 159 K for the range from 40 to 60°C. These values are comparable to
those for GaAs/AlGaAs quantum-well lasers.

In preliminary reliability tests of the SCH SQW lasers, uncoated broad-area devices were tested
under both low and high CW power. A device with saw-cut side walls was mounted junction side down
and operated at a constant current of 180 mA, 1.18 times the initial threshold current. During 163 hours of
operation, J,; changed from 152 to 162 mA, an increase of 6.6 percent. High-power operation of a
device measuring 500 ym x 1 mm with wet-etched sidewalls was performed at a constant output power of
1 W/facet. After 50 h, the current had increased from its initial value of 2.64 A, 3.5 times the initial
threshold current, to 2.76 A, a change of only 4.5 percent. These results suggest that AllnGaAs/AlGaAs
lasers will prove to be significantly more reliable than GaAs/AlGaAs or AlGaAs/AlGaAs devices.

C.A. Wang J.P. Donnelly
J.N. Walpole H.K. Choi
L.J. Missaggia

3.2 TIME DEPENDENCE OF AlGaAs MBE GROWTH RATES DETERMINED BY
FREQUENCY-DOMAIN ANALYSIS OF RHEED OSCILLATION DATA

For the analysis of reflection high-energy electron diffraction (RHEED) oscillation data obtained
during growth by molecular beam epitaxy (MBE), frequency-domain techniques [9],[10] such as the fast
Fourier transform offer a number of advantages over the conventional time-domain method, which uti-
lizes graphical analysis of intensity-versus-time plots. The frequency-domain techniques permit the oscil-
lation frequency to be determined more rapidly and precisely, to be evaluated from even a single oscilla-
tion, and to be extracted from data that cannot be analyzed by the conventional technique because the
oscillations are too weak to be detected by visual inspection. The latter capability permits the assessment
of the validity of an assumption that is often made in performing MBE growth experiments, namely, that
the growth rate determined from RHEED oscillations observed in the early stages of growth is the same
as the rate during the later stages, when oscillations are no longer visible. In the investigation reported
here, we have found that this assumption is not valid for the MBE growth of AlGaAs at temperatures
above 700°C, since the RHEED oscillation frequency decreases substantially during deposition of the
first few monolayers.

A 75-mm MBE system was used for the growth of AlGaAs and GaAs layers on semi-insulating
GaAs substrates bonded with In to Mo mounting blocks. The substrates were prepared by chemical
cleaning and etching followed by oxide desorption at ~ 600°C in the MBE growth chamber under an As
flux. Substrate temperatures were measured with a narrow-band optical pyrometer positioned to view the
substrate in the growth position. Relative substrate temperatures were monitored with a thermocouple
located below the mounting block. The steady-state Ga and Al source fluxes were adjusted to give GaAs
growth rates of 0.9 to 1.0 um/h and AlAs growth rates of 0.3 to 0.4 um/h. Beam-equivalent pressures for
the Ga, Al, and As fluxes were determined from readings on an ion gauge located in the growth position.
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Initial Ga and Al flux transicnts werc determined by computerized recording of the 10on gauge readings for
a few minutes after the opcning of the source shutters. The Ga and Al fluxes decreased by less than 2 and
S percent, respectively. The Asy flux was varied to give uncorrected beam-equivalent V/III ratios between
7 and 20.

The computerized measurement system used for frequency-domain analysis has bcen described
previously [9]. Bricfly, thc system is based on the observation of RHEED intensities by a telcvision
camera focused on the phosphor scrcen. The intensity data for a selected pixel are digitized and read into
a desktop computer for frequency analysis. In each frequency determination, data are collccted for 30 or
60 s at rates of 70 and 30 samplcs/s, respectively, then analyzed to obtain the power spcctrum, after which
a simple peak location algorithm is cmployed to extract the frequency. For thesc times and sampling rates
it is predicted that the frequency can be measured with an uncertainty as low as + 0.003 Hz. The
uncertainty is higher for espccially noisy spectra.

In performing a set of oscillation frequency measurements, a GaAs buffer laycr at lcast | gm thick was
first deposited on the substrate at ~ 550°C, followed in most cases by deposition of ~ 0.1 um of AlGaAs at
this temperature. The Al and Ga shutters were then closed for ~ 30 s, data collcction was started, the Al
and Ga shutters were rcopened, and intensity data for the specular reflection in the (011) azimuth were
collected for the desired time. The substrate temperaturc was then increased and allowcd to stabilize, the
Al and Ga shutters were closcd, and the proccdure was rcpeated. As-stabilized surface rcconstructions
were maintained. Generally, the experiments were performed at a series of successively highcr tempera-
tures. In experiments at tcmperatures below 700°C, the frequency was found to be the same for AlGaAs
growth directly on GaAs as for growth on an AlGaAs layer; at higher tempcraturcs, growth could not be
performed directly on GaAs because of the difficulty of maintaining an As-stabilized GaAs surface.
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Figure 3-5. RHEED oscillation frequency versus substrate temperature for growth of AlGaAs. For data represented
by circles and squares, frequencies were obtained by frequency-domain and time-domain analyses, respectively.
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In Figure 3-5, the RHEED oseillation frequeneies measured in two sets of AlGaAs growth experi-
ments are plotted against substrate temperature over the range from 580 to 790°C. In one set of experi-
ments the V/III beam-equivalent pressure ratio was 7.3 and the ratio of Al flux to the total group III flux
was 0.31 (yielding Al Ga,_ As layers with x = 0.31 if the stieking eoeffieient is unity for both Ga and Al).
while in the other set these ratios were 19 and 0.33, respcctively. The frequeney values were obtained by
analysis of data eolleeted for 60 s after opening the Ga and Al shutters. As previously reported [3]. the
persistenee of the observed oseillations varied with substrate tempcrature, with the oscillations most
clearly visible in the high-temperature and low-temperature rcgimes. With inereasing temperature, the
measured frequency is nearly constant up to ~ 650°C, then decreases strongly as the growth rate decrcases
beeause of Ga desorption from the growing surface. The ratio of the growth rates at the highest and
lowest temperatures approximates the ratio of the Al flux to the total group III flux, showing that the
layers grown at the highest tcmperatures probably eonsist almost entirely of AlAs. This variation in
growth rate with tempcrature is not shown as clearly by the carlicr data of Ralston et al. [11], which arc
plotted in Figure 3-5 for comparison.

In another set of AlGaAs growth experiments, which were performed under eonditions similar to
those used in obtaining the results shown in Figure 3-5 for the lower V/III ratio, data were collected for
30 s after opening the Ga and Al shutters. For each substrate temperature, oscillation frcquencies were
determined by analyzing the data colleeted from 10 to 30 s as well as by analyzing the data for the cntire
30 s. The results are shown in Figure 3-6. For temperatures below 700°C the frequeneies obtaincd for the
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two analysis windows are the same. For higher temperatures, however, the values are lower for the 10- to
30-s window than for the 0- to 30-s window, showing that the growth rate during the first 10 s was greater
than the steady-state rate.

To investigate the time evolution of the growth rate in greater detail, experiments were performed at
temperatures from 520 to 760°C in which analysis windows of 5 s were used in analyzing data taken for
30 s after opening the Ga and Al shutters. The results are shown in Figure 3-7. At temperatures below
700°C the growth rate does not ehange with time, but at the higher temperatures the initial rate is higher
than the steady-state value by an amount that increases with inereasing temperature. At 760°C, the initial
rate is about twice the steady-state value. The ehanges in growth rate (and therefore in composition) are
much too large to be attributed to flux transients. This observation indieates the existence of complex
interactions among the surface atoms that should be addressed in future investigations of the epitaxial
growth of AlGaAs layers, and it suggests that frequency-domain analysis of RHEED oscillation data
should also be used to measure the time evolution of epitaxial growth for other matenals systems.

G.W. Turner
S.J. Eglash
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4. SUBMICROMETER TECHNOLOGY

4.1 DIFFUSION PROCESSES DURING RESIST SILYLATION

Advanees in optical lithography to resolutions below 0.5 um have required the development of new
resist technologies. Among these, surface-imaging techniques [1], exemplified by silylation proecesses, are
being pursued extensively. In initial work, materials and proeesses have been developed for g- and i-line
lithography based on novolae/diazoquinone photoresists [2]. The mechanism for seleetive silylation has
been studied [3],[4] and is essentially due to thermal erosslinking by the diazoquinone in the unexposed
arcas of the resist film. These materials may also be used at 248 nm [5] since the strong absorption of
novolac is not a detriment for surface imaging. Additional silylation processes for deep-UV lithography
have been developed that rely upon acid-catalyzed erosslinking [6],[7] and are thus positive tone, exhibit-
ing high sensitivity.

We have developed a silylation proeess for 193-nm-based lithography that is also positive tone
because of resist erosslinking by the exposing radiation [8],[9]. Crosslinking oceurs in acid-catalyzed and
novolae/diazoquinone-type photoresists as well as in novolae resins without additives.

Conventional silylation proeesses such as the DESIRE (diffusion-enhanced silylated resist) system
[2] use hexamethyldisilazane (HMDS) as a silylating reagent and require high temperatures to provide
adequate crosslinking of the unexposed areas and rapid diffusion of the HMDS. For the 193-nm process,
however, thermal crosslinking must be avoided, so a smaller silylating agent is used. Generally,
dimethylsilyldimethylamine is employed sinee it diffuses to an adequate extent at temperatures below
100°C. This report examines the silylation proeess developed for 193-nm lithography in greater detail. In
particular, the mechanism of the diffusion proecess and phenomena that may affeet process control are
discussed.

Figure 4-1 shows schematically the difference between negative- and positive-tone silylation pro-
cesses. For a negative-tone proeess, the presilylation baking step thermally crosslinks the material in the
areas in which light has not eonverted the diazoquinone to a earboxylie aeid. During the silylation proeess
the silicon diffuses readily into the uncrosslinked regions but does not diffuse appreciably into the
unexposed regions that are thermally erosslinked. The profile of the silylated regions is therefore defined
by the exposure image and becomes a funetion of the projection tool used for patterning.

For the positive-tone process, the erosslinked regions are confined to the vieinity of the resist
surface. The depth of crosslinking depends upon the absorbance of the resist at the exposing wavelength;
for typical novolae resists exposed to 193-nm radiation this corresponds to about 750 A of crosslinking
[8]. As the silylating agent diffuses into the film, the erosslinking at the surface serves as a sereen to
prevent diffusion into the exposed areas. If the film is silylated to a depth greater than the depth of
erosslinking, however, the isotropie nature of the diffusion process should lead to diffusion beneath the
surface-erosslinked regions. After reactive ion etehing, this would lead to an inability to pattern small
features (those comparable to the diffusion depth) or to poor linewidth eontrol for larger features.
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Figure 4-1. Schematic of silicon profiles for negative- and positive-tone silylation processes. Regions of crosslinking
are shown by diagonal shading, and the silylated areas are represented by vertical shading.

In this investigation, scanning Auger elcctron spectroscopy measurcments wcre made on a grating
structure patterned in a pure novolac resin (FSC). The grating had nominally 5-um lines and spaces and was
contact printed. The width of the silylated regions could be determined from the Auger signal for silicon,
and this width was measured at different depths by sputtering the sample bectween scans. The measured
profile is shown in Figure 4-2, along with a representation of isotropic diffusion (the dashed line appears
anisotropic because of the difference in scale between the x and y axes).
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Figure 4-2. Scanning Auger depth-profile of a grating structure with 5-um lines and spaces patterned in FSC resist,
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exposed at 100 mJ cm™, and silvlated at 100°C for | min at 10-Torr pressure. The crosslinked region, denoted by

crosshatching, extends 75 nnt into the film.
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It is apparent from Figure 4-2 that the diffusion occurs most rapidly in the center of the grating
structure and is slower near the boundary between the crosslinked and uncrosslinked rcgions. Onc pos-
sible explanation for this bchavior is that the diffusion is hindercd in the unexposed material adjacent to
the crosslinked regions, although the unexposed material is not itself crosslinked. If relaxation of the
polymer plays an important role in the diffusion process, the crosslinked regions could restrict the chain
mobility in the unexposed regions to a degree sufficient to retard the diffusion proccss. The polymers also
show some swelling as the silylating agent penetrates, and the crosslinked regions can restrict the amount
of swelling. This effect 1s shown schematically in Figure 4-3.

168549-20

Fignre 4-3. Schematic of swelling constraints imposed by the exposed crosslinked regions. The filled areas repre-
sent the crosslinked regions and the diagonal shading denotes the swollen silviated areas.

The diffusion of organic vapors into polymers is often controlled by the relaxation rate of the
polymer, which must rcorient to accommodate the diffusing spccies. If the time scale for this process is
on the order of thc time scale for diffusion, then anomalous diffusion occurs, generally termed casc 11
diffusion. The diffusion rate for case Il diffusion is no longer determined by the diffusion constant but by
the amount of stress created betwecn the swollen surface layer and the unswollen original polymer film.
Since the crosslinked regions restrict thc amount of swelling that occurs, this will limit the penctration of
the silylating agent. The restriction depends on thc distance of a particular region from the crosslinked
site, and thus swelling and diffusion arc maximum at the midpoint bctween crosslinked rcgions, where
this restriction is minimized. This result also leads to a proximity cffect, where thc amount of silicon that
diffuses into a given unexposed area is a function of the sizc of that arca and thc proximity of a
crosslinked region.

The extent of the crosslinking in the cxposcd regions should also limit the amount of swelling, and
therefore diffusion, that will occur. As a mcans of vcerifying this, a serics of gratings was patterned into
SAL 601 resist at different doses. Whilc the nominal cxposure dosc rcquired to prevent silylation is 10 m)
cm2, additional samples were exposed at doses as high as 100 mJ cm™2. A previous study [10] has shown
that the nominal dosc for exposure reacts only a fraction of thc photoacid generator and mclamine
crosslinking agent in a similar resist, and the conversion is roughly lincar up to 500 mJ cm~2. Thus, a ten-

fold increase in crosslinking should be seen by incrcasing the dosc from 10 to 100 mJ cm—2.,
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Figure 4-4. Comparison of St vield from RBS spectra for a grating structure with 3-pm lines and spaces patterned
in SAL 601, exposed at doses from 10 to 100 mJ em™, and silylated at 90°C for 1 min at 10-Torr pressure. Sche-
matic diagram of diffusion profile based on RBS interpretation is shown at the right, with the diagonal shading
denoting crosslinking. the crosshatching representing a higher degree of crosslinking, and the vertical shading
denoting stiviated areas.

Rutherford backseattering spectra (RBS) for the samples exposed at different doses, as well as for
unexposed samples, are shown in Figure 4-4. The silylation eonditions resulted in ineorporation of silicon
to a depth of 225 nm in the unexposed resist. The amount of silicon incorporation shown in Figure 4-4
decreases as the dose used to expose the grating increases. The decrease in yield represents the fraction of
the surface area that is erosslinked by the exposure. Scanning electron mieroscopy measurements were
made of the grating structures after oxygen reactive ion etching, and good agreement was found between
the measured linewidths and the deerease in the RBS signal. More signifieant is the shallower depth of
silicon incorporation found at higher doses, particularly at 100 mJ em~2. At this dose, the silicon penetrates
only 120 nm in the unexposed areas. Three schematie eross sections are shown in Figure 4-4, depicting
the interpretation of the RBS spectra. From these data it 1s clear that the diffusion in unexposed regions of
the film ean indeed be affected by erosslinking in adjacent areas.

In summary, the silylation process developed for 193-nm-exposed resists differs significantly from
the typieal negative-tone proeess used for longer-wavelength exposure. The silylation profile in the resist
for a positive-tone proeess is determined by the diffusion charaeteristies rather than the latent exposure
image. The incorporation of silicon does not oceur 1sotropically but is faster in the center of unexposed
regions. This behavior appears to be due to the restrietion in swelling eaused by the erosslinked areas.
Inereased crosslinking in the exposed sites further restriets the diffusion in the nearby unexposed portions
of the resist.

M.A. Hartney
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4.2 EXCIMER-LASER-INDUCED CHANGES IN FUSED SILICA

The short wavelength and high spectral brightness of excimer lasers have made them attractive as
potential photon sourees for deep-UV optical lithography. Several groups have demonstrated sub-0.5-ym
printing capabilities using 248-nm (KrF) and 193-nm (ArF) lasers. Recently, 248-nm steppers have
become commercially available from several manufacturers. Research is now under way to explore the
feasibility of producing steppers at 193 nm. However, a major area of uncertainty is the degree of stability
of the optical elements on prolonged excimer irradiation.

In earlier work [11], two 193-nm-induced effects were observed in fused silica, as seen Figure 4-5,
One was the growth of absorptive features in the UV, mainly a structure peaked at ~ 215 nm. This peak
was correlated to the formation of point defeets commonly referred to as E' eenters. These centers are
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Figure 4-5. Excimer-laser-induced absorption spectrum in fused silica and (inset) birefringence as evidenced by the
transmitted 633-mn light when the sample was placed between two crossed linear polarizers. Note that the birefrin-
gent zone surrounds the excimer laser spot.

positively charged oxygen vacancies and ean be generated by x-ray or e-beam exposure. The other effect
was birefringence in areas adjacent to the irradiated volume. The birefringence was attributed to compres-
sive stresses, and from this result it was inferred that the laser-irradiated zone undergoes compaction. The
relationship between the formation of E' eenters and compaction has been the subjeect of further studies,
the results of which are reported here.

Samples of fused silica grown and annealed under various eonditions were exposed to a 193-nm
laser. The samples, typiecally 25-mm-diam., 10-mm-thick disks, were irradiated at a 100-Hz pulse repeti-
tion rate. The laser spot was a rectangle with dimensions of ~ 5 x 8 mm. The laser-induced density of point
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Figure 4-6. PM} output mapping the transmission of a 193-um-irvadiated saniple of fused silica: (a) top aud
(b) three-dimensional views of the sample and (¢) a two-dimeusional trace. Compaction in the ~5 X 8-mm laser spot
is clearly seen (the four blank circles are absorptive dots drawn ou the sample for visual demarcation of the laser

spot).
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defects was determined from UV transmission measurements of irradiatcd and unirradiated sections of
each sample. The laser-induced compaction was mcasured with a phase-measuring interferometer (PMI).
The PMI was used to measure two separate quantities: changes in surface topography and changes in the
optical path of a 633-nm beam transmitted through the sample. The former relates directly to the axial
shrinkage of the material, whereas the latter reflects the combined effect of axial shrinkage and increased
index of refraction. An example of the PMI output is shown in Figure 4-6. The irradiated area is clearly
seen, and a change in optical path of less than 2 ppm (18 nm out of 10 mm) is easily measured.

A linear correlation has been established between the peak UV absorbance and the degree of
compaction (determined indirectly from stress birefringence measurements and directly from PMI data)
under a wide range of fluences and number of laser pulses. This result indicates that both the compaction
and E'-center formation are initiated by the same process. The initiating process is in all likelihood a two-
photon absorption, which at 193 nm has an absorption coefficient of ~ 2 x 1073 cm/MW. Following this
absorption, an exciton is formed whose decay may lead to atomic rearrangements that manifest them-
selves as E' centers and macroscopic compaction. As expected for a two-photon process, the observed
defects have a quadratic dependence on laser fluence (below ~ 100 mJ cm™2 per pulse). Furthermore, the
defect formation is largely additive, i.e., it is linear with respect to the number of pulses. Saturation effects
were observed only at very high doses. Under most exposure conditions the UV absorption and the
compaction are proportional to the number of pulses and to the square of the fluence, and are therefore
proportional to each other.

The relationship between the two effects is, however, complex. For instance, the E' centers can be
thermally annealed at ~ 350°C, whereas the compaction is reduced to ~ 20 pereent of its initial value only
at ~ 600°C. Furthermore, while the E' centers are partially bleached by exposure to low-intensity 193-nm
irradiation, the eompaction remains unchanged. Also, the constant of proportionality between E' centers
and the degree of compaction strongly depends on the growth conditions of the fused silica and on
subsequent annealing steps. This point is illustrated in Figure 4-7, where the optical path difference
(OPD) between exposed and unexposed samples as measured by the PMI at 633 nm is plotted versus the
peak UV absorbanee of the respective materials. The nine data points represent a matrix of three growth
processes and three annealing conditions used at Heraeus-Amersil, Inc. to grow the materials. Figure 4-7
shows that for a fixed set of 193-nm exposure conditions the density of E' centers can be varied by orders
of magnitude, depending on the material processing eonditions, whereas the OPD is relatively insensitive
to those conditions and is changed by at most a factor of 3.

Radiation-induced formation of point defects, such as eolor eenters, is a well-documented effeet in
both glassy and erystalline materials. However, eompaction is understood to a much lesser degree. In
fused silica, compaction ean be caused by several external sources, including cooling, application of
eompressive forees, neutron bombardment, and UV irradiation. In general, the observed change in index
of refraction én is related to the fractional change of volume 8V/V by the following expression [13]:

on=

2 2
_(n* +2)(n —1)(1_5R/R)ﬂ’ AT

6n ViV )V
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Figure 4-7. Interferometrically measured optical path difference versus ~ 215-nm absorbance for nine samples of
fused silica. All samples were irradiated at 193 nm, 78 mJ cm™ per pulse with 2 x 10° pulses. They differ in growth
conditions and post-growth annealing conditions. The material processing can have a significant effect on UV
absorbance but much less influence on the compaction as measured with an interferometer.

where 1 is the refractive index and R is the refractivity, which for fused silica may be interpreted as the
ionic volume of oxygen per unit mass of material. At 633 nm,

(4.2)

on= —0.53( —M]ﬂ

SViV,)v

The quantity in parentheses represents changes in the relative ionic volume of oxygen during the compac-
tion. It was shown by Primak and Post [13] that its value depends on the cause of compaction; the valucs
are ~ —13 for thermal compaction, ~ 0.6 for elastic compaction, and ~ 0.7 for neutron-induccd compac-
tion. Our interferometric measurements of OPD and axial shrinkage of 193-nm-laser-induced compaction
indicate that the above quantity is in the range 0.2 to 0.8. Thus, it secms that the oxygen ions, in addition
to being brought closer together, are compressed. The details of the atomic rearrangemcnts leading to the
compaction are still unclear. One possibility is that radiation-induced bond breaking is followed by
changes in the intermediate-range structure of fused silica. Such a structure apparently exists [14] in the
form of a network of rings, which consist of $i042~ tetrahedra. If thermodynamic or steric rcasons drive
the redistribution of ring sizes to values other than the pre-irradiation ones, then the amount of microcavities
is changed, and this process manifests itself as compaction (or expansion).

M. Rothschild
J.H.C. Sedlacek
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5. HIGH SPEED ELECTRONICS

5.1 QUASIOPTICAL LOCKING OF A MILLIMETER-WAVE
RESONANT-TUNNELING DIODE OSCILLATOR

The oscillation frequency of the double-barrier resonant-tunneling diode (RTD) has recently been
extended to 712 GHz [1], which makes it the fastest solid state electronic oscillator demonstrated to date
at room temperature. This result was obtained with an RTD made from the InAs/AISb materials system
(InAs quantum well, AlSb barriers). In theory, RTDs made from this system are capable of oscillating in a
fundamental mode up to at least 1 THz. A major challenge in operating solid state oscillators at these
frequencies is the design of the resonator. Conventional resonators, such as those based on closed cavities
or radial transmission lines, exhibit a decreasing unloaded quality factor Q,, with increasing frequency be-
cause of increases in the ohmic and scattering losses of metallic surfaces. These factors produce a rapid
increase in the frequency-modulated noise linewidth of the oscillator, since this linewidth varies as Q,~2
[2]. At present, the primary application of the RTD oscillator is as a low-noise local oscillator for high-
sensitivity radiometers operating in the submillimeter-wavelength region (fZ 300 GHz). In this applica-
tion the linewidth must be less than about 100 kHz, and the oscillator should be frequency tunable by at
least = 1 percent of the nominal center frequency. We have demonstrated locking of an RTD oscillator to
a quasioptical resonator at 103 GHz. This technique provides the required narrow linewidth and tuning
range and, in addition, allows easy scaling down for operation at higher frequencies.

The schematic diagram of our quasioptical oscillator designed for the 100-GHz region is shown in
Figure 5-1. The RTD is mounted in a standard-height rectangular waveguide in the manner used in all of
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Figure 5-1. Schematic diagram of quasioptical resonant-tunneling diode oscillator designed to operate in the
100-GHz region.
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our wavcguide RTD oscillators operating above 100 GHz. The diode is dc biased by a coaxial circuit that
also suppresses spurious oscillations by placing a very lossy section of transmission line in close proxim-
ity to the top wall of the waveguide. The waveguide section terminates abruptly at a flat metallic wall that
forms one reflector of a semiconfocal open resonator. The fundamental mode of this resonator is assumcd
to have a Gaussian transverse intensity profile with a 1/e-point locus as shown in Figure 5-1. The spot
diamcter of this mode at the flat reflector is designed to be about 10 timcs the height of the rectangular
waveguide. This difference, combined with the fact that the radiation pattern from the end of the waveguide
is significantly more divergent than the fundamental Gaussian mode, makes coupling between the waveguide
and the open cavity fairly weak. Weak coupling is necessary to realize a large (,, of the open resonator. The
output radiation of the oscillator is taken from the opposite end of the waveguide section. The powcr of
the oscillator is measured by a Schottky-diode detector, and the spectrum is resolved by down-converting
the oscillator output to the frequency range of a microwave spectrum analyzer.

The experimental power spectrum of the RTD oscillator is shown in Figure 5-2, with and without
the benefit of the quasioptical resonator. The broad spectrum in Figure 5-2(a) results when an absorbing
element is inserted into the semiconfocal cavity, fully spoiling the @, at 100 GHz. In this case the reso-
nance is a parasitic one formed by the capacitance of the RTD and the inductance of the whisker that
contacts the RTD across the waveguide. The width of the spectrum is roughly 10 MHz, which is unsuit-
able for local oscillator applications. Upon removing the absorber, the spcctrum shifts slightly and be-
comes much narrower. The expansion of this locked spectrum, shown in Figure 5-2(b), yields a lincwidth
of about 40 kHz. The shift in frequency is a result of the RTD oscillation being locked onto thc open-
cavity resonance. The narrowing is an indication that locking has occurred and is consistent with the high
0, of the open resonator compared to that of the parasitic resonance. The center frequency of the cavity
resonance is dctermined, as in all Fabry-Perot-like resonators, by the spatial scparation of the reflectors.
By varying this separation, we were able to tune the locked power spectrum over a range of ~ 0.3 GHz at
a fixed RTD bias voltage. We are presently dctermining the effect of the open cavity for different RTD
bias voltages. For the unlocked oscillator, variation of RTD bias voltage was found to tune the center
frequency by ~ 10 GHz.

The power of the cavity-locked oscillation in Figure 5-2(a) (the integral under the power spectrum)
was found to be ~ 3 dB less than the unlocked power, which was measured to be 10 yW. Wc could obtain
significantly more power and maintain the advantage of quasioptical locking by implcmenting an array of
RTD oscillators rather than the single element demonstrated here. In principle, such an array could consist
of a parallel combination of waveguide-mounted RTD structures, such as shown in Figure 5-1. However,
a more practical approach for very high frequencies is a planar RTD array based on microstrip circuit
techniques. The key point of either approach is for the oscillators to lie in an equiphasc plane of the open-
cavity mode and thus be synchronized by the high Q, resonance. This method of power combination has
been used to obtain CW power levels up to 20 W from both planar MESFET oscillator arrays (3] and
Gunn diode oscillator arrays [4] operating near 10 GHz. It should be a useful technique for obtaining
milliwatt levels of power from RTD oscillators in the submillimeter-wave region.

E.R. Brown
C.D. Parker
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Figure 5-2. (a) Power spectrum of the quasioptical oscillator with and without the semiconfocal open resonator.
(b) Horizontal expansion of the power spectrum measured with the semiconfocal open resonator.
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6. MICROELECTRONICS

6.1 REDUCTION OF TRAPPING EFFECTS AT LOW SIGNAL LEVELS
IN A BURIED-CHANNEL CCD IMAGER

One of the most serious hazards facing spaced-based chargc-coupled device (CCD) imagers operat-
ing at low light levels is displacement damage from energetic protons. These particles, which are part of
the natural space-radiation environment, have energies ranging upwards of scveral hundred million elec-
tron volts and cannot be stopped by any practical amount of shielding. The principal effect of proton
bombardment is displacement damage to the silicon lattice resulting in a variety of crystalline defects that
increase the dark current and degrade charge-transfer efficiency (CTE). In a previous rcport [1], we
described measurements that identified the principal defect responsible for CTE degradation as the phos-
phorus-vacancy (P-V) complex (or center). Here, we describe a simple technique whercby carrier trap-
ping at these defects can be mitigated at low signal levels.

Figure 6-1 illustrates schematically the cross sections of conventional and modified CCD channels
and the corresponding potential wells. In a typical channel the charge will occupy most of the available
channel width, as shown in Figure 6-1(a). By adding another narrow implant of the buried channel species
to the center of the channel, a potential trough can be created. This trough, illustrated in Figure 6-1(b),
confines the charge to a smaller volume and thereby reduces the probability of encounters betwecn
carriers and trap sites.
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Figure 6-1. Schematic of the cross section of (a) conventional and (b) modified CCD channels and the correspond-
ing potential profiles. Shown in (b) is a concept for reducing trapping effects at low signal levels in a CCD by
adding a narrow implant along the channel center to confine the charge packet to a reduced volume.
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We have tested this concept on a 420 x 420-pixel frame-transfer imager described previously [2].|3].
For this experiment, we designed a photomask for defining the trough implant in which the 420 columns
were divided into five groups, each comprising 84 contiguous columns. The first, or control, group had no
trough implant, while the remaining groups had drawn trough widths of 5, 4, 3, and 2 um, respectively.
Likewise, the output registers of each die on the wafer had either no trough or a trough having one of thc
widths used for the columns. The trough implant was phosphorus at an energy of 200 keV and was
performed just after the phosphorus buried-channel implant (also 200 keV) but before the dcposition of
the polysilicon gate layers.

Measurements of the fractional charge loss per transfer, or charge-transfer inefficiency (CTI), were
made by irradiating a device with Mn K¢ x-rays from an Fe source. Each x-ray photon creates a packet
of about 1620 electrons, and the CTI is measured by tracking the amplitudes of such packets as a function
of the number of transfers down the columns. Devices were irradiated at the Harvard Cyclotron Labora-
tory with 40-MeV protons. For the data presented here, the dose was 1.86 x 10'° cm=2 with the imager
tilted at an angle of 70° with respcct to the beam. The CTI measurements were made at —60°C as the im-
aging array was being clocked at 417 kHz to transfer the x-ray images into the frame store. The trough
potential was about 2.2 V higher than that for the adjacent buried channel.

The CTI data for a device before and after irradiation are shown in Figure 6-2, plotted as a function
of the trough width. The total channel width, including trough and non-trough regions, is 21 pm. The pre-
irradiation CTI of this device was rather poor (most devices have CT1 of less than 10~ without troughs), and
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Figure 6-2. Measured data showing the effects of a narrow trough in reducing the charge-transfer inefficiency due
to bulk trapping. Measurements were made both before and after bombardment with high-energy protons.
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it appears that the epitaxial p/p* material on which this device was fabricated had an unusually high bulk
trap concentration of unknown origin. Both the pre- and post-irradiation data show that the charge loss
scales approximately with the width of the trough, as expected, and that about a tenfold improvement in
performance has been achieved by using a 2-um trough.

16742422

——{ FRAME-STORE

3 Hhapots
i i i~ TROUGH
§ 1 IMPLANT
| AR LA T Wt %
CHANNEL T
STOP S
OUTPUT-REGISTER '’
GATES 27
3y

Figure 6-3. Design of the trough implant mask in the region of the CCD where the frame store joins the output
register.

One of the difficult design aspects concerns the path of the trough as it merges with a trough in the
output register. Such a design should be based on a three-dimensional simulation of the ficlds at this
junction so that the charge flow can be directed for maximum CTE. However, thc required simulation
tools were not available, and the design used in these experiments was based on an intuitive estimate of
the charge flow patterns. This design is shown in Figure 6-3 for thc casc of a 2-um trough from the frame
store joining a 3-um trough in the output register. We found that this design worked satisfactorily for all
output-register trough widths, although in some cases a 2-um trough gave very poor CTE. The reasons for
this are not known at present.

B.E. Burke
J.A. Gregory
M.J. Cooper
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6.2 QUANTUM-EFFICIENCY MODEL FOR A BACK-ILLUMINATED CCD IMAGER

An analytical model has been developed for predicting the spectral response of thinned, p*-doped
back-illuminated CCD imagers. The governing equations used for modeling the photogcnerated carriers
in the CCD p*/p region are very similar to those used for n*p junction photodiodes. Here, the internal
quantum efficiency 1 of the back-illuminated CCD imager is calculated as a function of the depth X, of the
abrupt p* surface layer and the surface recombination velocity S, of this layer, and thesc calculations arc
compared to the experimental results.

168549-27
BACK SURFACE, S, FRONT SURFACE, S, =0
: P, N i n ND
b [ S e -—:4--->
A i —* <+ Si02/SizN4 /SiO2
AN\ (-R) ! )

] ) °
i Ri<""N—"Y | 600A/300A/150 A
N D v, = 10KT/g

E f L i ».Z«snucon GATE
| L % 2500 A
o ~ P
e ~re | A7
arMa i [/}« EPOXVSI _
- % SUBSTRATE
7
7

Figure 6-4. Cross-sectional diagram of the band structure of a back-ilhiminated CCD imager.

Figure 6-4 is a schematic cross scction of thc back-illuminated CCD imager, showing various
parameters included in the model. The p* layer, formed by low-energy ion implantation and activated by
laser-induced liquid-phase recrystallization, is approximated by the distribution shown in Figure 6-5. This
p* layer is used not only to shield the p region from external electric fields and surface charges but also to
provide a built-in potcntial Vy,; at the p*/p interface to prevent thermalized electrons from reaching the
surface. For the quantum efficieney ealeulations, the CCD is divided into the the doped region (0 to X,,) and
the bulk region (X, to X;,). The total internal quantum efficieney 7, is

M="Nat1h . (6.1

where 1), and 1, eorrespond to the internal quantum efficieney of the doped surface and bulk regions.
respectively.
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Figure 6-5. Measurements of representative doping profile of p* surface laver.

The generation rate of electron-hole pairs by monochromatic light of wavelength A incident on the
back surface and at a distancc x from this surface is given by the expression

G(A.x)=a(A)F(A)[1 - R(A)]exp[-a(A)x] . (6.2)

where ofA) is the wavelength-dependent absorption coefficient, F(A) is the incident photon flux per unit
area per unit wavelcngth, and R(A) is the reflectance of light at the illuminated surface [4].

Under low-injection conditions, the one-dimensional steady-state continuity equation for electrons
in a uniformly doped p region with no external field is

2 _
D,,%ZE+ aF(1 - R)exp(—ax)—22="P0 — ¢ | (6.3)
y Tn

where D, is the diffusion coefficient of the electrons, nj, and n,, are the electron concentrations at steady-
state and thermal equilibrium conditions, respectively, and 7, is the lifetime of the clectrons.
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The general solution to this equation is

—R
Np—Npy = Acosh(\/L,,)+Bsmh(\/Ln) wexp(—a\‘), 6.4)
aLp—

where L, = (D,,T,,)I’,2 is the diffusion length of electrons in p-type silicon.

At the surface, electrons are lost through recombination characterized by a recombination velocity
S, and expressed as

Sn(np—npo) = Dpd(n, - npo)fdx  atx=0. (6.5)

At the p*/p boundary, the built-in field sweeps away almost all the excess carriers:

np—1p, =0 atx=X, (6.6)

Using these boundary conditions, we can calculate the electron density and its electron photocurrent
density resulting from carriers generated in the p* layer. Since the diffusion length of the minority carriers
in the p region is much greater than X}, it can be assumed that all the photoelectrons generated in the p*
layer that reach X, are collected by the CCD. Thus, the internal quantum efficiency of the p* surface layer
is the electron particle photocurrent J,/(—g) at X, divided by the total number of photoelectrons generated
per second per unit area, F(1 — R), which is expressed as

_dpfcq) DA

(1_ n

9T gF(1-Ry  F(-R)  a’L’-

( Sul +aL,,) ( Sul cosh—¢ X +sinh — X )
D fory

X \ 12 n i} a[_‘” 4

( "L")smh( )Jrcosh(&)
DH Lll L"

where L, is the diffusion length’in the p* layer. The built-in potential of the p*/p interface and the long
diffusion length in the bulk ensures that all charge generated in the p region is collected by the CCD. Thus,
the internal quantum cfficicncy in this region, 1, is simply equal to the total normalized flux absorbed in
the region [5],

aX

d R (()7)

my=e Xall—(1=Rp)e |, (6.8)
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where Ry is the effective reflectance at the front (unilluminated) surface of the silicon due to the multiple
reflections of the front dielectics (all this reflected light is assumed to be absorbed in this region during its
sccond pass).

Table 6-1 summarizes the important parameters used to calculatc the total internal quantum effi-
ciency 1. Since the published values of o and the index of refraction of silicon with respect to A differ
significantly between various sources [6],[7]. 1, has been calculated as a function of absorption coeffi-
cient for comparison.

TABLE 6-1

Parameters Used To Calculate Total Internal Quantum Efficiency

Parameter Symbol Value
Diffusion Coefficient in p* Layer D, 4.5 cm?/s
Diffusion length in p* Layer Ly 24 ym
Depth of Si X3 0.01t0 0.40 um
Absorption Coefficient in p* Layer a 107 101054 cm-!
Surface Recombination Velocity in p* Layer S, 103t0 10" cm ™!
Doping Level in p* Layer 0. g e
Thickness of the Bulk Xp 10 um
Diffusion Length in the Bulk >>Xp
Bulk Diffusion Coefficient 14.5 cm?2s™!
Front Surface Reflectance Ry 0.55

Figure 6-6 shows 1, versus afor 0.1-pm-thick p* layers and for S, = 1 x 107, 1 x 10%, and 2 x 10°cm s~'.
The a(A) and reflectance are taken from Rajkanan et al. (7], and the best match between calculation and
cxperiment is with a surface recombination velocity of ~ 1 x 10° and 2 x 10% cm s~! for data from dcvices
7-171-7 and 7-171-8, respectively. Figure 6-7 shows a contour plot of calculated n, versus S, and X, at the
wavelength of highest absorption coefficient (o= 2.35 x 10 cm~! at A = 0.028 um). For practical values
of the independent variables (X, > 0.01 um, S,,> 10%), n, depends more strongly on $,, than on X,,. suggest-
ing that reduction and control of S,, is a primary strategy in improving UV response.

C.M. Huang J.A. Gregory
J.R. Theriault B.E. Burke
E.T. Hurley B.W. Johnson
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Figure 6-6. Comparison of calculated and measured QF for two different devices, using S, as a fitting parameter and
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7. ANALOG DEVICE TECHNOLOGY

7.1 SURFACE IMPEDANCE MEASUREMENTS OF YBa,;Cu30;_, THIN FILMS
IN STRIPLINE RESONATORS

Planar transmission line resonators and especially stripline resonators overcome some of the limita-
tions of cavity resonators [1], since the surface resistance R, can easily be measured as a function of fre-
quency, temperature, and RF power. Until recently, however, interpretations of stripline measurements
were complicated by the nonuniform distribution of currents in the conductors and by the large values of
penetration depth of films of the high-T, materials, which in many cases are comparable to the film thick-
ness. Detailed calculations of the current distributions for several film thicknesses and penetration depths
for the stripline geometry used in these measurements have recently been completed using full clectro-
magnetic wave methods [2]. With knowledge of the current distribution, we can calculatc accurately the
inductance L of the stripline as a function of penetration depth A. Then, by measuring the resonant fre-
quency (proportional to 1/ VL ) as a function of temperature, we can measure A.

We have characterized three resonators, each fabricated from a set of three sputtered YBa;Cu305_,
films. Sample 1, reported earlier [1], was deposited at a substrate temperature of 680°C. Sample 2 was
deposited at 720°C under conditions that produced lower electron and negative-ion bombardment of the
sample. Sample 3 was deposited at a substrate temperature of 760°C from a target with higher purity than
that used for samples 1 and 2. These films have a resistive transition between 79 and 87 K and are 300 nm
thick. The films are granular, and the grains are highly aligned with the c-axis perpendicular to the sub-
strate.

Figure 7-1 shows the measured resonant frequency of the stripline versus temperature using sput-
tered film 3. The solid line is a least-squares fit to the data using the temperature dependence of A calcu-
lated from the two-fluid model,

M= 1)
T
Fesdbaes
%)
and the scaling of the resonant frequency f with inductance,
L(A(To))
=R @)= - (7.2)
D=y i6m)
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Figure 7-1. Measured and calculated values of resonant frequency of the fundamental mode of the resonator versus
temperature for sputtered film 3. The calculated values use the two-fluid model. The best fit is obtained with T, = 86 .4
K and A(0) = 0.167 um.

where L(A) is derived from the calculated values [2] and Ty is an arbitrary reference temperature. The best
fit, seen in Figure 7-1, is obtained with 7. = 86.4 K (which is consistent with the measured resistive tran-
sition) and A(0) = 0.167 um. The experimental points show some deviation from the two-fluid model, as
has been observed by others [3].

TABLE 7-1

Measured Penetration Depth for Sputtered Films

Sample A0) (um) T: (K)

Sputtered YBasCuzO7_x

1 0.316 80

2 0.336 80

8 0.167 86.4
Sputtered Nb 0.070 9.2

72



Table 7-1 summarizes the measured penetration depth for the three sputtered YBa,Cu;0,_, films.
Ineluded in the table is a measurement of a sputtered niobium film, which serves as a ealibration of the
method. The values of A must be understood as an effeetive penetration depth influeneed by field penetra-
tion near the grain boundaries. The penetration depth of the grains themselves may be smaller. The larger
penetration depth of films 1 and 2 ean be explained by the greater influenee of grain boundaries in these
films than in film 3, which was deposited at higher temperature.

With knowledge of the eurrent distribution, we are able to ealeulate the peak values of magnetic
field for a given position on the stripline. Figure 7-2 shows the dependence of surface resistance R, on peak
RF magnetie field /1 max for the three sputtered films and for a postannealed film reported earlier [ 1]. All
were measured at 4 K and at the frequeney indieated in the figure eaption. The value of /1 .« ean be eal-
eulated from the eurrent distribution. For sputtered film 2, H ¢ 1. 1s 150 Oe at the point where R, inereases
rapidly, and for film 3 it is 225 Oe.

16854932
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Figure 7-2. Surface resistance versus peak RF magnetic field for four different films as indicated. Lines have been
drawn to connect thie points. For sputtered films 2 and 3, f = 1.5 GHz. For sputtered film | and the postannealed
film, f= 1.6 GHz. All measurements were made at 4.2 K.

The films sputtered at higher temperature (2 and 3) clearly show a greatly reduced dependence of
R, on eurrent and H. For both of these films the input power was inereased until a sharp inerease in Ry
was measured, indieating that the critical eurrent or magnetie field was reached. The results and analysis
for the low-sputtering-temperature film (1) and the postannealed film have been presented in detail
previously [1]. The results showing a linear dependenee of R; on resonator eurrent are explained by flux
penetration at the grain boundaries. The lower dependence of R, on /1 in the newer films 1s a consequenec
of lowered contributions from the grain boundaries.
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We have demonstrated that the RF properties R, and A are better in films produccd by single-target
sputtering at substrate temperatures of 750°C than in films sputtered at lower tempcratures. In previous
work [l] we showcd that R, is strongly affected by grain boundarics and intergranular material in
postannealed films and films sputtered at lower temperatures. This is because of the linear dependence of
R, on Hy beginning at very low fields. indieating that the flux penetration is oceurring at the grain
boundaries. The eonelusion of strong influence from the weak links at the grain boundaries is strength-
ened by the measurements of A reported here. It has been proposed [4] that intergranular weak links
increase the effective A. We eonelude that there should be some correlation between larger A and strong
dependencc of R, on Hyy, although A is not the only determinant of R,. We note that sputtered films 1 and
2 have similar A, while 2 and 3 have similar R (H,y). This is not eompetely understood.

D.E. Oates
A.C. Andcrson

7.2 HIGH-TEMPERATURE SUPERCONDUCTIVE CHIRP FILTER

The recently discovered high-temperature superconductors (HTSs) offer great potential for low-
loss passive microwave applications, such as long tapped delay line struetures for signal processing [5].
Mueh progress eontinues to be made in reducing the surface resistance of HTS materials, in particular
YBa,Cu30_,. The valucs of surface resistance at 4 GHz in state-of-the-art films are consistently better
than in eopper by at least a factor of 10 at 77 K and a factor of 100 at 4.2 K [6]. Dcsign and fabrication
efforts have been undertaken 1o develop HTS ehirp-response tapped delay line filters. Because long lines
with delay on the order of 10 ns or greater are needed to implement thcse filters, uniform deposition of
HTS thin films o, substrates of 2-in. diameter or larger is required.

Currently, only one growth tcchnique is available for the deposition of uniform YBa;Cu3O5_, thin
films on a 2-in.-diam. substrate. This technique is an ex situ proeess in which amorphous YBa;CuzO7_, is
deposited on a substrate by coevaporation of BaF,, Y, and Cu, followed by postdeposition annealing, typi-
eally at 850°C, in flowing O5 containing H,O vapor [7]. Uniformity is crucial in obtaining low values of
surface resistance along the entire length of a patterned delay line. Delay lines with 10 to 20 ns of delay
are of the order of 1 m in length. The postannealing process is capable of producing YBa,Cu30+_, films with
a transition temperature of 91 £ 0.1 K over an entire 2-in.-diam. LaAlO3 substrate [8]. The postannealing
process can eventually be used to produce films on both sides of a substrate by depositing amorphous
YBa,>Cu307_, on each side and then annealing both sides simultaneously. Other techniques for YBa;Cu3O7_,
film deposition on large-area substrates arc under development, such as an in situ growth proccss using
off-axis single-target sputtering [9].

A disadvantage of any postannealing process is that defeets and impurities tend to aggregate rather
than spread uniformly through the film as in an in situ process [10]. This may result in morc weak-link
behavior for the postannealed films in addition to more sensitivity to proeessing steps and environmental
conditions. Furthermore, the postannealing process is incapable of growing fully ¢-axis-oriented films of
YBa>Cu304_, at film thicknesses greater than 300 nm. Multilayer HTS film deposition is also precluded
for the postannealing process. Thus, an optimized in situ growth process should ultimately provide the
best YBayCu307_, thin films.
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The design and fabrication of chirp filters made of niobium on silicon have been optimized previ-
ously, so very good agreement between design and measured performanee has been obtained [11].
However, HTS materials issues require a complete reevaluation of the tapped delay line design. Various
transmission line geometries were considered for the HTS chirp filter implementation [12].[13], and
stripline was chosen for the first demonstration. The narrow linewidths (~ 50 pum) required for 50-Q lines
in a stripline using LaAlO3 substrates present a fabrication problem in HTS materials because of defects
not only present in the as-deposited HTS film but also introduced during patterning of the delay line.
Although 40-um-wide striplines using niobium on LaAlOs could be fabricated easily in lengths exceeding
2 m, these designs could not be suceessfully transferred to YBayCuzO_,.

Fabrication of 50-€ microstrip delay lines 160 um in width, however, has been successful in
YBa;Cu307.,. This design consists of one 7-ns and one 1.5-ns delay line. These lines fabricated in
YBayCu3O,_, are used along with a GaAs track-and-hold circuit to simulate a pretrigger function (both
the delay line and the track-and-hold circuit operate at 77 K) [12]. The sueecess of the design has led to the
stripline chirp filter shown in Figure 7-3. The design uses 40-Q, 120-um-wide signal lines in the tapped
portion of the device. A Klopfenstein-taper impedance transformer makes the transition from narrow
50-Q, 50-um-wide input/output lines to the much wider 40-C lines. This greatly reduces the length of
narrow line required and results in a suceessful demonstration with YBa>,Cu307_,. The bandwidth of this chirp
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Figure 7-3. Photograph of a superconductive stripline chirp filter. The filters were fabricated on 2-in.-diam.
LaAlO; substrates using either YBa-Cuz;05_, signal lines and silver ground planes or niobium signal lines and
niobium ground planes.



filter is 2.6 GHz centered on 4 GHz, and the length of dispersive delay is 8 ns. The filter is flat weighted so
that the response is constant across the frequency bandwidth.

The HTS delay line processing begins with formation of 300 nm of YBa;Cu3;O7_, on a 2-in.-diam.,
500-um-thick LaAlQ; substrate using a coevaporation and postdeposition annealing process. Patterning of the
YBa,Cuz05_, signal line is accomplished with standard AZ photoresist and a spray etch of 0.25 percent
H,PO4. This spray etch has been found to be successful in preventing the residual film formation typically
seen with other wet etching techniques. Undercutting of 1 to 2 um is observed with this etch, but this is not
significant since the linewidth of the tapped portion of the filter is 120 pm. A trilayer resist (PMMA/Ti/AZ1470)
and liftoff process are used to pattern 1.5-um-thick silver contacts on the signal line. Low-resistance ohmic
contacts to the signal line are produced by annealing the structure at 400°C in flowing O,. Final packaging is
performed using ultrasonic wedge bonding of aluminum ribbon directly to the annealed silver ohmic contacts
on the signal line to form highly reliable contacts. A 4-um-thick, e-beam-evaporated silver film is used for the
ground plane. Figure 7-3 shows a photograph of the final packaged filter. In addition, an all-niobium version
of the chirp filter has been fabricated to verify device performance. For the all-niobium filter, niobium is
deposited by sputtering and the signal line 1s patterned by reactive plasma etching.

The designed and measured downchirp transmission responses of the chirp filter as a function of
frequency are shown in Figure 7-4. The designed response is calculated assuming lossless transmission lines.
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Figure 7-4. Comparison of the designed and measured transniission response of the superconductive chirp fikter.
The designed response was calculated assuming lossless transmission lines. The measured transmission response at
4.2°K is shown for both YBa>Cu;07_ and niobiuni versions of the filter.
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For comparison, the measured transmission responses of both the all-niobium version of the chirp filter on
LaAlO; and the YBa,Cu3O5_, version with silver ground planes are measured at 4.2 K. The agreement be-
tween design and aetual performanee is striking eonsidering the relatively small number of eouplers used in
this design. Figures 7-5(a) and 7-5(b) show the YBa,Cu307_, filter downchirp and upehirp response, respee-
tively, to a 250-mV step input. The response of each of the 32 eouplers is elearly visible. Beeause the filter is
flat weighted, the taps are more strongly eoupled at the lower frequeneies, resulting in a larger output at the
end of the response as seen in Figure 7-5(a). In Figure 7-5(b), the flat-wcighted nature of the designed filtcr
response again results in a stronger response from the low-frequency couplers.

In summary, a superconduetive YBa,Cu;04_, stripline chirp filter has been demonstrated on a 2-in.-
diam. LaAlOj; substrate. The ehirp filter design includes a Klopfenstein-taper impedanee transformer so that
the dispersive, i.e., the tapped-dclay-line, portion of the filter can be implemented with 40-€2, 120-um-wide lines,
while 50-Q, 50-um-wide lines are used for each of the input/output lines. The ehirp filter has a 2.6-GHz
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Figure 7-5. (a) Downchirp response and (b) upchirp response to a 250-mV step input measured at 4.2 K for the
YB03C11307__\-ﬁI!(’I'.
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bandwidth, a 4-GHz center frequency, 12 ns of total delay (including impedance transformers), and 8 ns of
dispersive delay, giving a time-bandwidth product of 21. Thesc results have dcmonstrated that complex tapped
delay line devices can be designed and implemented using HTS materials and compatiblc substrates.

W.G. Lyons *P.M. Mankicwich
J.M. Hamm *M.L. O'Malley
R.S. Withers *R.E. Howard

A.C. Anderson

7.3 SERIAL-PARALLEL-SERIAL CCD FOR HIGH-SPEED SIGNAL ACQUISITION

An analog memory chip based on a chargc-coupled device (CCD) has been designed for high-speed
data acquisition and slow rcadout (fast-in, slow-out mode). While all-digital systems requirc many com-
ponents, the CCD memory is compact and consumes very little powcer (< S0 mW). The chip has a serial-
parallel-serial (SPS) architecture, as described in [14]. The memory consists of a high-specd input regis-
ter, a parallel array, and a low-speed output register, and it can hold 128 x 128 (16 K) analog samples. A
photograph of the chip is shown in Figure 7-6, and a functional schematic is shown in Figure 7-7. All
sections of the device are shallow-buried-channel CCDs operating with two-phase 5-V clocks [15].
During the fast-in time, the top register acquires-128 samples of the incoming signal. When the top
register is full, its clocks are stopped, and the charge is transferred one stage down the parallel array at a
rate that is 1/128th of the input rate. When the parallel array is full, after 128 parallel transfers, the charge
is transferred line by line to the bottom serial register and read out at a slowcr rate, which is usually
detcrmined by the circuitry that follows the memory.

The input scrial register is similar to the high-speed shallow-buried-channcl linear CCDs described
in [15]. It consists of a two-phase CCD, 26 um wide with 4-um-long barrier gates and 7-um-long storage
gates. As described in [15], the storage gates have step doping to enhance the transfer speed. Since in the
SPS the charge transfer occurs in two dimensions, the step implant was tilted 4.4°. With this stcp-doping
gcomctry, we expectcd to enhance the drift fields mostly along the scrial register, where maximum specd
is desired, but also to somc degree in the perpendicular direction, where because of the long gate length
(26 um) the fringing fields are very wcak for the serial-to-parallel transfer. Figure 7-7 shows the operation
of the SPS schematically. The oscilloscope traces show the high-speed input waveform (two negative-
going pulscs) and the low-speed output. The horizontal and vertical scales werc adjusted so that the two
traces could be lined up. The sampling rate was 280 MHz. The top of the input waveform was beyond thc
input range of the CCD, so that the device was operated with zero represented by zero charge in the well,
i.e., no fat zero (worst case condition). The bottom of the output pulses track the bottom of the input
pulscs very well, while the top is flat because it is pinned at the zcro-charge level. Beyond 280 MHz, the
charge-transfer efficiency in the top register degrades very rapidly.

*Author not at Lincoln Laboratory.
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Figure 7-6. Serial-parallel-serial CCD memory.

For comparison, SPS CCDs without the built-in fields were fabricated on the same wafers; the
maximum clocking rate in the top registers of the uniformly doped CCDs was only 150 MHz. The serial-
to-parallel transfer required at least 125 ns. This is generally consistent with our cstimates from two-
dimensional simulations [15], and adequate for a serial-to-parallel transfer that is 1/128th of the serial
rate. For the parallel transfer rate, there was no measurable difference between the uniform and step-
doped CCDs. This result, while disappointing, is understandable, since only a small fraction of the built-
in ficlds are in the serial-to-parallel direction.

We have demonstrated a 16-K monolithic analog memory capable of sampling incoming data at
280 MHz, storing it, and slowing it down so that it can be interfaced with conventional processors. Other
CCD-based buffer memories have been demonstrated at hundreds of megahertz, but those speeds are
achieved at the expense of memory size and rcquire at least 10-V clocks. The CCDs with built-in drift
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Fignure 7-7.  Schematic diagram illustrating the operation of the CCD analog buffer memory and the experimental
results for a samplhing rate of 280 MH:.

fields ean be operated at very high speeds with only 5-V clocks. We have so far tested only the basic
operation of the device and determined its maximum speed. Other important parameters. such as lincarity
and dynamie range, remain to be determined.

A.L. Lattes

S.C. Munroe
M.M. Seaver
D.B. Whitley
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