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Abstract 

This report presents a new approach for the detection of large man-made objects 
in a rural area using a single monochrome image. In this problem, man-made objects 
may be unspecified and the appearance of the objects is unpredictable. Prominent 
features discriminating man-made objects from natural objects are identified. A com- 
putational framework for applying perceptual organization and using the prominent 
features is presented. Techniques are developed to group low level image features 
hierarchically into a region of interest (ROI) likely to contain man-made objects. 
These techniques include linear structure extraction, primitive structure formation, 
and region of interest location. Each of these methods presents its own unique prop- 
erty and advantage as compared with previous related work. Experimental results 
are presented using real images that have different kinds of man-made objects and a 
complex background. We show that the located ROIs properly enclose the man-made 
objects in the scenes. The search space is, therefore, reduced from the whole image 
to the ROI. 
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1    Introduction 

The computer perception of man-made objects in non-urban scenes is a challenging task in 

computer vision research. It also presents additional complexities and difficulties beyond 

the computer perception of objects in a well controlled laboratory or factory environment. 

This report presents a new approach for the automatic detection of large man-made objects 

in outdoor non-urban scenes. The methodology presented here is based on perceptual 

organization. The approach hierarchically organizes lew level image features into a region 

likely to enclose man-made objects. 

The environment we consider for the acquisition of images is a rural area in daylight 

hours. There may be large man-made objects, such as bridges, electric transmission towers, 

and tanks, among natural objects, such as trees, bushes, and vegetation, in the area. The 

man-made objects are unspecified and their appearances are unpredictable. Thus, we do 

not know what man-made objects may appear and whether there is a man-made object in 

the scene. Given a single monochrome image of such a scene, the goal is to automatically 

detect large man-made objects in the image. Because of the complexity and the variation 

of man-made objects and the uncertainty of the natural environment, the intermediate goal 

is to find in an image a region of interest (ROI) most likely to enclose man-made objects. 

Most existing computer vision work concerning object recognition has focused on prob- 

lems with pre-specified objects in a controlled environment. For example, most existent 

vision systems try to recognize objects in a given image with a uniform background and 

one or multiple objects whose exact models are known to the system [1]. Even with such 

seemingly well defined problems, numerous obstacles exist and considerable research efforts 

are being made. Finding man-made objects in a natural outdoor environment adds another 

dimension of complexity. One cannot arrange the natural environment. Natural objects, 



such as trees, vegetation, rivers, rocks, and clouds, co-exist in the scene with the possible 

man-made objects. As Fishier and Strat [2] point out, it is seldom possible to establish 

complete boundaries between objects of interest in natural scenes, and very few natural 

objects have compact shape descriptions. Therefore, our problem of detecting man-made 

objects in a natural environment is, in general, much more difficult than the tasks in a well 

controlled environment. 

Although many researchers have investigated the automatic interpretation of outdoor 

natural scenes, few of them have investigated the detection of man-made objects [3]-[7] 

other than buildings and roads. Such research either uses more information, such as color 

or range, or has better knowledge (models) about the objects. Most of the other works 

focus on the following two areas: (1) the interpretation of aerial images, and (2) outdoor 

robot navigation. In the first area, techniques have been developed for detecting complex 

buildings and roads where buildings are modeled as the combinations of rectangles with 

uniform intensity and roads are parallel curves [8]-[12]. In the second area, most vision 

related work concerns road following [13, 14] and position estimation [15, 16]. Usually, 

a sequence of images is used for the navigation problems. Thus, when interpreting each 

image, a good initial estimation can be obtained from the interpretation of the previous 

images [13, 15]. 

The problem investigated in this research has the following features compared to the 

above mentioned research: (1) Man-made objects which may appear in the scene are un- 

specified. (2) In general, most man-made objects have more complicated structures than 

buildings appearing in aerial images and cannot be easily modeled using rectangles. (3) It is 

hard to predict the presence of man-made objects in the scene. (4) One monochrome image 

is used and there is no color or range information. In addition, the appearance change of 

the man-made objects caused by the view-direction change is a more severe problem than 



in the top view aerial images. The above aspects make the object description and detection 

task extremely difficult. 

Generally speaking, humans can detect man-made objects easily. Psychologists have 

found that perceptual organization or perceptual grouping plays an important role in human 

perception. Perceptual organization refers to the human's visual ability to derive relevant 

groupings or structures from input images without prior knowledge of their contents [17]. 

For example, people can easily detect symmetry, collinearity, and parallelism. If we can 

derive similar groupings or structures computationally from an input image, that will be 

very helpful to the task of finding a region of interest for the detection of man-made ob- 

jects, especially since we do not have any prior knowledge of the image's contents. Many 

researchers have worked on computational approaches to perceptual organization and ap- 

plied the concept to various computer vision tasks [3],[8],[17]-[23]. Their work has important 

impact on our research. However, they concentrated on grouping features and recognizing 

objects using simple generic models or exact models for specified classes of objects. These 

approaches are inapplicable to our problem since the objects of interest are unspecified and, 

in general, have complicated structures. 

This report presents a new approach for the detection of large man-made objects in 

a rural area. The system currently finds in the image a region of interest (ROI) likely 

to enclose man-made objects. Minimal knowledge and information about the objects and 

scenes are used in this work. Since it is desirable to have a general approach able to handle 

a variety of man-made objects, we identify prominent features discriminating man-made 

objects from natural objects. We then present a computational framework of applying 

perceptual organization and using the prominent features for finding an ROI in an image. 

Several techniques are derived to group low level image features hierarchically into the ROI. 

Different from other col linearization methods, our method of extracting linear structures 



performs line merge and line extension simultaneously. The technique of grouping line 

segments into parallel primitive structures considers more general situations than most 

of the previous relevant work. The method of finding a region of interest groups related 

primitive structures and eliminates those likely to be caused by accidental image events. 

Various examples, including different kinds of objects in non-urban scenes, are presented. 

These examples illustrate the ability of this approach to locate useful regions of interest in 

complex real images. 

The ROI is useful for the initial screening of a large environment for man-made object 

detection. For automatic object recognition, ROI is useful in reducing the search space. 

When specific object classes are given, primitive structures composing the ROI can be 

used to match structures of the object models instead of matching individual features. The 

ROI can also be used in human-machine systems to find the focus-of-attention for human 

operators to further examine the image. This is applicable to real time operations, such 

as assisting an aircraft pilot by looking in alternate directions and providing ROIs, and to 

off-line processing involving a large number of images. 

The rest of the report is organized as follows. Section 2 reviews previous research 

relevant to this work. Section 3 overviews our approach. Section 4 details various grouping 

techniques developed in this research. Section 5 gives implementation examples, and finally 

section 6 concludes the report. 

2    Related Work 

This section briefly reviews previous work relevant to our research. The review mainly 

includes the work of applying perceptual organization to computer vision tasks and the 

detection of man-made objects in outdoor natural scenes. 



Perceptual organization has been studied since the early part of this century. Gestalt 

psychologists studied a large number of grouping phenomena and roughly categorized them 

into several Gestalt Laws (or grouping rules) [17, 24], which include proximity, similarity, 

continuation, closure, symmetry, and familiarity. In the past several yecj-s, perceptual 

organization has been introduced into computational vision research and the functional 

role of the former in the latter has been addressed [17, 25]. Lowe [17] argues that the most 

important functions of perceptual organization include segmentation, three-space inference, 

and the indexing of world knowledge. All of these lead to the reduction of search space 

for object recognition. McCafTerty [18] formulates perceptual organization as an energy 

minimization problem. He quantifies the Gestalt Laws by defining individual energy terms. 

However, the selection of the weightings for these energy terms presents problems. 

Recently, perceptual organization has been applied to solve practical computer vision 

problems [3, 8, 19, 20, 23]. Mohan and Nevatia [20] apply perceptual organization to seg- 

ment images into visible object surfaces. They also investigate the detection and description 

of complex buildings in aerial images [8]. Assuming that roofs are the essential building 

structure «^en in the image, they model the roof as a combination of rectangles. Baker 

tt al. [3, 4] present an approach for the detection of concrete bridges. The straight line 

segments, once detected, are grouped into parallel lines. Intrinsic rectangles are extracted 

from the parallel lines. Color cues are then used to restrict the candidate artifacts and 

to produce confidence measures. However, the rectangle-type model may be unsuitable 

to other man-made objects in outdoor scenes with more complex structures. In this in- 

vestigation, we deal with objects with complex structures as well as those with simpler 

structures. 

Reynolds and Beveridge [23] examine the problem of searching for geometric struc- 

tures in natural scene images.  Straight l'mcs are grouped using the geometric relations of 



collinearity, parallelism, orthogonality, and spatial proximity. The connected components 

of a graph representing lines and their relations are illustrated to correspond to significant 

geometric structures in the image. However, some components may contain many different 

image events. In addition, this method may not find some simple geometric structures, 

such as parallelograms except rectangles. Different from Reynolds-Beveridge's method, 

the work presented in this report groups low level features into primitive structures. The 

spatial relations among the primitive structures are used to find a region of interest most 

likely to enclose man-made objects. The advantages of finding primitive structures and 

identifying their relations are the abilities to extract a variety of geometric structures, to 

establish higher level relations among image features, and to use regional information. 

Jacobs [19] presents a system called GROPER, which recognizes two dimensional ob- 

jects using a library of many different objects. GROPER applies perceptual organization to 

reduce the search space for matching scene objects witn models. GROPER is designed for a 

simplified world that contains only 2D polygonal objects, whereas the objects encountered 

in our research are 3D objects with complex structures. 

Various techniques are presented in the literature for applying perceptual organization 

to group lower level image features, such as edge points, into higher level structures, such as 

straight lines and curves, and to detect junction, collinearity, parallelism, and symmetry [9, 

21, 22, 26, 27]. Although similar to some of these techniques, the methods applied in our 

research for the first two levels of grouping have their unique properties and advantages. 

We discuss the differences and advantages in Section 4 after describing each of the methods. 

There are other works concerning the interpretation of natural scenes other than those 

using perceptual organization. Brooks [5] presents the identification of aircraft in aerial 

images using ACRONYM, a model-based vision system. In ACRONYM, generic object 

classes and specific objects are represented by volumetric models using generalized ccnes 



along with sets of constraints relating to model parameters. Fua and Hanson [10, 11, 12, 28] 

present a sequence of papers concerning extracting features and locating general cultural 

objects, such as buildings, in aerial images. A new approach based on information theory 

to evaluate the correspondence between generic models and shape hypotheses in an image 

is presented in [10, 28]. Generic models for buildings are formulated and experimental 

results on several aerial images are presented. Beveridge et al. [29] present a method for 

identifying known 2D models in imperfect line data. The method is applied to complex 

outdoor scenes and good matches are demonstrated. However, the above approaches are 

unsuitable to detection problems where the potential objects are unspecified, as in the case 

of our research. Chu et al [6, 7] present a system called AIMS to detect and recognize 

man-made objects in outdoor scenes. Multiple sensing modalities (range, intensity, velocity, 

and thermal) are integrated in AIMS to improve both low-level image segmentation and 

high-level image interpretation. 

In summary, previous works concentrated on extracting groups of features; using simple 

generic models for specified classes of objects; recognizing objects with exact models; or 

using additional sensing information. Our task is to detect objects with minimal knowledge 

and information about the objects and scenes. The objects are unspecified and may have 

much more complicated structures than the objects considered in the previous research. 

Hence, none of the previous works, or any simple combination of these works, are applicable. 

A new approach must be developed, which we present in the next two sections. 

3    Overview of the Approach 

This section describes the basic concepts and an overview of our approach. The most 

important concepts are discriminative features and perceptual organization. The approach 

essentially organizes those features indicating man-made objects into structures, and finds 

the image region in which related structures reside. 
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In the initial stage of the research, we applied a line detector [30] to a number of images, 

including the one shown in Figure 1. Figure 2 illustrates the lines detected for the image in 

Figure 1. Obviously, in Figure 2, many of the tower's linear structures axe fragmented and 

most junctions are broken or missing. Consequently, we usually cannot get a perfect line 

drawing of the tower. However, when this image (Figure 2) is presented to a person who 

did not see the original image (Figure 1) and has no knowledge of image processing, he 

can recognize the tower in the image without any difficulty. We believe that the perceptual 

grouping plays an important role here. Human vision has derived relevant groupings and 

structures fron, the line image. If a computational approach can be developed to derive a 

similar grouping, this will lead to, or at least be very helpful to, the detection of man-made 

objects. The questions are - what should be grouped in the image and how should the 

grouping be performed? 

Since the goal is to detect man-made objects in natural scenes and since the objects 

are not particularly specified, features must be found that discriminate man-made objects 

from natural objects in an image. We believe that the most prominent features are the 

apparent regularity and relation. Most man-made objects have linear structures (LS) or 

linear boundaries. Such linear structures usually form certain regular patterns, such rect- 

angles, parallels, and polygons, called primitive structures (PS). Primitive structures are 

usually related to each other and form the man-made objects. After line detection, many 

of such regularity and relations remain in the resulting image. In comparison, most natural 

objects do not have linear structures, and lines extractable from their images are usually 

randomly distributed. 

The identification of the discriminative features indicates that to detect man-irade 

objects, we should find linear structures in the image, regular patterns formed by the lin- 

ear structures, and the regions occupied by such structures. Therefore, the computational 
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Figure 1: An image with an electric transmission tower. 
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Figure 2: Linear edges detected from the tower image. 
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framework developed in this research includes three major steps: (1) grouping low level im- 

age features into linear structures, (2) organizing linear structures into primitive structures, 

and (3) finding related and non-accidental primitive structures. The non-accidentalness of 

an image event is an important concept. Lowe [17] argues that perceptual groupings are 

useful when they are unlikely to have arisen by an accidental viewpoint or position and, 

therefore, are likely to reflect meaningful scenic structures. Hence, the image region contain- 

ing a collection of related non-accidental PSs is more likely to enclose man-made objects. 

We call such a region the region of interest (ROI). Corresponding to the above three steps, 

the approach has three modules: LS Extraction, PS Formation, and ROI Location. The 

following outlines the functions of each module: 

• LS Extraction: This module first extracts linear edges (or line segments) from the 

input image. These edges are the basic information used for the perceptual organi- 

zation. Linear structures are then extracted from the linear edges. 

• PS Formation: This module finds primitive structures in the image by grouping the 

line segments satisfying certain criteria. Each PS may be an evidence indicating 

man-made objects. Only parallel PSs are implemented at this time. 

• ROI Location: This module finds a region most likely to enclose man-made objects 

by grouping spatially related PSs, eliminating isolated PSs likely to be caused by 

accidental image events, and identifying the image regions occupied by these grouped 

PSs. 

The region of interest hypothesizes the existence of man-made objects. Further analysis 

of the ROI may lead to the recognition of an object or to the rejection of the hypothesis. 

When specific object classes are given and models are established, primitive structures in 

the ROI can be matched to object models. The search space will be considerably reduced, 
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since a primitive structure is a set of features with certain relations and, hence, implies 

more constraints. The ROI can also be used in human-machine systems to find the focus- 

of-attention so that human operators can further examine the image. 

We should point out that the term primitive structure is also used in [25], where the 

primitive structure represents a larger class of entities, including edges, regions, parallelism, 

symmetry, repetition, and so forth. The primitive structure in this report represent* J~e 

regular patterns formed by straight line segments. Basically, we consider the finer classifi- 

cation of the structural entities, since these entities are not grouped at the same level. For 

example, a line segment is a grouping of edge points whereas a parallel is a grouping of line 

segments. 

4    Implementation 

The previous section presents an overview of our approach and describes the functions of 

each system module. This section describes the techniques used in the various modules 

and compares these techniques to existent work. 

4.1     Linear Structure Extraction 

The module first detects straight line segments from the intensity image using Burns' 

line extraction algorithm [30]. Due to the imaging process, lighting conditions (e.g., sun 

direction), digitization, and the line detection process, many of the line segments along 

the linear structures of the tower are fragmented, skewed, or displaced, and some of them 

are missing. In many cases, two sets of near-parallel lines in the line image correspond to 

one linear structure in the intensity image. These linear structures should be recovered in 

order to properly interpret an image. Hence, the module post-processes the extracted line 

segments. 
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We wish to find a representative line to a set of closely bunched and similarly oriented 

linear edges, since they represent the linear structure of an object at a higher granularity 

level than themselves [8]. For example, we want to extract the linear structure implied by 

a set of line segments shown in Figure 3. 

Figure 3: Extracting a linear structure from a set of line segments. 

However, most of the collinearization techniques, such as [9, 21, 27], are unsuitable 

for extracting linear structures, since they only link near-collinear lines by examining the 

neighborhoods of the end points of each line; that is, they perform a line extension. Our 

objective of extracting linear structures is quite similar to that presented by Mohan and 

Nevatia [8]. In [8], the space around each line segment is folded onto the segment repeat- 

edly to obtain a single line representing the grouped line segments. However, this folding 

technique does not consider the possible extension of the line segment. The techniques 

presented below perform both folding and line extension. 

We developed two methods for line structure extraction. The rationales of both meth- 

ods are the same. That is, close lines with similar orientations are likely to come from the 

same linear structure and, hence, should be merged into one line. This is also consistent 

with the Gestalt Laws of proximity, similarity, and continuation.  However, the grouping 
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procedures of the two methods are quite different. The first one, the neighborhood method, 

groups lines in the neighborhood of each line, and the second one, the classification method, 

groups lines by classifying them. Each of these methods can be used alone. Using both may 

result in better results. The advantages of this technique are that (1) the grouping of closely 

bunched near-parallel line segments and the extension of the line segments are performed 

simultaneously; and (2) both local and global information are used in the grouping. 

4.1.1    The Neighborhood Method 

This method iteratively groups and merges lines in a neighborhood of each line segment. 

The neighborhood grows as the length of the line increases. We first introduce definitions 

and then present the technique. 

Two lines have similar orientations if the angle between the two lines is less than a 

threshold, similarity-angle. The neighborhood of a line segment L is a symmetric elongate 

region with L as the medial axis of the region [31]. Two line segments are close if at least 

one end point of one line segment is in the neighborhood of the other line segment. 

The idea of the grouping process is as follows. The neighborhood of each line is searched 

to find all the lines with orientations similar to the current line, called the base line. The 

resulting set of lines, including the base line, are then replaced by a representative line. 

The process continues until no replacement occurs. 

To reduce the search space, a line segment is represented by its two end points and is 

indexed by the image pixels corresponding to the end points. When searching for lines close 

to a base line, the neighborhood of the base line is searched. Hence, only those lines whose 

end points fall in this neighborhood are examined. After a set of lines S is found with 

respect to a base line L, with L € 5, a representative line Lr of S is computed. Lr passes 
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through the point that is the geometric center of the line segments in S. The orientation 

of Lr is the length weighted average of the orientations of the lines in S. To determine the 

end points of Xr, all the end points of the line segments in 5 are orthogonally projected 

onto Lr. The two furthest apart projection points are the end points of L,. Lr replaces the 

lines in S. The process continues until no merge occurs. 

4.1.2    The Classification Method 

The basic idea of this method is to classify line segments according to orientation, collinear- 

ity, and proximity. The method is implemented with the following three steps: 

Step 1: Orientation Classification. The range of the orientation angles of all the 

line segments is divided into uniform overlapping intervals. The length of each interval 

equals the similarity-angle and an one degree overlap exists between adjacent intervals. 

Lines whose orientations fall into the same interval are classified into one cluster. All the 

clusters are processed separately using the same mechanism. 

Step 2: Collinearity Classification. Let G be a cluster. For each line L € G, all 

the other lines in G approximately collinear with L are grouped into a set S that includes 

L. Specifically, let U be a strip along L with L in the middle, as Figure 4 shows. Then the 

Figure 4: A strip formed around the line L. 
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set S is 

S = {I,Li\Li 6 G, Lcn(It- DU) = 6Len(Lt), i = 1,2,...} 

where Xen() represents the length of a line and 6 = 80%. The above equation says that a 

line in G is in 5 if 80% of the line is in U. A representative line LT of S is found, as in the 

neighborhood method, except that the end points are not computed. 

Step 3: Proximity Classification. This step merges spatially closed line segments in 

S. All the lines in S are orthogonally projected onto Lr. The lines whose projections overlap 

or are close are merged into one line. The new line is computed, as in the neighborhood 

method. 

The above process iterates until no lines can be merged. 

4.1.3    Summary 

We presented two methods for extracting linear structures from line segments. Both meth- 

ods are based on the Gestalt grouping rules of proximity, continuity, and similarity. How- 

ever, their grouping procedures are quite different. The neighborhood method starts group- 

ing from local areas and extends to longer regions, whereas the classification method starts 

from the mass of lines and gradually focuses to local groupings. Both algorithms perform 

folding as well as line extension. The first method emphasizes folding and the second one 

line extension. Both algorithms run in an iterative fashion. They always terminate after 

a finite number of iterations, since there is a finite number of lines and since this number 

declines in each iteration. The LS Extraction module implements these two methods one 

after another such that both local and global information are properly used. The output of 

the LS Extraction module is a set of lines including the representative lines of the grouped 

line segments and the un-grouped line segments. 
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4.2    Primitive Structure Formation 

This module finds primitive structures from the line segments. Currently, we have only 

implemented the extraction of parallel PSs. Previous research [3, 8, 23] also used parallel 

lines for perceptual grouping. However, the definition of the parallel PS here is different 

from the definition of parallel lines in [3, 8, 23]. The most distinctive difference is the 

requirement for overlapping between parallel lines. Usually, only a certain overlapping 

using an orthogonal projection is required [3, 8, 23].   For example, in Figure 5-(a), the 

(a) 

Ll local orientation 

intrinsic orientation 

(b) 

local 
orientation 

A intrinsic 
6 _l   orientation 

tion )f 

/: 

(c) 

Figure 5: Lines with overlapping in different directions. 

overlapping between the line segments L\ and L% using orthogonal projection is the line 

segment AB. However, according to such a definition, when the intrinsic orientation of 

a set of similarly oriented lines [32] is different from the local orientation of each line, 

these lines may not be grouped. As a result, many apparent parallel lines, such as those 

shown in Figure 5-(b) and (c), will not be identified when there is a difference $ between 

the intrinsic and local orientations and the overlapping between lines is small using the 

orthogonal projection. Such situations arise very often in practice. For example, a set 

of 3D parallel lines may fall into this situation under the 2D projection of the imaging 
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process. To solve this problem, we define two additional overlapping conditions in two 

perpendicular directions. The idea here is somewhat similar to the $~ aggregation of Marr's 

earlier work [32]. But the concept in [32] has not been pursued further. 

The parallel PS is a set of lines, S = {Zi,Z2,...,Zm},ro > 2, that have similar orien- 

tations. In addition, for each line Li € 5, there exists a line Lj € 5 such that 

1. Li and Lj have similar lengths. 

2. Li and L3 have a sufficient overlap in one of the three projections, i.e., 

OL{Projx{Lx),Projx{Lj)) 

Len(Projx(Lk)) 

where Projx(Li) is the projection of X, onto the x-axis, OL(L,L') = Len(L C\ U) is 

the length of the overlap, and Lk is the shorter line of the Li and LJ; or 

OL{Projy{L%),Projv{Lj)) ^ ^ 
Len(Projy(Lk)) 

where Projy(Li) is the projection of Li onto the y-axis; or 

OLjProJoiL&Lj) 
Len(Proj0(Li)) 

where Li is assumed to be the shorter line, and Proj0(Li) is the orthogonal projection 

of Li onto Lj. 

3. Li and Lj are relatively close. 

The above conditions are based on perceptual organization rules, such as proximity, 

parallelism, and similarity. Condition 1 requires that two line segments have similar a 

length. Two lines with very different lengths are unlikely to come from a parallel structure 

and are unlikely to be perceptually grouped. Condition 2 indicates that two line segments 

in a PS should have a sufficient overlap. With this set of overlapping conditions, lines in 
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Figure 5-(a), (b), and (c) can all be properly grouped. Condition 3 restricts the relative 

distance between the two line segments. 

The PS Formation module groups line segments satisfying the above conditions into 

parallel PSs. To avoid the brute-force search, we adopt a strategy similar to the classifi- 

cation method. Line segments with similar orientations are first classified into clusters. A 

further grouping is performed within each cluster to find all parallel PSs. 

4.3    Region-of-Interest Location 

Object detection is actually a process of evidence collection. As we discussed earlier, each 

PS may be evidence of man-made objects. Hence, this module collects PSs by grouping 

spatially-closed PSs and locates the image regions occupied by these grouped PSs. 

The rationale of this level of grouping is the following: (1) Spatially-closed PSs are likely 

to be related and to reflect meaningful structures. For example, an electric transmission 

tower is a connected entity and, hence, the PSs resulting from the image of the tower are 

spatially-closed. On the other hand, spatially closed PSs are more likely to be perceptually 

grouped according to the proximity grouping rule. (2) Some PSs may be caused by the 

accidental image relations [17] of natural objects. For example, line segments extracted from 

a cluster of tree leaves may accidentally form a parallel PS. Such PSs tend to be randomly 

and sparsely distributed and are unlikely to form meaningful structures, since they arise 

accidentally and since most natural objects do not have regular patterns consisting of 

straight lines. Hence, grouping spatially-closed PSs tends to eliminate isolated PSs caused 

by the accidental image events. (3) This process locates the most likely man-made object 

region in the image, again, since man-made objects usually consist of spatially closed PSs. 

Each PS occupies a region in the image. For example, a PS containing two parallel lines 

occupies a trapezoidal region. The regions of spatially closed PSs tend to overlap, touch, or 
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be close, whereas the regions of sparsely located PSs are usually isolated. Therefore, this 

module groups PSs whose regions overlap or touch The largest image region the grouped 

PSs occupy is selected as the region of interest. 

The technique used in this level of grouping is primarily based on computational ge- 

ometry [33]. The region of a PS is defined as the convex hull of the line segments in the 

PS. Let C{x) represent the convex hull of a set x. First, find the convex hulls of each PS. 

Let Px = C(PSt) be the convex hull for the ith PS and V be the set of all Pts. Each Pt has 

a flag indicating its status. Set Flag{Px) — active for VPt £ V'. 

Then, iteratively merge PSs whose regions overlap or touch by merging the intersecting 

convex hulls. For each Pt € V with Flag(Px) = active, find a set W of all convex hulls 

intersecting with P%: 

W = {Pj\Pj € V and Flag{P3) = active and Pt D Pj / 0}. 

If \Y is not empty, a new convex hull is found which is the convex hull of P% and W: 

P: = C(PX\J{\J*P)ZWP3)). 

Then we set Flag(Pj) = inactive, VP, € Wy and let Pt = PI and Flag{Pt) = active. The 

process continues until no new convex hulls can be formed. 

Figure 6 shows an example of regions of two PSs overlapping. In Figure 6-(a), lines 1, 

2, and 3 form a PS, and lines 4 and 5 form another PS. Figure 6-(b) shows the convex hulls 

of these PSs. The two convex hulls intersect and, hence, are merged. Figure 6-(c) shows 

the new convex hull containing the two PSs. 

Currently, the largest resulting convex polygon is considered the region of interest. 

Since lines are represented by their end points, the convex hull of a PS or a set of PSs can 

be easily found by an existent algorithm, such as Jarvis' march [33]. 
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Figure 6: Two primitive structures whose regions overlap. 

The next operation is to determine whether two convex polygons, P and Q, intersect. 

If P and Q intersect, then either P contains Q, Q contains JP, or some edge of P intersects 

some edge of Q [33]. It is straightforward to prove the following two sufficient conditions 

for polygon intersection: (1) Two polygons intersect if some vertex of one polygon is inside 

the other polygon. (2) Two polygons intersect if some edge of one polygon intersects 

an edge of the other polygon. In determining if two given convex hulls overlap, we first 

use condition (1). If no decision can be made, we then use condition (2). The reason 

for this sequence is that for convex polygons, point inclusion is easy to determine [33], 

and condition (1) actually covers many cases. There is also an efficient way to check the 

intersection of line segments [34]. Therefore, the grouping of PSs using convex hulls can be 

implemented efficiently. 

Reynolds and Beveridge [23] present a method for grouping significant geometric struc- 

tures in an image using a graph. The grouping mechanism used in [23] is different from 

the one developed in this work. In [23], a graph is built to represent geometric relations 

among all the lines. The largest component of the graph under certain relations is illus- 

trated to represent significant geometric structures. The grouping procedure presented in 

this report is hierarchical in nature. Lines are grouped into primitive structures, which are 

22 



then grouped into a region of interest. Defining primitive structures enables us to establish 

higher level relations among image features, such as relations among primitive structures; 

to extract a variety of geometric structures; and to use area information. Involving the area 

has the potential advantage of incorporating other information, such as color and texture, 

in the grouping process. In addition, certain simple geometric structures which may not be 

extracted using the method in [23] can be easily found using our method. For example, in 

Figure 7, four lines form a parallelogram. Lines 1 and 3, and lines 2 and 4 have parallel re- 

Figure 7: Four lines form a parallelogram. 

lations, respectively. But these two sets of parallel lines belong to two different connected 

components, using the method in [23] if no other lines exist having relations that could 

connect these two sets. Since the regions of these two parallels overlap, our method groups 

them, although we have not represented them explicitly. 

In summary, this section presents various techniques to group low level image features 

hierarchically into a region of interest likely to enclose man-made objects. These techniques 

include linear structure extraction, primitive structure formation, and region of interest lo- 

cation. Each of these techniques presents its own unique property and advantage compared 

to previous related work, as we discussed in each of the subsections. 
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5     Experimental Results 

This section presents several examples of finding regions of interest for the detection of large 

man-made objects in non-urban scenes. In the following examples, the similarity-angle is 

5 degrees; the half-width of the neighborhood (in the neighborhood method) or the strip 

(in the classification method) of a line segment is 2 pixels wide; and S is 60%. A single 

monochrome image is used for each of the examples. All the image sizes are 512 x 512. 

Figure 1 shows an image containing an electric transmission tower. The image is 

processed by the Bums' algorithm generating line segments (Figure 2). These lines enter 

the LS Extraction module where very short lines (less than 4 pixels long) are eliminated 

and lines likely to come from the same linear structures are merged into one line. Figure 8 

shows the resulting lines after applying this module. These straight lines then enter the 

PS Formation module for identifying parallel primitive structures. Figure 9 illustrates the 

parallel groups thus obtained. These parallel PSs are the only information used to find 

the region of interest. Figure 10 shows the located region of interest overlapped on the 

line image (Figure 8). The region of interest is bounded by a polygon displayed with a 

bold outline, From Figure 10, we see that the tower and most of the transmission lines are 

properly included inside the polygon. 

Comparing the original image (Figure 1) with the edge image (Figure 2), we notice 

that many linear structures in the image correspond to sets of similarly oriented lines. This 

is most obvious for the transmission lines on the tower's left side. This phenomenon is 

caused by the nature of the Burns' algorithm, since the gradient of the intensity image 

changes rapidly on both sides of a thin linear structure, such as a transmission line. From 

Figure 8, we see that many of the linear structures are recovered by the LS Extraction 

module, especially the transmission lines on the tower's left side. 
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Figure 9: Parallel lines of the tower image. 
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Figure 10: The region of interest for the tower image. 
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Figure 11 shows the second image, which contains a concrete bridge, trees, and a river. 

The result of locating the region of interest is shown in Figure 12. Lines in Figure 12 are 

the output of the LS Extraction. The polygon with the bold outline is the ROI. From 

Figures 11 and 12, we can see that most part of the bridge is enclosed inside the region of 

interest except for the bridge's far end near the image boundary. Trees and the river are 

properly excluded from the region of interest. 

The third image, Figure 13, contains a tank. (This image was obtained from General 

Dynamics.) In this image, the tank is surrounded by complex background and foreground. 

Figure 14 shows the located region of interest. From Figure 14, we find that most of the 

tank is included inside the region of interest. The tail part of the tank is not included, 

since no parallel primitive structures are extracted from that part. Some foreground is 

improperly included in the ROI because of the parallel lines extracted in the foreground. 

We have shown the significance and effectiveness of this approach through the above 

examples. These examples consist of different man-made objects in natural scenes. The 

approach found the ROI in each image, and these regions properly enclosed the man-made 

objects in the scenes. 

6     Conclusion 

This report presents a new approach for the detection of large man-made objects in a rural 

area using a single monochrome image. The research is a new experiment investigating how 

minimal knowledge and information about the domain can best be used for the vision task. 

Prominent features discriminating man-made objects from natural objects are identified. 

We propose a computational framework applying perceptual organization and using the 

prominent features to locate a region of interest, which is likely to enclose man-made ob- 

jects, in a natural scene. Several techniques are developed to group low level image features 

28 



Figure 11: An image with a bridge« 
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Figure 12: The region of Interest for the bridge image. 
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Figure 13; An image with a tank. 
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Figure 14: The region of Interest for the tank image. 
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hierarchically into the ROI. The linear structure extraction method performs line folding as 

well as line extension simultaneously and, hence, is different from existent collinearization 

methods. A technique is proposed to group line segments into parallel primitive structures. 

This technique considers more general situations for grouping parallel lines than most of 

the previous relevant work. A method of grouping PSs is presented. The PSs more likely 

to be related are grouped and those that may be caused by accidental image relations are 

eliminated. Each of these methods presents its own unique property and advantage com- 

pared with previous related work. Various examples, including different kinds of man-made 

objects and complex background, are illustrated to show the approach's effectiveness. 

As the examples show, the presented approach is capable of locating a useful region 

of interest in complex real images. The extracted regions of interest properly enclose the 

man-made objects in the images. Hence, the search space is reduced from the whole image 

to the ROI. The ROI hypothesizes man-made objects. Further analysis of the ROI may 

lead to the identification of an object or the rejection of the hypothesis. Therefore, this 

technique of locating the ROI can be used for the initial screening of a large environment 

or a large number of images for automatic object recognition or for a hum an-machine 

system. For an automatic system, when specific object classes are given and models are 

established, primitive structures composing the ROI can be matched to object models 

instead of matching individual features. This will considerably reduces the search space for 

matching, since more constraints are applied. For a human-machine system, the ROI can 

be used as a focus-of-attention for human operators to further examine the image. 

We have currently used only parallel primitive structures in the grouping process. 

Hence, man-made objects without parallel line structures are unable to be detected. There- 

fore, other types of primitive structures, such as arches, polygons, and junctions, should be 

considered. Verifying the existence of man-made objects in the isolated region of interest 
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will also be investigated. Through this research, we hope to develop an image understand- 

ing method for grouping image events into meaningful structures that represent the objects 

in the scene. 
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