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Over the past year and one-half, our research effort can be broken down into four
categories:

1. A formal framework for percepts.

2. A logic for reasoning about percepts.

3. Experiments related to the above.
4. Seeking chaos in high-level visual processing.

1. A Formal Framework for Percepts

We have two thrusts here. The first is to offer a formal definition of a "Percept", and
to explore the consequences. The second is concerned with specifying conditions
that should hold if an image property is to be a "good feature" - namely one from
which reliable inferences can be made.

Many are studying "Perception". So then, just what is a Percept? Without a
formal definition, how do we decide whether a particular machine or biological state
(or model output) qualifies as a perception? Surprisingly, the first formal definition
of a percept was offered only two years ago (Jepson & Richards, 1989, 1991). The
insight was to place a partial order upon possible (i.e. legal) interpretations of the
image data. (The "snapshot" of any region of the image generally has many possible
interpretations.) Within such an order, a percept can then be defined as a maximal
node. To create the order it is necessary for the perceiver to choose candidate
models of the world (with associated premises), and to test the "goodness of fit"
of these models with the observed data. It can be proven that such a hypothesize-
and-test approach will generally have several "best-fit" solutions that are locally
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maximal. The important point, however, is that "top-down" knowledge dictates in
part the ordering of the interpretations of the sense data, and hence the resultant
percepts. Of course, such "top-down" effects upon our percepts have been known

for some time by the experimental psychologists. What's new is that now we have
a formal framework that expresses precisely how this knowledge is used.

Our framework raises several formal issues that are currently under study (the
experimental questions are listed in the next section):

(i) Given several locally maximal nodes, how can one legally move from one
to another, or when are such transitions not allowed? (i.e. when we move
from one perceptual state to another, what can and what can not change?)

(ii) What logic can be used to reason about how the models fit the data? (Some
kind of default logic is needed - see Se-tion 2 for one new logic that might
work.)

(iii) What are the formal relations between our "Lattice Theory for Percepts"
and neural net implementations?

(iv) How are models indexed? (Here, we believe we can show that choice of

coordinate frame and part-based grouping is critical.)

Related to the above is a second thrust, namely an answer to the question,
"What makes a good feature?" (Richards & Jepson, 1991). Certain image prcp-

erties (such as colinearity, parallel lines) allow strong inferences about the 3D con-
figuration that projects into these image features. Other image projections, such
as a "T" do not generally support strong inferences, because they can arise from
many different kinds of events, such as two twigs abutting, a stick on a surface
(like a table leg), or the occlusion of one surface by another. Given a particular
model world, we can show how to enumerate all features in the image that support
strong inductions. In other words, we can specify which image properties are worth
looking at, and what they are likely to "mean". Many of these same features also
provide useful indices to classes of models.

2. A Nc"L.-gic

Little is known about how we "reason" about a collection of image entities. Cer-
tainly we have heuristics that suggest certain groups of image features "belong
together", etc. However assigning likelihoods to various groupings is not reasoning,

but only information that the reasoning process can use (Pearl, 1988). Recently,
Bennett & Hoffman (1990) proposed a new "Lebesgue" logic that looks attractive
for pcrceptua' reasoning, provided one makes a simple change. Rather than using

continuous probability ineasures for events, we suggest using the rank order of the
eve nt measures. This leads to a modification called "Order Logic". By early next

2
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year we hope to have shown that "Order Logic" is a variety of default logic that

will support a perceptual reasoning process that uses fallible premises.

3. Experiments

A simple application of our "Lattice Theory" is resolving conflicts between image in-
terpretations offered by the different vision modules, such as stereo, structure-from-

motion, shape, etc. Generally the outputs will not agree. (A very common example
is when you watch TV. Your stereo disvarity world is flat, yet your structurc fr,-

inotion module easily recovers 3D shape. Which is "correct"?) We have explored

point and line displays, such as the Ames Trapezoid window plus bar, in order to
show how the observer's chosen interpretation "makes sense", given certain premises
(hypotheses) about the world which resides in his knowledge base. The trick, then
is to discover these premises.

So far, our most striking finding is that the perceiver first assigns a 3D coordi-
nate frame to the image and to groups of image entities that are "part-like". (We
do not have a formal scheme yet that predicts which entities will be the "parts".)

The assigned coordinate frame is a "guess" and critical, and hence is a "top-down"

premise that guides further image interpretation. This same start-up effect (specif-
ically interpreting "blocks-world" figures and in assigning figure-ground), and can

lead to "garden path" percepts. The example of this that we are studying is a rigid
configuration in motion that appears non-rigid.

We have also examined in detail two blocks-world examples, again with the aim
of discovering the premises used by most when building interpretations. Support

under gravity, attachment of parallel faces, colinearity of aligned edges or faces,
together with the above coordinate frame premise, are typical examples of what we

commonly find. We are also exploring the model parameterizations people use, and

how these force certain categorical perceptions (Feldman).

On a completely different tack, we began some parametric studies to determine
whether the switching properties for multistable percepts can be deduced. (These

studies would help us understand the dynamics underlying movement from one
percept to another in a lattice of allowable percepts.) Because time is a parameter

invariant across mechanisms, we have chosen to determine the temporal properties
of "blocking" or "switching" between states (nodes) in a lattice of partial orderings.

To date our best data come from multistable percepts such as the crater illusion, or
conflicting cognitive contours. However our understanding of the "switch" is still
incomplete (see below).

3
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4. Chaos and Dynamical Systems

The above "switching" studies show that multi-stable percepts entail non-linear

dynamics and are definitely not Poisson processes. There is a strong hint of an

underlying chaotic mechanism behavior of dimension roughly 3.8. However we have

not yet been able to translate our data into an attractive (!) chaotic model. To

date only the rough shape of the phase space has been determined.

5. Publications

What Is a Percept? (Jepson & Richards) Cognitive Science Occasional Paper #43,
Center for Cognitive Science, MIT, Cambridge, MA 02139.

A Lattice Theory for Percepts. (Jepson & Richards) Submitted to Perception 5/91.

Integrating Vision Modules. (Jepson & Richards) To appear in IEEE-SMC.

Self-Calibrated Coilmearity Detector. (Moses, Schecklman & Ullman) Biol. Cyb.,
63:463-475 (1990).

Curvature and Separation Discrimination at Texture Boundaries. (Wilson & Richards)
Jrl. Opt. Soc. Am., under review.

In preparation:

What Makes a Good Feature? (Richards & Jepson). [Cornell presentation, June
1991.]

Why Is Snow So Bright? (Koenderink & Richards).

Reasoning Under Uncertainty: Lebesgue Logic and Order Logic. (Bennett, Hoffman
& Richards). [Cog. Sci. Proc., Aug. 1991.]

Choosing a Coordinate Frame. (Richards & Subirana). [See "What Is Figure?"
ARVO 1991, for brief presentation.]

Talks (Symposia):

Perception and Perceivers. (Vision and 3D Representation, Univ. Minn., May 1989).

What Is A Perception? (Assimilation in Man and Machines, Univ. Michigan, June

1990).

Perception, Computation and Categorization. (Cog. Science Soc., July 1990).
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Integrating Vision Modules. (Spatial Vision Conf., York, June 1991).

What's A Good Feature? (Neural Substrates of Perceptions, Cornell, June 1991).

6. Funds

We anticipate roughly a $1000 shortfall at the end of the first 25 months of the
grant (i.e. 30 Sept. 1991). However, Shimon Ullman will be at Weizman for the
academic year 1991-92, returning to MIT for two one-month periods, for which he
would be paid. This will save us roughly $10,000 over the year, including overhed.

We would like to use this to repair our Sun, and to acquire a second Mac III for
experiments.
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