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This paper overviews previous years research and specifies in detail three computer systems functionally similar to
subsets of existing U.S. Navy ship and submarine systems. The computer system descriptions represent no specific
system cither deployed, under development, or proposed. -

For cach system, the computer system performance requirements and compuler cquipment sclection criterion are given,
The intent is to provide meaningful test problems for university based computer scicnce research of real time distnbuted
systems. The distributed processing scenarios assume that the rescarch testhed systems confain at least three
processors.
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1.0 introduction

IBM’s efforts in support of the Officc of Naval Rescarch’s Reai-Time System Initiative have been accomplished in two
phases.! In phase | of the project IBM integraled its Real-Time Communication Network (R1TCN) prototype LAN
with Carnegie Mellon University’s (CMU's) Advanced Real-Time System (AR1S) operating system (OS) at the host
OS kernel to network interface unit OS kernel level. 1BM also performed cxperimenis using RTCN to quantfy the
bencfits of having network support for global semaphorcs rather than using a centrally located process. A factor of §
difference in performance was measured. [inally, 1BM developed and performed initial test on software designed to
predict network scheduling performance and to measurc actual results. The schedulability prediction soflware has been
provided tc CMU and incorporated into the distributed version of CMU's Scheduler 1-2-3, a system response time
enginecring tool.

In phase 2 of this research effurt the ARTS/RTCN interface was extended to the application level through a cooper-
ative cffort between IBM and CMU. The design of the ARTS OS Varsion 1.0 allows sclection of any onc of scveral
communication protocol stacks including RTCN and Fthernet.  This facilitates performance evaluation of these pro-
tocol stacks for the hard real-time application environment.

The importance of the RTCN research prototype is that RTCN and its predecessor (currently in use on ANBSY 1)
are the only LANSs that have been explicitly designed from inception to suppory rate monotonic scheduling of commu-
nications both at the message and packet level throughout the protocol stack. not just at the media access level. In
short, RTCN is the only fiber optic LAN that is available for prototyping and mcasuring the quanutative benefits
associated with using rate monotonic scheduling across the entircty of a real-time distributed system.

IBM has provided an RTCN LAN to the Soflware Engincering Institute (SEI) in support of SCI's.Real-Time Sched-
uling in Ada Project and in the near future IBM will provide another sct of hardware to the ARTS project at CMU in
support of joint NOSC, ONR, and IBM funded hard real-time distriputed system research.  This is an integrated
systems approach to the problem including scheduling algorithm  development, OS kernel development, and
schcdulability analysis and response time performance moniloring capabililics.

For a number of years, researchers in the academic community have asked for requirements refated to Department of
Defense (DoD) real-time system applications (cspecially, those rescarchers supporting the Office of Naval Rescarch s
Real-Time System Initiative). These requirements have gencrally been unavailable to academic rescarchers because of
the classified nature of the projects concerned. Without some meaningful charicierization of these ypes of systemns
academic researchers cannot be sure they are addressing problecms relevant to the Dol)/Navy community and the
DoD)/Navy community cannot benefit as it might from their cfforts in the critival arca of distributed hard dJeadline
real-time systems. This paper altempts to address this problem, it provides distilled funclional requirements for threc
synthetic real-ime systems. These systems are functionaliy similar to those that might be found on future U.S.
Navy surface ships and submarines. They include an acouslic sensor sysfem scenario driven by highly periodic proc-
essing, a combat information center scenario driven by man machine interface processing, and a radar system scenario
driven by threat loading.

The scenario specifications are intended to be used for real-time distributed systems architecture rescarch. Software
systems designed to meet the specifications given by these scenarios will cxlibit the complexity and timing constrants
that can be expected to be found in a varicly of future Navy piatforms. The scenarios are intended to be used as
workload benchmarks for comparing algorithms for managing <hared sysiem resources in a disliibuted real-ime cnwi-
ronment. The specific systems described however are contrived. Their functional deseriptions have heen taken
from open literature. This data rcpresents no specific system cither deployed. under development, or proposed.
however, they are based on many years of expcrience in working with such sysiems and they arce taored to match the
laboratury resources that might be available to university rescarchers. Because different rescarchers will e working
with cquipments having greally sarying capacitics, the processor and communication laadings are scalable via key,
scenario dependent, paramcters such as the number of heams, the number of opcrators, the nmnher of 1argels, the rate
at which operators page displays, the rate at which ncw threats appear, cic.

‘These distributed real-time scenarios assume that the rescarch testbed systems contain target apphcalion processors
interconnected by a Local Arca Network (ILAN). Since cach scenario has been parameterized <o the commumecation
and processing resource requirtements can he scaled up a1 down, this allows tescarchers 1o find the nuiizaton levele
where response time faifures (for individual tasks and messages) oceur usng thar proposed schedubmg techmquets).
This “breakdown™ ulilization is a figure of merit which is useful for comparing resulls on sinulas or divergent testheds,
for the same or diffcrent scheduling algorithms, and acros< i viriclv of rescarch feams.,

Iy

1 'Flus research has been performed for the Office of Naval Research (ONRY as past of we Distibited Real e Systeme recearch
contract with 1BM under Office of Naval Research Canteact NOMNIA RR .0 145




The organization of the paper is as follows. Scctions 2. 3, and 4 cach describes one of the three scenarios.  There are
two subsections for cach scenario. The first subscction describes the operating environment. the mussion, human oper-
ator, and interfaces, and ctiterion for sclecling hardware. The sccond subsection gives the requiremients {processing,
response lime, and data flow) by function, along with the sizc and rate of cach required dataflow. Scction S describes
an implementation of the first scenario whercin Gie functicnal requirements arc mapped onto a speatfic system architec-
ture and schedulability analysis results are discussed. Using the cxample provides in scction 5 other rescarchiers can
arrive at their own architecture for this as well as the other two scenarios.

In addition to this paper, a spreadshect is available for cach scenario. The spreadshest prosvudes the means for

assigning response times to the messages and tasks running on the testbeds in a manner that meets the tming require-
ments for each scenario. For the first scenario this information is contained in the tables presented in scction S.

2.0 _Submarine Pa:sive Sanar

This section describes a submarine passive sonar system. Tho data processing clements involved arc Gpical of those
found in detection and tracking systems on submarines, surface ships, »r airplancs.

2.1 A Passive Sonar System

Sonar equipment is used for dctermining the presence, location, or naturc of objects in the sca from underwater sound
the objects emit. (10) Active sonar transmits an acoustic signal which, when reflecled fram a target, provides the *onar
recciver with a signal. Based on ..is received signal, detcctions and position cstimates arc made.  Passive sonar bascs
its delection and eslimation on sounds which emanate from the target ilsclf. (3)

In passive sonar, and the receiving subsystem of active sonar, the reccived acoustic waveform from caci. hydrophone
consists of one or more signals and background noise. The hydrophone converts the acoustic waveform to an clee-
tronic signal. The signals are amplificd, filtered, sampled, and digitized in a signal conditioner.  The digitized
hydrophone outputs from the signal conditioner are combined by a digital beamformer to form a <ct of "beamz”™. A
beam increases the sound from the beam dircction and reduces the sound from other dircctions. Beam data are then
processed to obtain detection and estimation statistics. Bascd on the values of these slatistics, the system decides where
targets are located. Detected targets are tracked by modifying the beamformer paramcters and “steering” a beam
toward the target.

A detected target is also analyzed.  Analysis will include classification. d.stinguishing a signal rcturnced ffom a target
with regard to the type of target that produced the signal. A target is clzssified by the signal frequency spectrum and
dynamics (e.g., a school of fish versus a submarine) of its target signal.
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Figure 1. Submarine Sonar Processing Resources

The system described below is designed to delect and track submarine targets which can operate at any speed from
to 15 knots at any depth from 0 to 500 feet. The target sound source is assunced to consist of vibranonal harmonics
from rotating machincry with a nominal rotation rate of 2400 RPN Therefore, it is cxpected that the returnced signal
from a submarine contains a fundamental 4011z component and the first three harmonics.

The data processing load for a sonar system is roughly proportional to the number of hydrophones, number of beams,
and the sample rate. The larger the array of hydrophonces the greater the beamnformer gam and the greater the
detection range. The finer the beam width, the finer the display sesolution which assists in resolving multiple targets
even though they appear close together. Some of the beams arc uscd for detection displays, seme for Iracking targets,
and some just for listening. Typically the number of detection beams is fixed, so the delection processing load +aiics
little over time. The number of steered tracker beams may change as targets come and go. When the number of
tracker beams is changed, the tracking load changes proportionally.

Figure | shows the nominal configuration of standard compuler resources.  The Signal Conditioning and the
Beamforming funclions arce performed in non standard. custom built hardware.  This custom bwit cquipment is
channel attached to a standard processor. All of the standard processors within the system are nctwaorac } together.
External cquipment is attached to standard processors Ly channcls at pomnts determined by the way the funclions arc
partitioned. In this configuration, the analog audio output is . sumed iu he wedeng ireely fren he standard
processors attached to the custom hardwarc. An alternative design vBl bess cabling wonld be ta use the digital data
path for the audio data and perform the recenstruction at the workdations. fhis wouni! requic o high degree of clacl,
synchronization between the workstations and the custom cquipment in order to mect the lming requircmends of
section 2.2.8. In this configuration the timing requirement of scction 2.2.8 must only be met wihin o singlc processor,
not between processors connected by the LAN.,

This configuration is chosen to fit the passive sonar system’s mission and (nvironment. Size and power are important
criterion for sclecting the processing cquipment  Fquipment spaces are usually cramped and gt s difficult to 1un
cabling. Il there is a problem with the reactor. the svatem must operate on the linnted power available from the ship s
batterics. Power consumplion also creates heat, heat requires conling, and cooling can make aconstic nose. Lguip-
ment weight is not normally a significan! consiraint.

Another critcrion is that the sysiem should use as few unispre cyuipment types as pracical. s reduoces the life cycle
costs by reducing the number of different spare parts kept on Tand amd by mcarcasig the production volume.  The
system should be able to run ndefinitely, that i<, it< avaibibline C3ith o dedined fevel of performance) shoukd be near
unity.  Some performance degradation duting maintenance fime is pormitted, bt the entie swstem <hould nevee be
powered off or rcinitialized during normal operations.




In bricf, the criterion for sclecting preferred computer equipment are:

The higher the processing density, the betier.
The smalicr, the better.

The less heat, the better.

The fewer types, the better.

The higher the availability, the better.

2.2 Data Processing for Passive Sonar

The time critical processing functions arc shown in Figure 2. These include:

.
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The processing and 10 requirements are specificd bu.ow. When this scenario is uscd for tests, the load on the com-

Signal Conditioning
Beamforming
Detection

Tracking
Analysis/Classification
Stabilization

Time Synchronization
Audio

puter resource may be varied by changing the performance paramciers.  Fhese are:

S

N - the total number of formed beams.
K - the number of hydrophones

Nt - the number of tracking beams.
Na - the number of audio heams.

Nd - the number of delection heams.
Nc - the number of analysis beams.
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Figure 2. Passive Sonzs Interfaces




in a real s,°tem, these paramelers would he fixed and resources would be added until timing 1equirements were reli-
ably met.

The response lime requirements arc given in terms of when data caters or leaves the system. A liming requircnent
stated for onc function may imply timing constraints on othcr funcuons. Thus the timing <equirement for the Track
function limits the time the beamforming can take. Figurc X shows the relationship between the functions and the
system response time requircments.

2.2.1_Signal Conditioning: The Signal Conditioning function (SC) contains amplifiers, analog filters, avtomatic gain
control, sample and hold circuits, and A/I) converlers.

SC amplifics, filters, and converts the hydrophones’ signals inte synchronous, discrete time samples. This praduces the
data and timing that drives the rest of the system. SC is perfurmed in special puipose hardware that praduces samples
at 512 ilz. That is, the voltage amplitude is sampled from ecach hydraphonce 512 times a sccond. (3)

Sce Figure 3.

2.2.2 Beamforming: The Declay and Sum Beamforming function (BI) dclays the time samples from cach
hydrophone, scales and sums them. This increases the Signal to Noise Ratio (SNR) for signals from specific directions.

BF will stabilize beams by changing the beam delays to correct for sensor position and reflect the new direction of
teacker beams. BF then sums the weighted samples to form the heams. All of the scasors are used to compute cach
beam. BF is also performed in special purpose hardware.

Input

» Time - Current lime, date, and sampling pulsc.
 Steer - Updated dclay cocflicients for aiming the tracker heams.
» Position - Location and attitude vectors of platform and scnsors.

Timing Requirements BF computes heams fast enough to keep up with the Signal Conditioning, The heam samples
arc blocked into messages frequently cnough to mect the timing requirements of Defechion, Track, and Awdio Recon-
struction. The position data uscd to stabilize beams must be less than 0.5 seconds old. Sce Figure 3.

Output

» DetectBeams - Acoustic amplitude time samples for detection.
» TrackBeams - Acoustic amplitude time samples for tracking.
» AudioBeams - Acoustic amplitude time samples for lisiening,
« ClassBeams - Acoustic amplitude time samplcs for analysis.

2.2.3 Detection: The Detection function (DET) formals beams to allow an operator 1o find new signals,

input

» DetectBeams - Acoustic amplitude time samples for delection.
» DetectSclects - Threshold sclections and cursor position.
+ Position - Location and atiitude vectors of platform and scnsurs.

Processing DLT compares the amplitude of the beams to sclected thsholds, changing the data units to levels or
quanta. This requantized data is integrated over time, filtered. and formativd for dicpla,. Only a pornon of the infor.
mation is displayed for every heam. Additional information aboul particubar Leams is provided 1o the display when the
operator makes a sclection with the display cursor, Procescing will require 105N thousand msiruction per sccond

(KIDS).

Timing Requirements Delcction display data shall he sent at feast four hmes a sccond. The display of defection data
shall be synchronized to within 100 milliscconds of the Audio data. Sce Tigore .

Output

+ DeteetDisplay - Time hearing plots of signal <trength.

2.2.4 Track: The Track function (I'R) steers heams o follow fageels of interear,




input

» TrackBeams - Acoustic amplitude time samples for tracking.
* Time - Currcnt lime, date, and sampling pulsc.
* TrackSelects - Tracker assignments and display options,

Processing TR shall use the track beams to compute cstimated hearing and bearing rale for assigned tracks. TR shall
forward the results of these computation both as Track records and as plots. TR shall update the direction of the
Track beams to follow the targets. The computations will require about 10°Nt KIPS.

Timing Requirements Track beam directions nced to be wpdated to heep targets from being, fost. Timely feedback is
essential. Less than one sccond shall clapse from when a beam <ample is taken, and the informaon from that sample
is used to form subsequent beams. Sce Figure 3.

Qutput

* Tracks - Estimated bearing, bearing rate, and notations.
+ TrackDisplay - Tracker location and quality formatted for display.
« Steer - Updated delay cocflicicnis for aiming the tracker beams.

LEGEND
£27 Computation
= Data Flow

Figure 3. Front Lnd Signal Processing
2.2.5 Analysis: The Analysic finclion (1) identilies tareeis of interest.

Input

* ClassBeams - Acoustic inplitude time samples {or analyeis

» Time - Current time, date, and <unpling pulsc.

+ Position - Location and atlitude vectors of platform and <cnsere,
+ ClassSclects - Dicplay option< and compatison c(hoices,




Processing CI. shall compare information from sciccted beams against hnewn tasgels. Aulomatic cmparicons shall
occur continually. Automatic comparisons will take S0°Ne KIS, Speufic comparisens owur upen apcrater scicetion,
Results from the comparison shall appear as annolations on Detection and Frack displays. .\ single compargison will
take 100 thousand instructions (KI).

Timing Requirements Results from specific comparisons shalt be presenicd o the operator within 1 sccond of
selection.

Output

= ClassDisplay - Annetations for the Detection and "Frack displays.

2.2.6_Stabilization: The Stabilization function (IPK) broadcasts the cuerent Incation of the platform anid hydrophones.

Input

» Fix - Navigational position. attitude, heading, and speed.

Processing 'K shall computce atlitude vectars for the platform and scasors. hic resulfing position data shall he sent to
cach of the other functions. Each computation will take 10 K1,

Timing Requirements Position information shall reach the functions within 200 mifliscconds 7 the fix heing taken.

Qutput

« Position - Location and attitude vectors of platform and scnsors.

2.27 Time Synchronization: The Time Synachranization function (1S) provides the current time throughout the
system.

Pracessing TS will superimposc the current GMT inte the stecam of timing pulses. and pass ihic resulting time wfor-
mation to each of the other funclions.

Timing Requirements The delivered time signal shall be accurate enough to satisfy the Frack rec airements and <teady
cnough to satisly the Audio requirements. The timing pulse will reach the Signal Ceaditioning #.au Beamforming func
tions at 512 + /- 01.00S5 Hiz.

Output

* “Iime - Current Gme, date, and sampling pulse.

2.2.8 Reconstructed Audio: The Reconstructed Audio function (AU) provides high fidclity filtered audio signais
along a beam of interest.

Input

* AudioBlcams - Acoustic amplitude time samples for liciening.

Processing AU shall reconstruct an analog signal from the beom data and present the signal to the operators
headphones.

Timing Requirements. Figurc 3 shows the timing requiremcants for the AU funclion. Synthecized audio shall be pre-
senled to the operatar within 100 milliscconds of the correspasding display data. Since Tugh fiddity reconstraction s
cssential, the rezonstructed signal iy slip no mare than (L10 <cconds in flive hours.

Qutput

* Sound - Aralog signal for aperator’s headphones.




Table 1. The data flows

Signal Description Rate (117) Sire (Bytes)

Samples 32 bit samples for cach clement cach secondd. 512 3K

ime Puise indicaling when to take cach sample. Maximum si12 1 bit

deilt of + /- 10E.06.

DetectBeams Blocks of 32 bit heam samples for detection. 312 TBD ™D
samples per beam per sceond.

TrackBeans Blocks of 32 hit samples for Tracking. S12 samples per | TBD 1an
beam per sccond.

ClassBeams Blocks of 32 bit beam saunples for Analysis. 512 ™D TBD
samples per beam per sccond.

AudioBeams Blocks of beam samples for Audin. 512 samples per BD inp
beam per second.

DetectDisplay Waterfalling detection data. May be replicated. 4 2°N\Nd

Steer Updated weights for the Track heams. TRD IK°Nte

Tracks Current status of the targets of interest. > 1 63Nt

TrackDisplay 64 bytes of fight reading per Track heam per secand. Tan ™mn
May be replicated.

ClassDisplay 4096 bytes of frequency data per analysis heam per -4 ™mn
cecond. May be replicated.

Position Latitude, longitude, pointing and velocily vectars for < 16 X2
the platform.

Time GMT encaded anto the sampling clock. TBD £

Sound High Fidclity analog waveform. May be replicated. Analog NiA

Signal Analog waveform from cach hydrophone. Analog NiA

Fix Input from gyroscope. 16 24

GMT Greenwich Mean Time from external clock. 1 24

Gain Control zsitings for zlarting the signal conditiening. Aperiodic 8000

DetectSclects Input from the Dectection operator. May be replicated. > 10 ]

TrackScleets Input from Teack operator. May be replicated. ~4 F2)

ClassSelcets Input from Analysis aperator. May he replicated. “1 32

AudioSclects fnput from the operator. May he replicaled. >0 ]

The data flows within the systcm arc shown in Table 1. Redundant lows (for Gl recovery), and syslern management
data flows arc not shown. In additian o this real time fralfic, the systam will buae to support occasional file transfers
of up to 10 Mcegabytes in lengih.

When mulliple operaters arc ucing displays. cach wil! have o wparatc <t of beadphones, input devices, and cideo
surfaces. Data flows that have {o he reproduced <cparatedy for ciach adive vperator are marhed VL he seplicaied”,

As lang as the respense fime sequirements are met, the hlacking factors and mcssage fransder rates for many data lowe
arc fairly arbitrary, Tor these lows, the description shows how much data mnst be mosed and the sizec and rates ace

marked TBD".

3.0 _Submarine CIC

This <cction deserihes 4 cambat information center. The svelem i< described a5 on g <ubmanne but € tpical of
command and control or survallince svalems on cubmarines, <urkice <hips, ar L,
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3.1 Combat Information Center

The information center provides a focus for all collected tactical infor mation and platform status. The center iy pically
has up to 20 workstations. Eadh worksiation can access and display any ar all of the sysiem data. This  data  may
include cverything going on within hundreds of miles. Al surface. air, and sub surface fargets may be platted apainst

true geographical coordinates and topography. A full track history is kept for cach farget. All dicplays are kept
current. (6)

The amount of data collected. ils format (text, audio, or vidco), and the number of active epcrators determince the data

processing load. Note that an “aperator” may be a backgroumd processor apphing dassification or corrclation algo-
rithms to the arriving reports.

All the workstations in the CIC operate on the main track file. The track file contains the current information on the
position and identity of ail ships. aircrafl, and submarines of interert to - wn ship. Information within the track file i
updated many times a second. (5) A single function called Track Update ficlds the individual hanges and disiributes
the current tracks to the workstations cvery two seconds.

Each workstation combines the current track information with data from the sy=iem database for dispiay.  ach
display is cither static or-interactive.. On_a.static display. the_new.reports are shawn on_a fixed background. On an
interactive display, an operator is actively pulling morc information from the system database as new tracks arrive,
Many display formats arc possible. Each format requires different data clements.

Many of the cquipment sclection criterion arc a result of triing to make the operators as productive as possible.
Display consoles must fic responsive and comfortable. It should be casy 1o replace any of the system data with an
update. It should he casy to allow a forcign system to “ing in” and cither read or deposit ncw information.

Space and power arc important criterion. The system should use as few unigue cquipment part types as possible. ‘This
reduces the life cycle costs by reducing the number of dificrent sparc paris hept on hand. e system <hould be able to
keep running for long perinds of time. Some amount of scheduled maintenance fime is permitied.

In bricf, the criterion for sclecting preferred computer equipment arc:

* The more responsive cach workstation, the hester.
* The more that can be replaced, the better.

* The smallcr, the better.

* The cooler, the better.

* The fewer part types, the hetter.,

* The longer it opcerates, the hetter.

Figure 4 shows the configuration of standard compuler resaurces for this scenario. The operators” display waerkstations
arc attached to the LAN. The other sysicms are channel attachicd to the standard processors at points delermined hy
how the functions arc partitioncd.
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3.2 Data Processing for CIC
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Figure 5. CIC Interfaces

The tlime critical processing functions include:
» Track Update
» Overiay Management
* Weapons Monitoring
* Position Kecping
+ Time Synchronization
The databases are:
» CIC laformation Repository
The processing and 10 requirements are specificd in the fallowing Ierme:

* Vs - the number of different sensar swiles.
» Nc - the numhes of aperatars sicering curcars. Movning the cursor aroumd the wreen grncates 2 query for fext
information. The results appear in a popoup window.,

Np - the numbier of aperatnrs paging. A page sclecion exlracis an image feom the Jdatahuase,
ines the image and (hased on what is faund) sclects another page.

Rp - the caic an operator fips through pages. The fimes an eprialer chartes In farn In g nen paze 5 3 random
VaAn3me,

Ix epcralor czam

3.2.§ Track Update: Ihc Track Update function {1 U} manages the colley fion amd distzibution of daly on targels of
inferest.

Input

» Tracks - Track parameclers frem a single sensor
» ‘Tine - Current time and date
+ Pasition - Location, velocity, amd atlitnde veelors.




&

Processing TU shall collect tracks from the different sensor suites, reconcile dilferent sensors tracking the same target.,
and apply these updates to the track file. TR shall distributed the updated track file on a regular basis "The processing
will require 50*Ns KIPS. Updates to the track file must be serializable.  While the track file might be distributed
across several standard processors and updates applicd to different parts of the track file cuncurrently, the interleaved
updates must produce the same result as some serial application of these updates. (2)

.

Timing Requirements Tracks will be kept current cnough to support the Ovetlay Management and Weapons Moni-
toring (unctions.

Output
+ TrackFile - All current target tracks.
» TrackUpdales - Current position of targets of interest.

3.2.2 Overlay Management: The Overlay Management function (OV) extracts geographic and intelligence data from
the system database for the displays.

Input

+ PageSelect - Choice of new image.

« InfoSelect - Choice of new readout.

+ Position - Location, velocity, and attitude vectors.
+ Text Data - Information for a readout.

+ Image Data - Information for a page display.

~-

Processing OV shall retricve and format system data. Any operator can view any system data (cg. any target in the
track file). Preparing an read out will require 10 to 100 KI. Preparing a new page will require 20 to 40 K1.

Timing Requirements Readouls shall be returned to the display within 0.1 seconds. Page images shall be returned i
within 0.5 seconds. New tracks shall be less than 3 seconds old.

Output

* Readout - Pop-up text for the track picked by the display cursor.
+ Image - Pixel data formatted for display.
+ DataRequesis - Navigational fix

3.2.3 Weapons Monitoring: The Wcapons Monitoring function (WM) provides the data and timing nceded by the
weapons. -

Input

+ WpnSclect - Choice of weapon conliguration.
» WpnStatus - Current state of cach weapon.
» Targets - Current position of cach target.

Processing WM shall pass configuration and aiming commands to the active weapons as direcled by the operator’s
choices. WM shall provide current track data on cperator scledted targets AR shall report the status of any active
weapons to both the operators” workstalions and the sysiem databasc.

Timing Requirements Updated tracks shall reach the weapons within 05 seconds of being reported by the sensors,
Status shall be displayed within 1.0 second of being reported by the weapons,

Output -

s WpnDisplay - Display of weapon status and tracks.
« WpnOrders - Steering, Positioning, and configuration commands.
« Wpatlistory - Current and projected stale of cach weapon.

3.2.4 Position Keeping: [he Position Keeping function (PK) broadetsts the current Tocation of the plitform and
hiydrophones,

input

+ Fix - Navigational fix



&

Processing PK shall compute attitude vectors for the platform and weapons. The tesulling position data shall be sent
to the database.

Timing Requirements Position information shall reach the weapons within 200 milliscconds of the fix being taken.

QOutput

* Position - Location, velocity, and attitude vectors.
.

3.25 Time Synchronization: The Time Synchromization function (18) provides the current time throughout the
system.

Processing TS shall broadcast the current time and date to cach of the other lunctions.

Timing Requirements Time kept by any two computers within the sysiem shall differ by no more than [0 milliscconds.
Time marks are received from the clock at a 1 11z rate. If the standard processors arc cxecuting a lime protocol such
as NTP (7) the time need only be broadcast every few minutes since the system can allow several hiours to pass for
initial synchronization to become established.

e - .
P »

Output

+ ‘Time - Current fime and date.

Table 2. The Data Flows
Signal Description Rate (Hz) Size (Bytes)
InfoSeclect Choice of new readout data. 2*Ne 30
DataRequest Queries from Qverlay Management for data. 2*Ne+ Rp*Np 100
Targets Current target position and characteristics. 0.5 1K
WpnOrders Weapons scttings and steering commands { 32
WpnDisplay Current weapons status. >1 64
ImageData Image retrieved from the database. Rp*Np ™M
TextData Textual data retrieved from the database. 2*Ne 100
Wpnilistory Running commentary on weapon status. 0.1 1K
WpnStatus Current weapon stale. 1 32
WpnSelect Weapon display choices. Aperiodic 50
PageSelect Choice of new imnage. Rp*Np 50
Fix Input from gyroscope. 16 24
GMT Greenwich Mcan Time from exicrnal clock. 1 24
Image Pixel data ready for display. Rp*Np 1M
Position Latitude, longitude, pointing and velocity vectors for 16 kP
the platform.
Readout Text for cursor readout display. 2'Ne S0
Time Greenwich Mcean ‘Time. D &
TrackFile The enlire current track file. 0.5 M
TrackUpdates Changes in the tracks from cach sensor suile, Ns 1K
Tracks Updates to the tracks from cach sensor suite, 1BD. Ns* 1K

The data flows within the systern are shown in {able 2 Redundant flows (for fault recovery), and system management
data flows are not shown. In addition to this real time traffic, the systens wll have 1o support occasional file transfers
of up to 100 Megabytes in lengih.

As fong as the response time 1equirements are mct, the Mocking Ladors and miessage toansfer rates for many data {flows
are (aitly arbiteary. For these flows, the dosaiiption shows Tnw much data st be imoved and the sz and rates are
marked “TBD",




4.0 Surface Ship Radar

This section describes a phased array radar system. The system is described as shipboatd.  The system is typical
of missile search, spacecraft tracking, and air defense systems, both ship and land based.

4.1 A Phased Array Radar System

A phased array radar uses a fixed antenna to project narrow beams of energy, cach beam in a brief instant at a
particular point. These pencil like beams (dwells) scarch partticular volumes of space according to a computer con-
trolled search plan. Signal processing is applied to the return fiom a single dwell to detect a target against background

clutter and jamming. The information on detccted targets are passed lo data processing where tracks are developed
and targets tdentified. (8)

When a track is classified as a threat and cngaged, the radar scarch plan is modificd to more frequently dwell on the
larget. This improves the quality of the track provided to the fire control system. The more targets detected and
engaged, the more effective this system.(6)

In addition to air defense, this system can be used for air and sea traffic control and surveillance. |, Tor all of these
tasks, the number of objects simultancously tracked is important. The number of current tracks and the number of
engaged targets largely determine the level of dala processing load.

An anti-air combat system must fight under a wide range of conditions. A threat may be Jetected over the horizon by
an off-board sensor. Threats may be high to fow flying, fast or slow. The system may have to coardinate with other
defensive mechanisms. Different taclics and rules of cngagement may be in effect.

As described below, the combat system is defending a ship against fow-flying mach 5 missiles using a counter missile
with a minimum effective range of 4000 meters and a fly-out time of 4 scconds. Tor cach threat, a shoot.look /shoot
declrine is assumed. The system has 15 to 27 seconds from detecling a missile to destroy it.
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Figure 6, Sueface Ship Radar Processing Resources

Vigure 6 shows the configuration of standard compulter icsomces for this scenatio. I a real system there will be
additional attachments for operator displays, but as described thire are no time cimical display processes and these
conncclions are omulled.  The radar cquipment is assumed 1 be atbached 1o standard processors through shared
memory. This is done to meet the tliming requirements of section 12,3,
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Many of € e equipment sclection criterion are due to the system being installed on a surface ship. Since the radar
array, missile magazine, and launcher arc bulky, space and weight are nol constraints on the computer equipment.
The system should use as few unique cquipment part types as possible. Tins reduces ihie life cycle costs by reducing the
number of different spare parts kept on hand. The system nceds to be able to survive combat damage. A shell or
missile hit can destroy all the cquipment within several meters.  The system should be able to keep 1unning for long
periods of time.  Some amount of scheduled maintenance time is permitted.

In brief, the criterion for selecting preferred computer equipment are:

* The more tracks, the better.

¢ The fewer part types, the beltter.

* The more that can be damaged without loss of critical functions, the beller.
+ The longer it operates, the better.

4.2 Data Processing for Surface Ship Radar
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MISSILE

ENGAGE

et

RADAR

Figure 7. Surface Ship *adar Interfaces

The time critical processing functions include:

* Detect Track

* Track Initiation

+ Scarch Control

* Track and Identification
+ Engage Target

+ Position Keeping

+ Time Synchronization

+ Intercept

The processing and 10 requirements are specified in the following terms:




e T - the number of aclive tracks.
+ M - the rate hostiles arc {ound.

These two terms are related random variables.

4.2.1 Detection: The Detection function (DET) thresholds the 1eturns,

Input

* Returns - Amplitude of the completed radar dwells.
« Time - Current time and date.
+ Position - Location, velocity, and attitude vectors.

Processing DET accepts and stores returns from cach dwell, When enough successive returns have been accumulated
from each range gate, filters arc formed separating clutter signals from target signals. Processing requires 100 KIPS.

Timing Requirements. Thresholded dwells are blocked into messages frequently enough to satisfy the T'rack Initiation
liming requircments.

Output *

¢+ Scans - Dwell return in the projected target direction.
+ Finds - Dwell returns above a sclected threshold.

4.2.2 Track Initiation: The Track Initiation function (T'R) applics arca thresholding.

Input
* Finds - Dwell returns above a selected threshold.
* Time - Current time and date.

Processing TR counts the number of reporls above the detection threshold in a limited area. 1arge groups of point
sources (e.g. bird flocks or dccoys) are climinated. This requires 100*// KIPS

Timing Requirements TR eliminates spurious tracks from the sct of targets within 30 seconds of initial detection. Tor
some targets the analysis will produce ambiguous results. Up to 25 scconds worth of data may be nceded to definitely
climinate a track. Thus, to mcel this requirement the TR processing must be completed within S scconds. In addition.
TR is producing tracks for Track Identification as shown in Figure 8.

Output

» Tracks - Targets to eliminate as spurious.
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Figure 8. The Radar Scenario Timing Requirements

4.2.3 Search Control: _The Search Control function (SC) schedules the radar dweils.

input

* Requests - Request for a scries of radar dwells.
+ Position - Location, velocity, and attitude vectors.
» Time - Current time and date.

Processing SC accepts requests for radar dwells. The requests arc built into a schedule of radar dwells. This schedule
is passed to the radar. This will require 900 KIPS.

Tiiming Requirements Aiming instructions are calculated at 1500 {12,

Qutput

¢+ Aim - Schedule of upcoming radar dweclls.

4.2.4 Track ldentification: The Track Ideatification function (1)) estimates the motion of targels.

Input

+ Scans - Dwell return in the projected target dircetion.
+ ‘Tracks - Targets to climinate as spurious.
+ Time - Current time and date.

Processing 11 takes raw cstimales of target position and computes smooth 1Y present position, 2) present veloaly, and
3) predicted position estimates. T his requires 1H00° 7 KIPS.

Timing Requirements Request for dwells will be produced from data at most 0.2 ccconds old.




Output

* Requests - Request for a series of radar dwells.
* Targets - Current track of hostile targets.

4.2.5 Engagement: The Engagement function (EG) decides which targets to attack.

Input ;

* Targets - Current track of hoslile targets.
* Time - Current time and date.

Pracessing EN applies the current tactical doctrinc. The threat poscd by largets is evaluated. If automatic engagement
is permitted, EN decides when to fire. This requires 8* T KIPS.

Timing Requirements EN will cvaluate a new target’s threat within 0.5 scconds.

Output

+ FireOrders - Orders for launching missiles. ,

4.2.6 Position Keeping: The Position Keeping function (PK) broadcasts the current location of the platform and
sensors.

Input h

* Fix - Navigational fix

Processing PK shall compute atlitude veclors for the platform and weapons. The resulting position data shall be sent
to the database.

Timing Requirements Position information shall reach the weapons within 200 milliscconds of the {ix being taken.

Output

* Position - Location, velocity, and attitude vectors.

4.2.7 Time Synchronization: The Time Synchronization function (TS) provides the current time throughout the
system.

Processing TS shall broadcast the current ime and date to cach of the other functions. This will require 50 KIPS.

Timing Requirements Time kept by any two compuiters within the system shall differ by no morc than 10 milliscconds.

Output

* Time - Current ime and date.

4.2.8 Intercept: The Intercept funclion (1X) steers missiles to erlacied targets.

Input

» FireOrders - Orders for launching missilcs.

+ WpnStatus - Current state of cach weapon. -
* Time - Current lime and date.

+ Position - Location. velocily, and altitude vectors.

+ Results - Radar returns from the missiles.

Processing X configures and launches missiles as ditected by the Engage funciion. In flight missles aic tracked. Ter-
minal Hiumination is scheduled. Effectiveness is assessed. Vhis requires 40° 77 KPS,

Timing Requirements Requests for dwells to track in-flight missiles will be issued at 4 {1z

Output

* Steer - Steering, positioning, and conliguration comminads,
* Requests - Request for a series of radar dwells,




Table 3. The Data Flows
Signal l Description Rate (117) Size (Bytes)
Finds Freshly detected flying objects. 10 1001t
Scans Dwell rcturn in the projected target dircction. 10 007
Tracks Intended sequence of locations. t 20011
Aim Schedule of upcoming dwells. 1500 400
Targets Current hostile target tracks. ~2 100°T
FireOrders Orders to engage specilic targets. Aperiodic 64
Position Latitude, longitude, pointing apd velor ‘ v for <16 2

the platform.
Time Greenwich Mean Time. T ~10.5 8
Requests {from 1D) Dwelis to identify a target. o 20 0T
Steer Missile configuration and position comm:: = i0 4000
Requests (from IX) Terminal Hlumination dwells. ) 4 400.
Results | Radar returns near launched missiles. 20 1000
Fix Input from gyroscope. 16 24
GMT Greenwich Mean Time from external clock. I 24
Returns Digitized radar returns. 300 2000
WpnStatns Current state of cach weapon 20 4000

5.0 Submarine Passive Sonar Scenario Immplementation

The submarine passive sonar scenario is implemented to exccule under the ARTS operating system. ARTS provides
"a predictable, analyzable, and reliable distributed real time compuling environment.” (9) 142 sonar application and
ARTS operating system run on SUN 3/1402 target machines. Network communicalions are pr.vided by Lthernet or
the Real-Time Communications Network (RTCN).3

The sonar application transmits messages between three CPU=. Messages that originale from or flow outside of the
standard compuler resources tllustrated in i or: | are not transmilted. The allocation of processing to CPU is speci-
fied by the spreadsheet accompanying the sonar scenario description. Additionally, the spreadshicet defines the message
rates, task rates and response times that fulfill the scenario requirements.

A computationai entity under ARTS is called an artobject. (9) An artobject is implemented for cach message scnt or
received within the standard computer resources. The artobject creates a single, penodic task (a thread) to send or
receive the message and perform associated computation. Since the protocol being used to pass messages hlocks exe-
cution of the thread receiving or sending the message, the one thread per message design was chosen for simplicity.
Fach receir ing ask is implemented by an ARTS server thread, cach sending task by an ARTS client thread. The
compultation Gme of each thread is simulated by running a C Whetstone (1) benchmark program that has been modi-
ficd 1o cxccute cne thousand non-floating point instructions.  Tasks that do not send or reccive a message are imple-
mented by combining their cxccution time with another process in the CPU running at the same rate. Message sizes
and task computation lime are paramcterized to vary with system performance paramclers.

Table 4, Table 5 and Table 6 describe the tasks (threads) ruoning in ¢ JPUL their liming requirements, mes<ages
and computation time. The task and message priorities arc indicated as well. Priosilics are assigned Liccording to the
rale monotonic (4) scheduling algorithm. A description of the table contents follows:

+ “Task” conlains a descriptive name of the task funclion.

+ “Kljeycle™ is the number of kilo insteuctions cxccuted each periodic oyele by the task. 16 message size varies
according to performance parameters, the formula is indicatcd. The values of the perforn.nae parameters nsed
follow:

-  Number of track beams (N{) = §

¥ Sun Microsystems, Inc.

3 IBM Corp.




— Number of audio beams (Na) = 6

= Number of detection heams (Nd) = 50
— Number of analysis bcams (Nc) = §
— Beamformer Rate (BF) = 4

“Task resp” represents the amount of time the task has to complete ils processing alter it is started cach cycle. The
task response time is limited to the task period in this implcmentation. but in cases where the response lime is
actually larger than the period, the response lime is listed in parenthesis.

“Message™ provides a description of the data.
“Msg resp” provides the amount of time the message may take to be transmitted.
"Task Rate” is the periodic cycle time of the task. ‘This is also the message rate, if A message is heing passed.

“S/R (msg pri)” indicates whether the task is Sending or Receiving the message. The message prionitics are listed
in parenthesis for each send message for RTCN and Fthernet.  Message priorily is determined on a system basis
based on the cflective message rate. The cffective message rate is the higher of the actual message rate or the
message response rate. The fastest effective message rate is assigned the highest priority.  Ties are arbitrarily
broken. Message prioritics for RTCN range from a high of 230 to a low of 30. Uthernet message priorilics range
from a high of 00 to a low of 7.

“Size” is the message size in byles. If the message size varies according to performance paramcters, the formula is
indicated. The performance paramcters are listed above.

“Priorily” is the task priority. This valuc is computed based on the task rate and task response ime using rate
monotonic priorily assignments. The task set is excculed with the ARIS scheduling policy sct to fixed. The task
priorities for each CPU are computed independently.  The highest priority is assigned to the task with the highest
effective task rate. The eflective task rate is the higher of the task rate or the task response time. Ties arc arbi-
trarily broken. Thread prioritics range from a high of 0 to a low of 127.




Table 4. Tasks in CPU |1
Task Kt/ Task resp AMecsapr Meg eep T3tk SIR {mse Sire 4l Prinntly
Cxcle tms) {me) Rale thr) )
Update Steering *** M ({3°Na) 100 (200) AudiaSelects 100 n R 4% (R° N s
Speafic Companson g 200 ClassSelects no Aper (6) R 2 10
Speafic Comp 2 N'A 250 {300) ClassDisplay 0 3 S {1R2;3) L1 R
(1024 +
Ne)
Estimate Tracks® 8.3 (SNt 20 Tracks WA 4 £ {17616) A0 12
“BF) {16° N0
Recompute Delays® A3 (S*Nt 280 {S00) none 4 -
BFY
Torm Sample 1 ¢ N'A o] Ctassfieams 250 4 S {1RM:S) 10 (2°Ne} ’
Fotm Sample 2 ¥ N'A 100 TrackBeams 250 L] S (178/5) 10 {2°Nt) ]
Cormat Display*® 15 20 DetectDusplay 0 L] S (1%4/4) inn i
{1perid / (2°Nd)
BF)
Rebuild Sound*® Aespry 250 {300) none 4 -
Adjust Clock #4 3 125 {400) Time 100 L R R 9
Receive New Fax 44 2 0 Position 100 R R n b3
Form Sample 3 **° NIA 160 TrackSelects & inn 10 R Mo 3
DetectSelects
+ * Estimate Tracks and Recompute Delays were combined into one task: Rate = 4 hz, KI = 10*NuBrI.

+ ** Format Display and Rebuild Sound were combined into onc task: Rate = 4 hz, KI = (10°Nd, B+ (10.81).

» *** Update Steering and Form Sample 3 were combined into one task. Rate = 17 hz, KI = 24, Mcssage Size =

(8*Na)+ 64, Priority = 3.

* # Form Sample | and lorm Sample 2 were combined irto onc task: Rate = 4 hz, \lessage Size =

(2*Nc)+ (2*Nt), Priority = 7.

* fi# Adjust Clock and Receive New Fix were combined into one task: Rate = 8 hz, KI = 5, Meesage Size = 40,
Response = 50 ms. Priority = 2.




Table 5. Tasks in CPU 2
Tack Kt/ Task resp Meccape Meg resp Fack SIR tmeg Size 1hy Prionty
Cycle (ms) {me) Rate thr) pri)
Get Cursor*® 12 (2°Na) 100 AudioSelects 100 {1} S (20611 ag {R*N1) 4
Update Cursor** 10 100 (200) TrackSelects 100 In S{0:m 1% 3
Update Cursor*® 16 100 (200) DeteaSelects 100 19 s 43 -
Comparison Request 5 100 ClassSelects 30 Aper i 6) sS4 32 3
Display Companison s 100 CtassDisplay 200 4 R 120 7
{1928 *
Ne)
Automatic Companson 62.5 230 ClassBeams 2450 4 R WNe 10
hidd (50*Ne/
BF)
Estimate Tracks *°** 6.3 (5°Nt 250 TrackBeams 250 4 R 1Nt 1
/ BF)
Show Det Display® 3 160 DetectDisplay nn 4 R inn [
[ hbd}
Show Track Display® 5 0o none 4 -
Adjust Clock 3 125 (4n0) Time 100 R R N 9
Receive New Fix 2 50 Position 100 8 R 12 2

» * Show Dect Display and Show Track Display were combined into onc task: Rate = 4 hz, KI = 13,

+ ** Update Cursor for track and detection and Get Cursor were combined into one task. Rate = 10 hz, KI
(2*Na)+ 36, Message size = (8*Na)+ 64, Priority = 3.

* *** Automatic Comparison and [stimate Tracks were combincd into onc task: Rate = 4 hz, KI
(50*Nc/BF)+ (S*Nt/BTF), Message size = (Nc*2)+ (Nt*2), Priority = 10.




Table 6. Tasks in CPU 3

Task K1} Tatk reep Mestage Vg reep Tak SIR (meg Skre th) f'rienty
Cycle (ms) {ms) Rale thr} prit

Forward Tracks S 100 Tracks NIA 4 R 0 n

{Nt*15)

Build Time Message® 3 125 (400) Time 100 R S (1R&7%) 3 12

Adjust Clock® 3 125 (400) none R

Compute Attitude** 10 50 Position 100 2 S (1R872) 32 6

Reccive New Fix*® 2 50 none R

* * Build Time Mcssage and Adjust Clock were combined into one task: Rate = 8 hz, KI = 6.

+ ** Compute Attitude and Receive New Fix were combined into one task: Rate = 8 hz, KI = 12.

Scheduler 1-2-3, a tool that can determine the schedulability of a task <ct (9) was run on each CPU load. The results
are shown in Figure 9. The aperiodic tasks in CPU 1 and 2 were nol included in the analysis, since a sporadic server
is not available in our pre-release version of the tool. With the performance paramelters specified, CPU | defines a
77% CPU load. CPU 2 defines an 82% load and CPU 3, 31°%; all the CPUs are schedulable according to the rate
monotonic closed form analysis capability-of Scheduler 1-2-3. The 1ask period used was the shorler of the task rate or
the task response lime. Lxccution times were based on the amount of time the K1 routine required to run on the SUN
3/140. Times smaller than the clock granularity were assumed to he | millisecond per K1 as a worse case, though tests
showed the.CPU time to be slightly faster.

Simulations run using Scheduler 1-2-3 showed approximately the same results as the  fosed form analysis when using
the rate monotonic scheduling policy. Simulations showed that CPU 1 and CPU 2 were not scheddlable if the FIFQ
scheduling policy was used. Tigure 9 shows the CPU utilization for each CPU as computed by the closed form anal-
ysis and the simulations. The number of missed deadlines is indicated for the F1FFO simulations.
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Figure 9. Scheduler 1-2-3 Resuits for the Passive Sonar Scenario




6.0 Summary

Three scenarios have been described and an architecture for one has been ddfined and analyscd. Tach is funclionally
similar to what can be expected in future Navy systems. ach has been parameterized so that the requnred processing
resources can he scaled up or down. The spreadshect contains nominaf values chosen to produce a modcerate load on a
testbed of three, 3 MIP machines. Our analysis for scenario 1 was based on having three 1 NP machines. The
parameters were adjusted accordingly so that the utilizations Jid not excced 1000”5 and the task set was schedulable.

The resources required to support the Submarine Passive Sonar scenario Jepend on the number of Ly drephones and
the number and type of formed beams. The more phones and beams, the more resources required.  The resources
required 1o carry out the functions of the Submarine CIC scenario depend on the number of operators. The Surface
Ship Radar scenario resources depend on the number of tracks held. [he spreadshecets referred to in this paper may
be obtained from Dr. Janc Lui at the Unmiverity of Hlinois, Urbana. As cxperience is gained in using these scenarios we
anlicipate that they will be refined and other interesting examples will be generated by the research community.
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