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The spatial arrangements of atoms near surfaces and interfaces determine the
chemical, electronic and mechanical properties of materials in ways that cannot
be simply predicted from a knowledge of bulk properties. For example,
processes such as epitaxial growth of thin films and catalytic reactions are
sensitive functions of surface structure and composition.

Most of our knowledge about surfaces has been acquired from studies of
the surfaces of highly crystalline metals and semiconductors. Consequently,
these materials are fairly well understood. However, significant gaps remain in
understanding of other materials and. in particular, real surfaces such as those
of non-crystalline materials like polymers. The surface properties of oxides
and carbides are dominated by the presence of defects and are only beginning
to be understood. Furthermore, real surfaces are often formed in metastable
structural states rather than in thermodynamic equilibrium. With the recent
introduction of direct imaging techniques like scanning tunneling microscopy
(STM) and low energy electron microscopy (LFEM), there has been a rapid
increase in research directed toward understanding the noncrystalline aspects of
surface structure. Surface defects range from atomic scale defects such as
impurities and vacancies to macroscopic imperfections such as grain
boundaries. Diffusion, nucleation, growth. and chemical reactivity are
sensitive to the presence of surface defects of both mesoscopic and microscopic
extent. This chapter places more emphasis on surface defects than can be
found in most other introductory discussions of surface structure. The reader
is assumed to be familiar with the basic concepts of bulk thermodynamics, bulk
crystallography, and bulk condensed matter physics [1].

6.1. IDEAL SURFACES OF CRYSTALLINE .MATERIALS

We begin with a useful conceptual model - the ideal surface. Ideal surfaces
have translational symmetry in directions parallel to the surface and contain no
imperfections.

The simplest ideal surfaces are called singular surfaces. They have the
structures that would form if a perfect bulk crystal could be cut to expose the
atoms of an {hkl} plane at the surface without allowing them to adjust to their
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new environment by relaxing from their bulk positions. Because their atoms
have the same arrangement as bulk planes. singular surfaces are also called (1 x
1) surfaces. Singular surfaces do not exist in nature but the structures of the
close-packed surfaces of many face-centered-cubic (fcc) and body-centered-
cubic (bcc) metals have lateral structures that are nearly singular. A singular
surface is identified by its Miller indices (hkl). As examples, fig. 6.1 shows

Figure 6.1. Structural models of low index sin,,r"i' l ,ar._.
of fcc and bcc crystals. The unfilled circles represent
atoms in the surface layer, the lightly shaded circles are
atoms in the second layer, and the dark circles are atoms
in the third layer. The arrows indicate directions in each
surface.

geometrical models of the (111), (110), and (100) surfaces of fcc and bcc
crystals. In the case of fcc surfaces, the density of surface atoms is highest for
(111), lower for (100), and lowest for (110). For bcc surfaces the (110)
surface is most densely packed. (100) is more open. and (11) is very open -
atoms in the third layer are exposed. Determination of the singular surface
structures of other crystal types such as the diamond and hexagonal-close-
packed (hcp) lattices is left as an exercise.

The structure of an (hkl) singular surface is classified according to its
two-dimensional Bravais lattice type. A two dimensional Bravais !at--.ce
consists of an infinite planar array of points, each of which can be transformed
into any other by the translation operator

T=hal +ka, (1)

where h and k are the two-dimensional Miller indices. The surface analogue of
the bulk unit cell is the unit mesh: it is defined by its unit mesh vectors a, and
a. Figure 6.2 shows the unit meshes of the five possible Bravais lattices

Figure 6.2. The five two dimensional Bravais Lattices. The
angle 0 should always chosen to be greater than 900.
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which, when combined with T, have the property that they can completely
cover a plane. The set of individual atoms located inside each unit mesh is
called the basis of the surface structure. Although it is not necessary to choose
the coordinate system so that one of the atoms of the basis coincides with the
origin, it is often convenient to do so. In the case of the simple surface
structures shown in fig. 6.1. each basis consists of a single atom. More
complex structures are also common. For example, the (100) surface of the
NaC1 structure, fig. 6.3, has a two atom basis - in this case chosen with one

Figure 6.3. The (100) surface of a crystal with the NaC1
structure. The primitive unit mesh is outlined in the
upper left comer.

atom at the origin of the unit mesh and the other at its center. The distribution
of atoms in the unit mesh may also have additional symmetry properties under
1-, 2-, 3-, 4-, and 6-fold rotations, reflections, and glide lines. However, it
can be proved that there are only 17 unique combinations of these symmetry
operations with the five Bravais lattices; these are called the two dimensional
space groups [2]. In other words, all possible surface crystal structures must
belong to one of these 17 space groups.

6.1 a. Relaxations

Atoms near a surface are located in very asymmetric environments. Thus, the
bulk positions no longer correspond to the lowest energy state. This drives the
surface atoms into new locations that correspond to the state of minimum free
energy. In the simplest cases, only small displacements from singular positions
are needed to achieve the equilibrium structure. The most common
displacement is relaxation. In this case, the structure of each plane of atoms
parallel to the surface remains singular, but the spacings between the outermost
few planes change from the bulk value.

In cases such as inert gas crystals, where the forces between atoms can
be accurately approximated by pairwise central potentials, the interplanar
relaxation is always an expansion. The outermost layer of atoms is most
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strongly affected and expansions of several percent are common [3]. The
magnitude of the expansion decays to zero within a few layers.

Inward relaxations, or contractions, of the interplanar spacing also occur.
especially for more open surface structures such as the (110) surfaces of fcc
metals. Detailed experimental studies show that the interplanar spacings near a
(110) surface decay in an oscillatory manner for at least three layers. The
spacing between the first and second layers is contracted by 512 whereas that
between the second and third layers is expanded by 523 which has smaller
magnitude; i.e. 16t21 > 1523 1. Values of 612 and 623 have been measured for
Al(1 10), Cu(110), and Cu(100) [4].

For contractions to be possible. the interatomic potentials must vary near
the surface. One cause of variation is due to a redistribution of electrons.
Finnis and Heine [5] developed the simple model illustrated in fig. 6.4 to

Figure 6.4. The Finnis-Heine nodel for suirface contraction.
(a) The surface created by maintaining the bulk charge
distribution around each ion at the surface. Each square
is a bulk Wigner-Seitz cell. (b) Redistribution of the
conduction electrons to smooth the surface. The ion
cores are still in their bulk locations. (c) Inward
displacement of the ion cores to a position of
equilibrium.

demonstrate how such a redistribution causes contraction. Far from the
surface, the conduction electrons are symmetrically distributed inside each
Wigner-Seitz cell and they screen the ion cores resulting in a net attractive
interaction between neighboring cells. If this arrangement is assumed to
extend right up to the surface as shown in fig. 6.4a. the electrons would be in a
highly unfavorable environment. They lower their kinetic energy by
smoothing the surface as in fig. 6.4b. This creates an asymmetrical electron
distribution that produces a net inward force on the ion cores and causes them
to move toward the bulk and thereby decrease the interatomic spacing (fig.
6.4c). Landman. Hill. and Mostoller [61 have extended the model of Finnis
and Heine to include a realistic electron-ion interaction and a self-consistent
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electron density profile at the surface. Their calculations confirm that the
relaxation should be oscillatory [7].

6.1 b. Structures Due to Adsorption and Segregation

When atoms or molecules are placed on a surface either by adsorption from a

gas phase or by segregation from the underlying bulk phase, it is very common
for highly ordered two dimensional crystalline structures to be formed. This
was noted in 1927 in the original surface structure studies of Davison and

Germer [8]. Often the adsorbed species form a separate layer on top of
substrate atoms; fig. 6.5a shows a ball model example

Figure 6.5. Examples of ordered overlayer structures. (a)
Ni(111)-(2 x 2)-H. (b) Ti(100)-(1 x 3)-O. (c)Ti(001)-
(1 x 1)-N.

for H adsorbed on the Ni( 111) surface [9]. In other cases, such as 0 adsorbed

on Ta(100) , fig. 6.5b, the adsorbed atoms can mix into the top layer of the
substrate [10] or. as is the case for N on Ti(001), fig. 6.5c, even form a new
layer below the surface [11]. In other systems, adsorption causes major
structural changes in the substrate atoms. Hydrogen adsorption on Ni(1 10) is
one example [12].

The amount of a foreign material adsorbed onto a surface is expressed as
a coverage 9 where 9 is usually defined as the number of adsorbed atoms or

molecules per unit area divided by the number of substrate surface atoms per
unit area of the clean surface. Using this convention, the H coverage in fig.
6.5a is 9 = 0.25 and the 0 coverage in fig. 6.5b is 9 = 1/3.

As for the clean surface, the structure of any ordered overlayer can be
characterized by its two dimensional Bravais lattice (fig. 6.2), its unit mesh
vectors b, and b2, and by the positions of the atoms within the unit mesh. An
overlayer unit mesh is normally defined with respect to the unit mesh (a1 , a.)

of the substrate surface. Overlayer unit mesh vectors are illustrated in fig. 6.5a
for the H on Ni structure. In simple cases, like fig. 6.5a. for which the angle
between b, and b, is the same as the angle between a, and a2, a notation
developed by Elizabeth A. Wood is used [13]. The general form for this
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notation for an adsorbate Q on the (hkl) surface of substrate A with overlayer

mesh vectors Ib11= nialI and 1b2.1 = miazi, is

A(hkl)-(n x m)R(0)-Q (2)

where R(6) indicates the angle 6 (measured in degrees) between b, and a,. If 6
is zero, the R(6) term is dropped. The structure in fig. 6.5a is thus denoted as
a Ni(1 1)-(2 x 2)-H structure with a two atom basis. A few other examples of
the Wood notation are shown in fig. 6.6. Figure 6.6a is an overlayer on a

Figure 6.6. Examples of overlayer unit meshes. (a) (V*5 x
,15)R(26.57) on a square substrate; (b) c(2 x 2) or (4.2 x
,12)R(45) on a square lattice; (c) A (2,1;0,2) structure
with no Wood equivalent.

square substrate mesh such as the (100) surface of an f.c.c. or b.c.c. material.
It has jbdj= 1 51alj, 1b,_1 = J51a 2I, and 0 = 26.57 degrees so that its Wood notation
is (V/5 x 1"5 )R(26.57). Some structures have several forms in the Wood
notation. The one most often encountered in practice is shown in fig. 6.6b.
The mesh on the left is a c(2 x 2) mesh where the c indicates a centered
structure. The mesh on the right is (12 x 12)R(45). It is left as an exercise to
show that the notation for the structure in fig. 6.5b is Ta(100)-(l x 3)-O and
that for fig. 6.5c is Ti(001)-(1 x 1)-N.

The overlayer lattice in fig. 6.6c cannot be described by the Wood
notation since the angle between b, and b, is not equal to that between a, and
a2. A second, more general notation which includes cases like fig. 6.6.c and is
also more useful in making transformations between real space and reciprocal
space representations is the matrix notation originally proposed by Park and
Madden [14]. Since

b= m, a, + ml:az (3a)
and

b. = m-la + ma 2, (3b)

every overlayer mesh cai be described by the matrix
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M = (mi, M:; m21,m22). (4)

Only the primitive unit meshes are used in the matrix notation and the
determinant of M is always a positive number equal to the ratio of the
overlayer mesh area to the substrate mesh area. Each of the meshes in fig. 6.5
can be described using the matrix notation. For the (N5 x /5)R(26.57) lattice,
fig. 6.6a, M = (2, 1; -1, 2) and det M = 5. For the c(2 x 2) lattice of fig. 6.6b,
M = (1, 1; -1, 1) and det M = 2. Each of these three meshes is an example of a
Simple Lattice. Simple lattices are those for which each element of M is an
integer and the determinant of M is an integer. Simple lattices have the
property that if one lattice site of the overlayer coincides with a substrate
lattice site then so do all other overlayer lattice sites. Simple lattices often
occur when a single type of adsorption site is occupied by the adsorbed species
and when the interaction between the adsorbate and the substrate is stronger
than the adsorbate-adsorbate interaction. Many atoms and molecules adsorb at
sites on the substrate that have high symmetry; fig. 6.7 shows models of the

Figure 6.7. Various types of adsorption sites on the low index fcc and
bcc surfaces or tig. 6.1. The black dots represent adsorbed atoms.
Sites labeled OT are on-top adsorption. Hollow sites with high
symmetry are indicated by H. Bridge sites are indicated by B if
all possible sites are the same. otherwise there are long-bridge LB
and short-bridge SB sites depending on tne relative distance
between the substrate atoms.

important high symmetry adsorption sites on bcc and fcc surfaces. The more
densely packed surfaces have fewer types of high symmetry sites whereas open
surfaces like the bcc (111) have a wider variety.

Another class of overlayer lattices are the coincidence lattices for which
some of the elements of M are rational numbers and det M is a simple fraction.
At coverages near 0.67 monolayer. a (1.5, 0: 0.5, 1) coincidence structure
occurs for N2 adsorption on a Ni(1 10) surface [15]. Figure 6.8 shows the unit
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Figure 6.8. A (1.5, 0: 0.5, 1) structure. The adsorbate
molecules occupy both on-top and short-bridge sites.

mesh of this structure. Coincidence lattices have the property that there is no
orientation of the overlayer for which every overlayer lattice point coincides
with a substrate lattice point. Coincidence lattices can occur when several
types of adsorption site are simultaneously occupied or when adatom-adatom
interactions are of comparable strength to adatom-substrate interactions.

The third class of overlayer structures are incoherent or incommensurate
lattices. In this class some elements of M and det M are irrational numbers.
Incommensurate lattices are typically formed when the interaction between the
adsorbate atoms is stronger than their interaction with the substrate and are
often observed for submonolayers of inert gases.

It is important to realize that neither the Wood notation nor the matrix
notation contain any information about either the number of atoms or their
locations within the unit mesh. This information must be obtained from
detailed structure determinations. A large fraction of the research in the area
of surface crystallography has been devoted to the development of improved
techniques and their application to more and more complex structures. Atom
locations are usually extracted from the data assuming that the surface is free
of defects and imperfections. Current technology can determine interatomic
bond lengths to a precision of about 0.01 nm or better. The bond lengths at
surfaces typically lie within the range observed for similar bonds in molecular
and bulk compounds as demonstrated in fig. 6.9. Several compilations of
surface structures are available [7,16].

Figure 6.9. Comparison of bond lengths for surface structures
(arrows,) with ranges of bond lengths found in bulk
compounds and molecules (boxes). After reference 7.

6.1 c. Reconstructions

Many clean surfaces take on structures that differ substantially from the ones
predicted from the underlying bulk structure. Such surfaces are said to be
reconstructed. The (7 x 7) reconstruction of Si( Ill) is probably the most well
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known and complicated example of a reconstructed surface and is shown in

fig. Simpler reconstructions also occur. For the (100) surface of Ir. the
surface atoms form a nearly hexagonal (111) layer which is slightly distorted
by interactions with the underlying (100) layers [17]. Au(100) and Pt(100)
have similar reconstructions. In these three examples. the atomic density of
the surface laver is larger than in the bulk. For other reconstructions, like the
(1 x 2) reconstruction of the (110) surfaces of Au. Pt. and Ir. the
reconstructed layer has a reduced density [18-20]. The unreconstructed (110)
surfaces of fcc materials consists of rows of close-packed atoms parallel to the
[1,-l,0] direction as illustrated in fig. 6.1. Figure 6.10 shows an end-on view
of a ball model of the reconstructed Au(1 10)- I x 2)

Figure 6.10. A ball model of the Au(110)-(1 x 2)
reconstruction (after ref. 20). Arrows indicate the
direction of shifts from singular positions.

surface. This type of (1 x 2) reconstruction is called a missing row structure
because every other row of surface atoms has been removed. Reconstruction
of the surface laver also causes subsurface atoms to shift from their singular
positions, primarily by pairing of [1,-1.0] rows of atoms in the second layer.
in response to the loss of neighbors in the surface layer.

Theoretical studies [21-23] of metal surface reconstruction show that d-
electron interactions must be included in a realistic way to account for the
experimental result that clean Au, Pt, and Ir (110) surfaces have the (1 x 2)
reconstruction but Ag, Cu. and Ni do not. The models used are very sensitive
to higher order contributions to the interatomic potential such as three body
interactions and have not yet succeeded in calculating every detail of the
structure such as the direction of displacements in the second layer.

Most surfaces of elemental and compound semiconductors are also
reconstructed. Because bonds in semiconductors are more directed than in
metals or ionic crystals. the major contribution made to the surface en-'rgy in
forming a new piece of semiconductor surface, say by cleavage, is the energy
required to break those bonds that cross the interface. These broken bonds are
directed out of the surface and are called dangling bonds. The free energy of
the surface can usually be lowered by reconstruction to a new structure in
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which the number of broken bonds has been reduced. This process is called
rehybridizanion. On the Si(100) surface rehybridization leads to the formation
of symmetric dimers which lie on a (2 x 1) reconstructed lattice as illustrated
in fig. 5 1 1. This book contains several other examples of semiconductor

Figure 6.11. An STM image of the Si(100)-(2 x 1 )
reconstruction [24]. Each number along the side marks
a row of dimers. A unit mesh of the reconstructed
surface is also shown. The surface region shown also
has numerous defects.

reconstructions in Figs. . Some reconstructions such as the Si( 11)-(7 x

7) involve complex rearrangements of the uppermost several layers of atoms.
Tight-binding methods have been developed to provide a semi-quantitative
theoretical basis for many of the experimentally observed reconstructions [25].

Surface reconstructions can also be induced by adsorption. If CO is
adsorbed on the clean Pt(1 10)-(1 x 2) surface, the missing row structure is
destroyed. This process has been studied by Gritsch et al. [126] and one of their
beautiful STM images illustrating an intermediate stage of the deconstruction
of the (1 x 2) structure is shown in fig. 6.12. A second example of adsorption

Figure 6.12. The STM image on the left shows a "hole"
induced in the reconstructed Pt(1 10)-(1 x 2) surface by
the adsorption of CO [26]. The CO molecule is not
visible in the image. A ball model is shown on the right.

induced changes in the surface structure of the substrate is provided by
hydrogen adsorption on Ni(i 10) and Pd(1 10) surfaces. H- causes adjacent [1,-
1,0] rows of surface metal atoms to move closer together and form a (1 x 2)
"paired-row" structure [12, 27].

In some cases, extremely small changes in surface composition are
sufficient to induce reconstructions. For example, very small amounts of alkali
metal adsorbates (8 < 0.2) cause the (110) surfaces of Cu and Ag to reconstruct

into a (1 x 2) missing row structure [28]. For compounds or alloys such as
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Cu3Au, the equilibrium surface composition is often different from the bulk

composition and this can lead to changes in surface order[29].

6.1 d. Surface Electronic Structure.

The electronic properties of surfaces are discussed in some detail in other

portions of this book. In this chapter, we wish to point out that the atomic

arraignment and the electronic properties of surfaces are intimately

interrelated. If the atomic positions are altered, the electronic properties will

also be changed and visa versa. The sensitivity of the surfaces of Cu(1 10) and

Ag(1 10) to reconstruction in the presence of very small amounts of alkali

metals mentioned above is probably caused by change in the electronic
structure.

The importance of the coupling between the atomic and electronic

structures is apparent in the Schr6dinger equation for the many electron
system:

H Wj(rR) = Ejtpj(r,R) (5)

where

N-1 K:- n I n-I n N N-1 N -

m-I i-I jpi Ni-t I Mr1 - I- M'>M 11

Both the electronic wavefunctions ipj(rR) and the Hamiltonian H depend not
only on the positions ri of the electrons but also on the positions Rj and charges

ZM of the nuclei. The wj(rR) for a given set of boundary conditions are

determined by a self-consistent solution of eqn. 5. For real systems, this
problem is most often too complex to be solved exactly but numerous, usually

computer intensive, approximate methods have been developed [30].
This close relationship between the atomic positions and electronic

properties of a surface is especially important for techniques like STM that

measure electronic quantities and try to deduce the atomic structure from them.

For example, certain atoms can appear in or disappear from an STM image

mm
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depending on the portions of the electronic density of states that are being

sampled. This important point is discussed in detail in Chapters

6.2. THERMODYNAMIC PROPERTIES OF SURFACES

6.2 a. Surface Energy and Surface Structure.

The reversible work required to form a unit area of new surface of a given

orientation { hkl } at constant volume, temperature, and chemical potential Pi of

each of the components is called the surface energy y(hkl). For solids, y(hkl)

lies in the range 0.1 J/m2 to 2.5 J/m [31,32]. The magnitude of y(hkl) for an

(hkl) surface is intimately related to its atomic structure; atoms near the surface
have fewer neighbors and different geometrical configurations than atoms in

the bulk.
Interatomic bonds form because they lower the internal energy U of the

participating atoms. The magnitude of U can be estimated by considering a
simple model with only nearest neighbor interactions of strength e. The bond

energy is shared between the atoms so that the internal energy of each atom is
lowered by s/2 for every bond it forms. For example, atoms at an fcc (111)

surface have only nine nearest neighbors compared to twelve in the bulk. Each

surface atom has three less bonds which results in an excess internal energy of
3(/2) per surface atom. An estimate of e can be obtained from the latent heat

of sublimation Ls since, if one mole of bulk solid is vaporized, 12NA bonds are

broken. Thus the internal energy per atom for a (111) surface is on the order
of

U(111) - 0.25 Ls/NA. (6)

This crude model ignores interactions due to higher order neighbors, assumes
that the value of s is the same for surface and bulk atoms, and does not include

entropic or pressure-volume contributions to y(hkl); i. e.

J" y(hkl)dA = U + PV -TS. (7)
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None the less, it does account for the relative differences in y(hkl) between

different materials and for the fact that less dense surfaces of a material have
lower y(hkl).

Reliable measurements of y(hkl) are difficult because even fractions of a

monolayer of an impurity can change y(hkl) by amounts which are larger than

the variation between faces. Thus, accurate values are available for only a few
materials. The effect of orientation and temperature on y(hkl) is illustrated for

the case of Pb in fig. 6.13.

Figure 6.13. y(hkl) for lead at several temperatures [33]. The
data are normalized to (1 11).

The equilibrium shape of a crystal in contact with its vapor at constant
temperature and volume is that shape for which the total energy associated with
the surface is minimized [32] and is given by the minimum of the integral

f y(hkl)dA. (8)

At low temperatures, the equilibrium shapes are regular polyhedra whose facets
are made up of low index surfaces such as { 111 } and { 100}. It seems that the
edges at the intersection of two facets can be either sharp or rounded but only a
few reliable measurements are available. Since y(hkl) changes with

temperature, the fraction of the surface due to a particular {hkl} will also
change with temperature. Nearer the melting point, as can be seen from fig.
6.13, the differences in y(hkl) for nearby {hkl} are reduced and large regions

of curved surface are possible. In the case of Pb near its melting point, fig.
6.14, the equilibrium shape is nearly spherical; there are no { 10 1} facets and

Figure 6.14. Scanning electron micrographs of a small Pb
crystal. (a) Near its melting point; T = 599 K [34]. The
larger flat facets are ( 111 } surfaces and the smaller ones

L_ are { 100} surfaces. (b) A slightly larger crystal showing
the increase in surface topographical structures that
occurs at lower temperature: T = 373 K. (Courtesy of A.
Pavlovska).
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only small { 11 } and { 100} facets. For liquids, atoms are no longer fixed at
crystalline sites so that each point on the surface will have the minimum value
of y; i.e. y has no angular dependence and the equilibrium shape is a sphere.

6.2 b. Phase Diagrams

The ordered overlayer structures and reconstructed surfaces discussed
above are examples of discrete surface phases. In addition to crystalline
phases, it is also common to observe liquid, and gaseous phases. Each surface
phase is stable over only a limited range of thermodynamic variables such as
temperature, coverage, or gas pressure. The range of thermodynamic
parameters over which any phase can exist in thermodynamic equilibrium is
conveniently summarized in a phase diagram, such as that for 0 adsorbed on
Ni(1 11), shown in fig. 6.15 [35]. The ranges of T and E over which each of

Figure. 6.15. Equilibrium phase diagram for O-Ni(1 11) [35].

the various phases exist are delineated by lines called phase boundaries. The
regions labeled Gas, p(2 x 2), and (913 x13)R(30) in which only one phase
occurs are called single, or pure, phase regions. If two phases are present
simultaneously, the region is called a coexistence region. The regions labeled
p(2 x 2) + Gas and p(2 x 2) Antiphase Domains + Liquid in fig. 6.15 are
examples of coexistence regions. The phase diagram for Se-Ni(100) is shown
in fig. 6.16 [36].

Figure 6.16. (a) The equilibrium phase diagram for Se-
Ni(100) [36]. (b) Structure of the p(2 x 2) phase. (c)

Structure of the c(2 x 2) phase The solid circles are Ni
atoms and the open circles are Se atoms. (d) Interactions
between Se atoms at various separations.

The 0-Ni(1 11) system can be considered to be a closed system: i. e. the
O coverage is independent of temperature because 0 atoms are so strongly
bound to the Ni substrate that thermally activated desorption is insignificant
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over the temperature range covered by the phase diagram. At higher
temperatures, the adsorbed atoms could be desorbed into the gas phase,
dissolved into the substrate, or react with the substrate to form new
compounds. For the case of O-Ni( 111), the latter occurs. In cases such as N2

on Ni(1 10) [15] in which desorption occurs, constant coverage can often still
be maintained if a gas phase of the adsorbate is maintained over the sample.
This is impractical for other systems such as Se-Ni(100); in these cases
desorption limits the highest temperature, Tm, at which an equilibrium phase
diagram can be measured. T,, is determined primarily by ED(®J. the coverage
dependent activation energy required to desorb an atom or molecule: ED can

range from a few meV for weakly bound adsorbates like the inert gasses up to
several eV for very reactive adsorbates. The rate of desorption can be
estimated from

de/dt = v exp(-ED/kT) (9)

where k is the Boltzmann constant and the pre-exponential term v depends

upon the detailed desorption mechanism and the attempt frequency. Typically,
is assumed to be on the order of the a vibration frequency (- 101 s-') [37].

There are also practical lower temperatures for which phase equilibrium can be
studied because kinetic processes such as diffusion become too slow for
equilibrium to be reached within a practical time interval. Phase diagrams for
closed systems are determined by measuring the structure as a function of T
and (9. In the case of weakly bound adsorbates. the chemical potential, and

thus the coverage of the system. is controlled by the pressure of the gas phase.
Phase diagrams for these open systems are usually determined by measuring
the surface structure as a function of the substrate temperature and the gas
pressure with the gas phase at room temperature.

The crystallographic structure of each phase and the precise locations of
its phase boundaries are determined by the interactions of the adsorbate atoms
with each other and with substrate atoms. If the structures of the phases are
known, the sequence in which they form as E) is increased provides direct

information about the relative interaction strengths between pairs of adsorbate
atoms on various possible adsorption sites. For example, fig. 6.16 shows the
phase diagram for Se adsorbed on Ni(100) and the atomic structures of the p(2
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x 2) and c(2 x 2) phases. The figure also defines the interaction energies
between Se adsorbed on first, second, and third nearest neighbor sites. In the
p(2 x 2) phase, first and second nearest neighbor sites are not occupied by Se.
Therefore, the interaction E3 must be more attractive than EI or E2. Since the
c(2 x 2) phase forms next, E, must be more attractive than E1 . Thus, E3 < E,
< E3. The numerical values of these energies can be estimated using various
statistical mechanical techniques in which the values of the Ei are adjusted until
an acceptable fit to the measured phase boundaries is obtained [38].

A limit to the maximum number of phases p that can coexist on a
surface is given by the Gibbs' phase rule [39]. The number of independent
variables or the number of degrees of freedom f for a system with c
components and p phases is

f= c - p + 2. (10)

In the examples of Figs. 6.15 and 6.16, c = 1. Therefore. in single phase
regions (p = 1) like the p(2 x 2) and c(2 x 2) phases, f = 2. This result means
that there are two independent variables for each of these phases; in this case
they are T and (9. At the phase boundary between two phases (p = 2), f = 1.
Thus, once either 8 or T is fixed, the other is uniquely determined. Three
phases can only occur for unique value of T and (9 since f = 0. The Gibbs'
phase rule is especially useful in constructing phase diagrams from
experimental data since it is usually impractical to characterize a system at
every point in its phase diagram.

6.2 c. Phase Transitions

The structure of a surface is profoundly changed whenever it undergoes a
transition between two phases. Furthermore, the structural changes induced by
the phase transition cause changes in other important physical and chemical
properties such as mass transport and reactivity.

One useful classification of phase transitions is based upon the properties
of the Gibbs free energy

G = U + PV -TS + yA = H - TS + yA = E.uiN (1 1)
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where H is the enthalpy, A is the surface area. Ni the number of moles of

component i. and p the chemical potential of component i. A transition is said

to befirst order if any of the first derivatives of G - e. g. dG/aT)N.A and

dG/dP)T.N.A - are discontinuous, as illustrated in fig. 6.17a. Since, from the

Figure 6.17. Temperature dependence of the Gibbs free
energy G and the enthalpy H for (A) a first-order phase
transition and (B) a second order phase transition.

combined first and second laws of thermodynamics

dG = VdP - SdT + E pidNi + ydA, (12)

aG/OT).NA = - S. dG/P').N., = V, etc., first order transitions have

discontinuous changes in V, S, pi, and y. First order transitions also have a
latent heat of transformation AH because the enthalpy, H = U + PV, is also

discontinuous at the transition. The crystal structure also changes abruptly and

every region of the surface is distinctly in one phase or the other. Fig. 6.18

Figure 6.18. (a) Coexisting regions of (7 x 7) and (1 x 1)
phases on a slightly stepped Si(1 11) surface [40]. The
dark areas are (7 x 7) and the light regions are (I x t).
(b) Schematic illustration of the structure along the line
AB in (a). (Courtesy of Y. Yagi.)

shows a reflection electron microscope image recorded during the first order (1
x 1) - to - (7 x 7) transition on the Si( 11l) surface [40]. The dark regions
have already transformed to the (7 x 7) phase and the light regions are still in
the (1 x 1) phase.

Second order phase transitions have continuous first derivatives of G but
discontinuous second derivatives, fig. 6.17b. Thus, they have no latent heat.
The concepts of symmetry and universality are central to the understanding of
second order phase transitions between surface phases [41,42]. To understand
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them. we begin with a discussion of how to quantify the degree of order in a
surface.

Degree of Order in Surface Phases.

Surface order changes during a phase transition. Three measurable quantities
that are used to measure this change are the order parameter (t, the pair
correlation function <nnj>, and the correlation length &. These quantiticG can
be defined in terms of a lattice gas of particles adsorbed on a lattice described
by unit mesh vectors a, and a, and having adsorption sites at positions r i =
mlial + ma2 where m1i and m,_i are integers. In this model, ni, the probability
at any instant that a particular site ri is occupied, is either one or zero; n, = 0,1.
The average occupation probability <n,> is determined by the average of all

possible configurations of the particles, each weighted by its statistical
probability [43]. As the degree of order changes near a phase transition, <n->

also changes.
The order parameter 4, describes the average degree of order at each site

on the lattice as a function of temperature and is therefore closely related to the
structure of the surface. In simple cases (t can be a single quantity such as the
average site occupation <n> or the magnetization. In more complex cases, (t is
a set of functions 4 . Diffraction techniques such as low energy electron

diffraction or grazing incidence x-ray scattering are sensitive probes of the type
and degree of surface order and. for this reason, are commonly used to study
phase transitions [7,44]. In the case of diffraction, it is most convenient to
define the A, in terms of the Fourier coefficients of the average site occupation
probability <ni>. The number of components j of 4 is equal to the number of
terms in this expansion. Consider the example of a (2 x 1) structure on a
square lattice which has a two component (vector) order parameter as shown in
fig. 6.19. In this case. the (2 x 1) and (1 x 2) structures are symmetrically

Figure 6.19. (a) Two symmetry equivalent domains of a (2 x
1) structure on a square lattice. The domain boundary is
marked by the dashed line. (b) The surface Brillouin
zone for (a). The substrate reciprocal mesh vectors are
a,' and a. -. The zone center is at f. The reciprocal
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lattice vectors k, and k, describe the order parameters of

the two (2 x 1) domains. The wave vector q describes
the order parameter of a c(2 x 2) structure.

equivalent and can coexist on the surface. Order parameters that describe these
possibilities are

4 = N-Yj <nj>eiki-rj (13a)

and

= N4 3j <nj>eik2ri (13b)

where N is the number of lattice sites, k, = al*/2 and k, = a,*/2 are reciprocal
lattice vectors characteristic of each possible (2 x 1) lattice as shown in fig.
6.19 b and a,* and a,* are the reciprocal lattice unit mesh vectors of the
substrate. For a perfect (2 x 1) phase (4j = 1/2 and 4h = 0. A c(2 x 2) phase,
fig. 6.6 b, is another possible structure on the same square substrate lattice.
The single component (scalar) order parameter 4h for this structure is
determined by the reciprocal vector q,

4h = N-t: <nj>e iq rj. (13c)

The pair correlation function <nj> gives the probability that the lattice
sites at rj and ri are simultaneously occupied and therefore <nnj> provides more
information about the details of the ordering than does b. Since n, can be
written as a sum of its average value <n,> plus its instantaneous fluctuation &L.
from that average, one obtains

<ninj> = <nh> 2 + <8n,6nj>. (14)

The functional form of <6nb5nj> for a system that contains some amount of
disorder is such that <8n,5nj> decreases as rj and ri become farther apart. The
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length which characterizes this fall-off is called the correlation length .

provides an important measure of the distance over which fluctuations from the
average coverage <r> are correlated.

Diffraction from a Disordered Lattice

If a perfect two-dimensional lattice is illuminated by radiation with wave
vector k, ( 1k1% = 2i/h, where X is the wavelength), diffracted beams are

observed only at values of the scattered wave vectors k that satisfy the Laue
conditions [45]. If a phase transition is taking place on the lattice, disorder is
introduced and intensity is removed from the diffracted beams and
redistributed into other directions. In this situation, there are two components
of the averaged intensity scattered from the lattice [46]:

I C ILRO + x(S) (15)

where S k - k is the scattering vector. Only S,, kil, and k1 , the components
of S, k and k, which are parallel to the plane of the surface, are important.

,RO, the first term in eqn. 15, is the intensity that would be obtained for the
perfectly ordered surface with an atom at every adsorption site but reduced by
the factor V9; i.e.,

Iluo E V 6(S, + Gk) (16)

where Gh are the reciprocal lattice vectors of the two-dimensional Bravais
lattice. x(S), the second term in eqn. 15. is due to the fluctuations:

XS=E ij<6nj~nj>eiS-rij. (17)

In analogy with magnetic systems, X(S) is called the susceptibility. X(S) is a
peaked function and its half-width AS,(1/2) is inversely related to the
correlation length & by

1AS (1/2)1 = 2%/ . (18)
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For the case of continuous phase transitions, the susceptibility can usually
approximated as a Lorentzian function [46]. x(S) = 0 if the surface is
perfectly ordered.

Critical Exponents and Universality

The way in which ILRO and x(S) change in the vicinity of a second order phase
transition can be described by a set of numbers W called critical exponents.
The values of the critical exponents do not depend on the details of the
interatomic potentials but are determined entirely by the symmetry properties
of the surface. A set of empirical rules relating the w to the surface symmetry
was developed by Landau and Lifshitz [47]. Originally it was hoped that there
would be only one set of critical exponents [48]. Instead. because of the
variety of symmetries that can occur, there turn out to be several distinct sets
called universalitv classes. Once the universality class of a particular surface
system is known, its behavior near a second order transition is completely
determined, i.e. membership in a universality class is a necessary condition for
any surface system to undergo a second order phase transition. If a system
does not belong to a universality class, it is impossible for it to have a second
order phase transition. Additionally, even if a system belongs to a universality
class, its phase transitions can still turn out to be first order.

Each critical exponent predicts the variation of specific physical
quantities near the critical temperature of the transition. For example, if FM
is a quantity of interest such as the order parameter, its variation near the
critical temperature T, can be described by a power series expansion

F(t) = Foltj1 + ... (19)

where t a (T - T.)/T, is the reduced temperature and Fo is an amplitude.

Higher order terms in eqn. 19 are usually unimportant as long as T is near
enough to T. The most important universality classes for two-dimensional
systems are listed in Table I along with the values of of their critical
exponents.
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TABLE I

The temperature dependence of the order parameter is described by the
critical exponent 13:

4jt) - oltlo + ... T < Te (20a)
=0. T > T, (20b)

The exponents y and w describe the behavior of x(ASI1, t), eqn. 15. The
amplitude of the susceptibility X(0, t) obeys

X(0, t) XoItlw + ... (21)

and the correlation length is given by

(t) = &,,lt-y + ... (22)

where &, is of the order of a lattice spacing.
Figure 6.20 is a schematic illustration of the variation of ILRo and

Figure 6.20. Effect of the critical exponents on the diffraction
at a second order phase transition [49]. The upper
portion shows ILRo and the amplitude of the

susceptibility X(Ot). The lower portion shows the
angular profiles of diffraction beams just below, at, and
just above T.

x(,Sgt), near T, predicted by eqns. 20 - 22. ILRo falls continuously to zero at
T,. x(O, t) is singular at T, and decreases smoothly on both sides. Far below

T, only the 5-function I.RO contributes to the line profile. As T increases
toward To, ILRo decreases and x(SI, t) becomes significant. At T << To, x(St
t) is low and broad but increases in magnitude and sharpens until at Tc it is the

only contribution to the line profile. As T increases above T€, x(S1, t) again
decreases and broadens. Thus. an accurate measurement of the diffraction line
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profile as a function of temperature near T, can be analyzed to obtain y3 , and

V.

The Au(110)-(1 x 2) reconstructed surface undergoes an order-disorder
transition with critical temperature near 700 K. Symmetry arguments [41,50]
demonstrate that this system should belong to the Ising universality class whose
exponents are listed in Table I. Campuzano et al. studied this transition using
diffraction [46]. Figure 6.21 shows their measurements of X(O, t) along with

Figure 6.21. Critical behavior of the Au(1 10)-(1 x 2) order-
disorder transition [46]. The upper graph corresponds to
the upper portion of fig. 6.20 and shows the temperature
dependence of ILRO and X(O. T). The lower curve show
In-In plots of ILRO, X(0 t). and AS,(1/2) which are used

to determine the critical exponents in Table II.

In-In plots of I.RO, x(0, t), and AS11(1/2) whose slopes determine the exponents
1, y, and v. The results are listed in Table II along with experimental results

TABLE II

for several other reconstructed clean surfaces and chemisorbed overlayers. In
the case of Au(1 10)-(I x 2), experiment confirms that the transition is second
order and belongs to the Ising universality class.

Other types of phase transitions

There are several other types of phase transitions. -f ere we discuss briefly
surface premelting, roughening, and commensurate- incommensurate
transitions.

In the premelting transition, layers of atoms near the surface melt at
lower temperatures than the bulk melting temperature [51]. A widely used
empirical relation originally proposed by Lindemann asserts that melting
occurs when the root-mean-square thermal vibrational amplitude <uz>",-

exceeds about ten percent of the interatomic spacing. Premelting occurs
because the vibrational amplitudes of atoms near a solid surface are typically at
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least fifty percent larger than for atoms in the bulk. The origin of this

enhancement can be understood by examining a linear chain of balls each with
mass m connected by springs with force constants -K. If a ball far from the end
of the chain is displaced from its equilibrium position by Ax. it experiences a
restoring force Fb = -2icAx. Its average kinetic energy is (2 x)<u'b>/ which,

by classical equipartition of energy, is equal to kTI2 where k is the Boltzmann
constant. Thus, <U2b> = kT/2ic. On the other hand, balls at the end of the

chain feel a restoring force of only -KcT because they have neighbors on only

one side. Therefore, these 'surface" balls have a root-mean-square vibrational
amplitude of <us,> = kT/c = 2 <u2b>: i.e. twice the bulk value. This argument
predicts that the surface layer will melt at about 0.7Tn and is qualitatively

correct for real surfaces.
Premelting explains why a solid cannot be superheated above its melting

point. There is no nucleation barrier to formation of the liquid phase because
premelting has already created a nucleus from which the liquid phase can
grow.

Theoretical calculations of premelting, such as the molecular dynamics
simulations shown in fig. 6.22, show that surface melting is expected to be

Figure 6.22. A molecular dynamics simulation for a two-
dimensional slab showing trajectories of the atoms [52].
The bulk melting point is Tm = 0.415F/k. The upper
panel is just below Tm and the lower panel is just above
Tm. (Courtesy of F. Abraham.)

significant only at temperatures very near the melting point. The thickness of
the melted layer exceeds a fe.v raonolayers only when T is within a few
degrees of the melting temperature. In the upper panel of fig. 6.22, the
temperature is 0.9 6 T.. In the center of the slab, each atom follows a trajectory

that remains near its low temperature equilibrium position. However, at either
surfacc, the atoms are able to wander and essentially no crystalline order
remains. In the lower panel, the temperature is 1.0lTm; the slab has clearly
lost both its long range and short range order and has melted. Premelting
transitions are poorly understood and the available experimental studies
indicate that there may actually be several types of premelting behavior.
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The roughening transition is the name given to the spontaneous
formation of steps on a surface and is initiated at the temperature TR at which
the free energy change AF = AU -TAS required to form a step becomes zero

[53]. Atoms at a step edge have fewer nearest neighbors so that step formation
requires that interatomic bonds be oroken at an energy cost of AU per unit
length of step. In a nearest neighbor model, the energy per bond is /2, and
AU = e/2a where a is the interatomic spacing along the step. Step formation

also increases the entropy of the surface particularly if the step edge is not
straight. It is this increase in entropy theat drives AF to zero. In order for the
roughening transition to occur TR must be lower than the melting temperature
Tm. Thus, roughening only occurs for more open surfaces that have low AU;

e. g. the (113) and (115) surfaces of fcc metals [54]. The roughening
transition is distinct from premelting since the surface retains a high degree of
short range order in the roughened phase. Roughening is important in crystal
growth since the steps provid, a high density of sites which provide a template
for nucleation and growth.

The commensurarc-incommensurate transition was originally described
by Frank and van der Merwe [55]. This transition has been studied for a large
number of systems ranging from inert gas overlayers on various substrates to
metallic layers on metals. It is often observed when the interaction between
atoms in the overlayer is of comparable strength to their interaction with the
substrate. At low temperatures or pressures the overlayer lattice is
commensurate with the substrate but at a critical value of T or P, arrays of
domain walls are formed and cause the overlayer lattice to loose registry with
the substrate [56]. Figure 6.23 shows a one dimensional example of a domain

Figure 6.23. Example of an incommensurate phase with a
light domain wall.

wall marked by D. Far from the domain wall. the overlayer atoms remain in

registry with the substrate, but near the wall the overlayer atoms may be
shifted from registry because of their asymmetric environments. A domain
wall like the one in fig. 6.23 that has lower density than the other parts of the
overlayer is called a light wall. Domain walls with higher local density are
called heavy walls. The domain walls may be ordered to form a domain wall
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solid or disordered to form a domain wall fluid. The properties of the
commensurate-incommensurate transition can be described completely in terms
of the interactions between the domain walls and many variations are possible
including such non-intuitive cases as a commensurate solid-to-fluid-to-
incommensurate solid sequence of transitions [15,57].

6.3. DEFECTS AND THE SURFACES OF REAL MATERIALS

So far in this chapter, surfaces have for the most part been assumed to be ideal
crystals and we have ignored the fact that real surfaces always contain a wide
variety of defects and that these defects can significantly alter the behavior of
the surface. A few of the examples already discussed illustrate this point. In
the case of the Si(14)-(7 x 7) - to - (1 x 1) transition, the (7 x 7) phase
nucleates and grows from the top edges of steps as already illustrated in fig.
6.18. The Au(1 10)-(1 x 2) surface, fig. 6.1Oa. is not perfectly ordered and has
various types of defects including regions of (1 x 3) structure. The
Si(100)(lx2) surface shown in 6.11 has numerous defects and the CO induced
reconstruction in fig. 6.12 is really the image of a point defect. Defects are
common.

Surface defects can take on many forms some of which are illustrated
schematically in fig. 6. 24. Point defects include self- and foreign adatoms (A)

Figure 6.24. Types of surface defects. (A) Adatoms, (B)
vacancies, (C), screw dislocations, (D) step edge
adatoms, (E) edge dislocations, (F) step edge vacancies,
(H) steps.

and vacancies (B). Steps (H) are examples of extended defects and can have
their own point defects (D) and (F) that are called kinks. Bulk defects like
edge (E) and screw (C) dislocations can intersect the surface.

Surface defects occur for many reasons. They can be intrinsic to the
surface: in which case they have concentrations that are determined by
thermodynamic or kinetic properties of the material. Defects can be created by
thermal or mechanical stresses during fabrication of the surface. For example,
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in the preparation of low index surfaces, even a slight misalignment of the
crystal will introduce steps. Contamination due to impurities present in the
bulk substrate or to adsorption from the gas or liquid environment is another
common source of defects.

Many solids such as glasses and polymers have little or no crystallinity.
Liquid surfaces also have no long range order. The concepts of surface
crystallography are of little use in describing the surface properties of these
highly non-crystalline materials.

6.3a. Surface Point Defects and Their Properties

Surface point defects such as vacancies and impurity atoms have significant
effects on the surface properties of materials. For example, one-half
monolayer of oxygen adsorbed on a clean W(1 12) surface below 350 K forms
a random structure that orders into a (2 x 1) structure upon heating. The
addition of randomly distributed nitrogen impurities drastically slows down the
kinetics of ordering, breaks the long-range order of the (2 x 1) structure, and
lowers the critical temperature of the (2 x 1) order-disorder transition [58].
Another example is given by adsorption of small amounts of alkali metal atoms
which can not only significantly alter the structure, as already discussed, but
can also change the reactivity of the surface. For example, small amounts of
potassium increase the selectivity of the Fisher-Tropsch reaction towards
higher molecular weight products [59].

Oxides are an good example of materials whose surface properties are
strongly affected by the presence of defects [60]. The bonding in many oxides
is strongly ionic and an important type of point defect is caused by removal of
a surface oxygen ion. This removal creates a vacancy and the cations around it
modify their positions to adjust to their changed environment. In addition, in
order to maintain charge neutrality, one or two electrons become bound to the
vacancy. The electronic properties in the vicinity of an oxygen vacancy are
drastically altered from those of the perfect surface and this in turn changes the
chemical reactivity of the surface. Many oxides are inert to adsorption of
common gases like CO unless defects are present.

Free dislocations, fig. 6.25, provide another way to destroy the
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Figure 6.25. Example of a dislocation pair on a square lattice.

long-range order of a layer of adsorbed atoms and are believed to play a
central role in two dimensional melting of adsorbed layers [61]. A free
dislocation results from the distortions created when an extra partial row of
atoms is added to an ordered structure. Free dislocations interact with each
other through their long-range strain fields and can also be pinned by defects
on the substrate. On an infinite surface, free dislocations must always occur in
pairs. Surface dislocations are also created when a bulk edge dislocation
encounters the surface. Surface electronic and magnetic properties might be
expected to change near a dislocation but there are no studies of this.

The energy required to form various defects like those in fig. 6.24 can
be estimated from the simple nearest neighbor bond model introduced in
Section 6.2a. For example, removal of an atom from the (111) surface of an
fcc crystal requires that a total of nine bonds (six between neighbors in the
surface layer and three with neighbors in the second layer.) be broken. This
requires an energy of u, = 9e/2. However, if the atom is not completely
removed but only placed on top of the (111) surface as a self adatom, three
new bonds are formed. Thus the energy u., to form a vacancy - self adatom
pair is only 36. An even smaller energy is required if the atom is placed at a

step edge or at a kink site on the step edge. Since vacancy-adatom pairs
increase the entropy of the surface, their equilibrium concentration will
increase as the temperature increases. At low concentrations. this fraction of
vacancy-adatom pairs is determined by the Boltzmann factor e-3 AT. In the case
of metals, e is on the order of an electron Volt and the equilibrium
concentration of point defects at room temperature will be small. However,
the preparation of clean, well-ordered surfaces often involves annealing at
temperatures above 1000 K where the vacancy-adatom pair concentration can
be on the order of several percent. If the crystal is quenched too rapidly, this
higher defect concentration will be frozen in

If the defect formation energies are known, the surface configuration at
any temperature can be determined from statistical thermodynamics using
Monte Carlo methods. Figure 6.26 shows a typical result for the case of a
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Figure 6.26. Examples of increasing surface defect density as
a function of temperature in the solid-on-solid model
[62]. (Courtesy of G. H. Gilmer.)

simple cubic crystal with only nearest neighbor interactions for various values
of kT/; [621.

As the densities of various types of defects increase, interactions between
them become important and the energies of defect formation become
concentration dependent. One consequence is that catastrophic changes in the
surface properties can occur. The roughening transition, illustrated by the
simulations in fig. 6.26, is an example. At the roughening temperature, the
density of steps increases dramatically and average width of the crystal-vacuum
interface begins to diverge logarithmically. For open faced (11 n) surfaces of
fcc metals, roughening is found to occur at temperatures in the range 0.STm to
0.75Th.

6.3 b. Extended Surface Defects

Examples of extended surface defects include steps, grain boundaries, and
screw dislocations. Until the advent of STM, steps were the only extended
defects that had been extensively studied experimentally. Ordered arrays of
nearly equally spaced and parallel steps can be created if a crystal surface is
slightly misoriented from a low index plane. By changing the angie of
misorientation, the step density can be varied. This type of slightly
misoriented surface is called a vicinal surface and is specified by the Miller
indices of the bulk planes parallel to it. Because the steps on a vicinal surface
are in uniform arrays, they form a diffraction grating with translational
periodicity different from the non-stepped surface. Thus, ordered step arrays
are easily studied by diffraction and the average values of step height and step
spacing can be directly measured. Stepped surfaces are often modeled by
staircases for which the terraces or treads consist of strips of low-index surface
separated by single or multiple atomic height risers.

Real steps are more complex in their structure as is easily seen in Figs.-
Step edges are not straight and, even on carefully prepared vicinal surfaces,

have numerous kinks along them. Kinks increase the surface entropy and their



W. N. Unerti 3
Surrfam Structur

equilibrium density is determined thermodynamically in analogy to the
spontaneous generation of point defects discussed in the preceding section.

The local environments of atoms at step edges and at kink sites along
step edges are different than the environments of atoms on a perfect surface.
These differences alter the electron densities and thus change the local
electrical and chemical behavior of the surface. For example. the redistributed
charge density at a step edge creates a local dipole moment which in turn
changes the surface work function. This effect has been demonstrated on
several materials [63].

Steps also have important effects on the rates of crystal growth from the
vapor phase. In the case of epitaxial growth of Si on a Si(001) substrate [64],
adsorb,.d Si atoms condense into one monolayer thick islands whose edges are
atomic height steps. Island growth occurs when Si atoms that are diffusing
about on the surface encounter the edge of an island and are accommodated to
it. Steps running in different directions on the surface have different atomic
structures. For Si(OO1) these differences cause the accommodation coefficient
to be much higher on step edges that are perpendicular to the dimer rows of the
substrate. (The dimer reconstruction is illustrated in fig. 6.1 1') This causes
the islands to grow very anisotropically and become much longer along the
directions of dimer rows. If the growth is stopped and the surface annealed,
the islands become more circular; this demonstrates that it is the kinetics of the
sticking process that are different rather than differences in the energetics of
adsorption at the various types of step edge sites.

In an important series of experiments, Blakely and Somorjai [65]
showed that steps can strongly alter the chemical reactivity of a surface. In the
case of Pi surfaces, they found that C-H and C-C bond breaking in adsorbed
hydrocarbon molecules occurs preferentially on stepped (111) surfaces but not
on the (11) surface itself. Steps can also cause the distribution of adsorbed
atoms to be nonuniform. For example. fig. 6.27a is a photoelectron

Figure 6.27. (a) 0.2 monolayer of Cu on a slightly misoriented
Mo(1 10)surface. The image diameter is 40 urn. (b)
Step pinning caused by surface impurities on Si (111).
The image is 2.6um x 3.75 urn. (Micrographs provided
courtesy of E. Bauer.)



W. N. Unertl 31
Surffce SUtrujre

microscope image of a 40 pm diameter region on a Mo( 110) surface covered
with about 0.2 monolayer of Cu. shown as the bright lines [661. The Cu atoms
are preferentially adsorbed at the bases of steps. The white arrows mark the
location of a slip plane which had been induced by differential stresses caused
by rapid heating of the substrate.

Impurities can also greatly alter the properties of steps on surfaces.
Eizenberg and Blakely [67] studied the effects of segregation of carbon to
vicinal surfaces near Ni (111). At high temperatures, the surface coverage of
carbon is low and the vicinal surfaces have the expected uniform staircase
structures with monoatomic height steps. Graphite precipitation begins to
occur at temperatures below the equilibrium precipitation temperature, Tp.
This causes the vicinal surfaces to become unstable and to break up into { 111 }
facets. However, in the intermediate temperature range between Tp and about
.1 Tp, a single monolayer of graphite is precipitated and, depending on the

original step directions, the monoatomic step arrays are replaced by either
(111) and (110) facets or by (111) and (311) facets. Such phenomena is
complex and not understood from a theoretical point of view.

At high temperatures, surface diffusion causes steps to migrate across the
surface to relieve localized regions of misorientation or strain. When
impurities are present. step migration can be impeded. Figure 6.27b shows an
example for Si(1 11) [66]. Surface contaminants (probably SiC precipitates,
shown by the black specks) pin steps while motion far from the impurities is
able to continue giving rise to complex bowed step arrays.

6.3 d. Surfaces of non-crystaline materials (polymers and composites)

The surfaces of many materials are not crystalline. Examples include glasses
and polymers. Other materials which are crystalline in their equilibrium state
can also be prepared in metastable states that are either amorphous of very
highly polycrystalline. Prior to the development of STM and AFM, it was not
possible to study the atomic scale structure of such materials. Thus, the advent
of STM and AFM has opened up entire new areas of research that are only
beginning to be explored.
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Figure 6.28. (A) STM image of polyimide surface structure
[69]. (B) 500 A x 500 A STM image showing strands
of calf thymus DNA [71].

Figure 6.28A shows a 200 x 180 A2 STM image of a small ordered
region on the surface of a polyimide thin film. The ridges near the center are
about 32 A apart which is repeat distance of the structural unit for this
polymer.

The conformation of adsorbed biomacromolecules and their interactions
on surfaces is of interest in immunology for applications such as the
development of new medical diagnostic techniques [70]. These systems
provide another example in which standard surface structure determination
techniques are of little use. Figure 6.28B shows STM images of strands of calf
thymus DNA in which the helical period of 22.8 A is resolved [71].

6.4. TECHNIQUES FOR ST TRFACE STRUCTURE DETERMINATION

A wide variety of experimental techniques have been used to study surface
crystal structures. It is beyond the scope of this chapter to make a detailed
presentation of these techniques and the reader is referred to the extensive
literature [72]. Structural techniques can be roughly divided into two basic
categories: diffraction and direct.

6.4 a. Diffraction methods

The regular rows of atoms at the surface of a crystal form a diffraction grating.
If the surface is illuminated by a beam of monochromatic radiation of
wavelength X. the conditions for constructive interference of the reflected
radiation are given by Bragg's law

aX = 2dsin0 (23)

where d is the spacing between equivalent rows or planes of atoms. 26 is the
angle through which the incident radiation is scattered, and n is an integer that



W. N. Unertl 3
Surface Structre

determines the order of the diffraction. In general X < 2d/n so that X must be
somewhat shorter than the d-spacings of interest. Highly collimated,
monochromatic beams of atoms, electrons, and x-rays can all be prepared with
the appropriate wavelengths and are the most widely used diffraction probes
for practical surface crystallography. The wavelength is determined from the
de Broglie relationship

X = hp, (24)

where p is the momentum and h the Planck constant. Electrons and atoms of
energy E have p2 = 2mE, where m is the particle mass, and photons have p =
hv/c, where v is the frequency and c the speed of light.

For an incident beam, Bragg's Law defines the directions along which
diffracted beams are emitted from the sample. The directions and intensities of
these beams provide the basic data needed to determine the structure of the
crystal surface. Bragg's Law and the spatial pattern of the diffraction beams
are sufficient to determine the size, shape, and space group of the surface unit
mesh but in order to obtain the positions of the basis atoms within the unit
mesh. the intensities of the diffraction beams must be analyzed. The
procedures for doing this are dependent upon the detailed interaction potential
between the incident particles and the surface: i. e. upon the elastic and
inelastic scattering cross sections.

Atom diffraction is the most surface sensitive of all the diffraction
techniques because the elastic scattering cross sections of atoms are so large
that they cannot penetrate the surface at all. Instead, they are scattered from
the electronic potential several angstroms outside the ion cores of the surface
atoms. Since the atoms are neutral, both conducting and non-conducting
surfaces can be studied. An atom must have thermal energy ( a few meV) to
have the appropriate wavelength for diffraction, as is easily calculated from
eqn. 24.

Low energy electrons (10-500 eV) have large inelastic cross sections that
restrict their penetration to only a few atomic layers into the material. Their
elastic cross sections are also large: this results in high intensities in the
diffracted beams so that experiments are relatively easy. For these reasons low
energy electron diffraction, LEED. is by far the mos, widely used technique
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for surface crystallography. A complication occurs in determination of the
atomic positions because the large elastic cross sections cause the electrons to
have a high probability of being scattered more than once. This multiple
scattering complicates structure determinations. However, sophisticated,
straight-forward procedures for LEED structure analysis have been developed
[71 and allow atomic positions to be routinely determined to better than 0.1 A.
LEED is not generally useful for studies of non-conducting materials.

Both x-rays and neutrons have very small inelastic cross sections so that,
in most situations, the part of the diffracted signal due to surface atoms is
swamped by scattering from the bulk. For this reason, neutron diffraction is
only used for materials such as intercalated graphite that have a large
intrinsically surface to volume ratio. This would also be the case for x-rays if
not for the fact that their high frequencies result in an index ot retraction n,
that is slightly smaller in materials than in vacuum; i. e. n, = 1 - 6, where 5, in
of the order of 10.5. This causes x-rays to be totally reflected if their grazing
angle of incidence is smaller than the critical angle

0c = (26x)1/2. (25)

Typically, 6c is less than a degree. For 0 < 0, an evanescent wave with decay
length of only a few tens of Angstroms penetrates the surface. This shallow
penetration makes grazing incident x-ray diffraction highly surface sensitive.
However, the small cross sections require incident intensities that are higher
than available in laboratory x-ray sources. For this reason, routine x-ray
studies of surfaces can only be carried out at synchrotron radiation sources.
Because of their high penetration, x-rays are also useful probes of buried
interfaces.

6.4 b. Direct or geometrical methods

Several techniques yield direct information about the atomic structure of
surfaces. Field Ion Microscopy (FIM) and Transmission Electron Microscopy
(TEM) can obtain direct images of surface or interfacial structures with atomic
scale resolution. Other techniques such as Rutherford backscattering (RBS)
and medium energy ion backscattering provide %et information about
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surface structure but do not yield a direct image. Spectroscopic techniques like
infrared absorption, angle resolved ultra-violet photoelectron spectroscopy
(ARUPS), and high resolution electron energy loss spectroscopy (HREELS)
are sensitive to the vibrational modes of surface species and thus contain
information about adsorption site symmetries. Because the spectroscopic
techniques are sensitive to local structure, they are particularly useful for
studies of non-crystalline systems.

Field ion microscopy was invented by Erwin Muller [74] and was the
first technique to yield atomic resolution images of surfaces. In FIM, the
image is obtained from the tip of a very sharply pointed, fine wire with a
radius of a hundred Angstroms or less. A strong electric field is applied
between the tip and an imaging screen a few centimeters away. Because of the
tip's small radius of curvature, the electric field near it is extremely high -
several volts per Angstrom. The highest field strengths are near surface
protrusions such as step edges. An imaging gas of He or Ne is introduced into
the volume around the tip. Near the tip, the electric field is strong enough to
ionize atoms of the imaging gas. These positively charged ions are then
accelerated away from the tip by the strong electric field and strike the imaging
screen to yield an image like that in fig. 6.29. The bright spots correspond to
the positions of atoms on

Figure 6.29. A field ion micrograph of a small island of
adsorbed Si atoms on a W(1 10) surface [75]. Every Si
atom is visible.

the surface of the tip. Atoms in exposed positions feel stronger electric fields
and are therefore more visible - atoms near the center of planes may not be
visible. The magnification achieved by FIM is on the order of one million.

6..Ic. Evaluation of traditional methods.

Diffraction measurements yield statistical information about a surface
structure. One reason for this is that the incident beam illuminates a large area
on the surface - typically I mm- or larger - so that many atoms, including
atoms at defect sites, simultaneously contribute to the signal. Thus diffraction
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techniques are best utilized for crystallographic studies of surfaces with nearly
ideal structures and very good long range structural order. Disorder in the
surface can profoundly alter the properties of the diffraction [76]. For
example. if the regions of perfect crystalline order are small with dimension L,
the diffraction beams are broadened by an amount proportional L-1. On a real
surface , L has a distribution of sizes and, if this distribution is known, the
variation of intensity within each of the diffraction beams can be calculated.
For example, the angular width of the diffracted beam is determined by the
mean size of the finite size regions. Unfortunately, there is no unique solution
to the inverse problem, i. e. determination of the distribution function of finite
size regions directly from the measured beam profile. Thus, in practice,
diffraction measurements yield little more than the average size of the ordered

regions.
Point defects are even more difficult to study using diffraction because

they have little effect on the diffraction beams themselves. Instead, point
defects contribute a weak, nearly uniformly distributed diffuse background to
the diffraction pattern. The situation is even more difficult because scattering
from surface phonons causes intensity from the diffracted beams to be
redistributed throughout the diffraction pattern as thermal diffuse scattering
[78]. From a practical viewpoint, it can be extremely difficult to separate the
thermal diffuse scattering from the point defect scattering.

Atom diffraction is limited because it is only sensitive to the outermost
layer of atoms and therefore unable to provide information about the structure
in the second or deeper atomic layers. X-rays, on the other hand. can penetrate
well below the surface and thus are an attractive probe to study buried
interfaces. No other diffraction method offers this possibility. X-rays and
atoms can also have the advantage that they can be used for crystallographic
studies of insulating materials, whereas electrons and ions cannot. Because of
their high penetration, X-rays can be used with high gas pressures over the
sample and make it possible to study surface structures under ambient
conditions. High temperature and time dependent studies are also possible.

LEED is the most highly developed method for structure determination.
The capability for immediate visual display of the diffraction pattern coupled
with its long history of successful use. continue to make LEED the technique
most widely used to monitor surface structures including surface phase
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transitions. The resolution of the best LEED instrumentation rivals that of X-
ray diffractometers. Furthermore, LEED is not limited to near grazing angles

of incidence.
Several electron microscopy techniques provide direct images of surface

structures. Transmission electron microscopy (TEM) uses high energy
electrons (100 keV) and can be used to study the atomic structure of solid-

solid interfaces, surface structure and the structure of mesoscopic particles.
However, the need for special sample preparation techniques in TEM is a
major barrier to wide application. Low Energy Electron Microscopy (LEEM)
uses more surface sensitive electrons with several tens of eV kinetic energy.
Examples of LEEM images are given in fig. 27. Neither LEEM nor the
technique of reflection electron microscopy have achieved atomic resolution
but they provide the capability for in situ measurements at elevated
temperature in real-time. For these reasons, both are important for the study
of surfaces processes at high temperatures especially when only mesoscale
information is sought. Unfortunately, none these direct electron based methods
is useful for studies of dielectric materials.

Ion scattering is an easily interpreted technique because of the
geometrical nature of the scattering but provides only local information
averaged over the entire surface. It is also relatively insensitive to defects and
not useful for insulators. Ions are strongly interating particles and in many
cases radiation induced damage limits applicability. Quantitative analysis of
ion scattering data is also complicated by the sensitivity to lattice vibrations.

Vibrational spectroscopies such as High Resolution Electron Energy
Loss Spectroscopy (HREELS) and Infra Red (IR) absorption provide powerful
information about local site geometries but are relatively insensitive to long
range order or defect structures and types. IR does not require a vacuum
environment over the sample and is therefore one of the only techniques that
can probe the liquid-solid interface or the gas-solid interface at highi pressures.

Finally, no single method has the capability to study all problems in
surface structure, rather, each has a range of applications in which it is superior
and often several techniques must be applied to the same system before a
complete structural characterization is possible.



W. N Unert3
Surthce Sutnm

6.5. THE ROLE FOR STM AND AFM

The first STM images had an immense impact on surface science
research simply because they demonstrated that it might be possible to directly
image the atomic structure of surfaces. This potential to view the structural
properties of surface defects such as vacancies, atomic height steps and domain
boundaries meant that new advances in our understanding of the properties of
real surfaces were at hand. Previously only field-ion microscopy and. under
very special circumstances, transmission electron microscopy had demonstrated
similar capabilities.

6.5 a. Strengths of STM.

The most important contributions of STM are due to its capability to
image the neighborhood around individual atoms. Thus it yields direct
information about point defects, local electronic structure, kinks and other step
morphologies. Furthermore, STM does not require large. single crystalline
samples and can therefore be used to study the local atomic structures on
amorphous and polycrystalline materials. No other technique rivals STM for
these types of studies.

Because of their limited lateral resolution and lack of subsurface
resolution, STM and AFM are unlikely to ever rival the precision of
diffraction methods for complete crystal structure determinations on well-
ordered surfaces. However, STM and AFM do provide reliable information
about the symmetry and size of the unit mesh and some information about
vertical distortions in the surface layer. They quickly determine if the surface
is well ordered, if more than one type of ordered structure is present, and if
finite size effects are significant. This type of complimentary information is
invaluable in eliminating incorrect models and thus providing a better defined
starting point for subsequent LEED or X-ray structure determinations.

The ability to apply scanned probe techniques at the liquid-solid
interface opens up whole new areas of study of important problems in adhesion
and friction, microbiology, and materials processing. For amorphous materials
or materials for which large single crystals do not exist, scanned probe
techniques may be the best structural techniques available.
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6.5 b. Limitations of STM and AFM in surface crystallography.

A few of the fundamental limitations of scanned probe methods, such as
the inability of STM to image insulating materials, were apparent from the
beginning. Because of the strong interaction between the tip and the surface,
there is also always the potential for the surface properties to be altered by the
measurement. The practitioner must therefore always be on the lookout for
measurement induced artifacts. For example, when does the tip alter the
surface structure? Is it always possible to uniquely separate the structural and
spectroscopic content of the signal? Under what conditions are atoms
transferred between the tip and the sample? When can the tip cause adatoms to
move about on the surface? How can ghost images caused by tunneling at
more than one point on the tip be recognized? Most of the possible artifacts
are discussed in other chapters. As the theoretical understanding of STM and
AFM improve these limits will become better understood and appreciated.

One of the most important limitations is that STM does not probe the
subsurface structure. Thus, STM is not an effective technique to study topics
such as oscillatory relaxations or subsurface reconstructions. The lateral
resolution of STM is also limited by the area on the surface that contributes to
the current so that atomic positions cannot be determined with the same degree
of precision possible with LEED or other diffraction techniques. STM is also
not able to obtain images fast enough to study the local surface structure of
fluid adsorbate phases because images cannot be obtained in times short
compared to diffusion times.

A final category of limitations is due to technological limits of existing
instrumentation. In many cases, these will be removed or reduced in the future
by improved instrumentation. One important example is that STM cannot be
used to study surfaces at high temperatures because of thermal drift and
because the piezoelectric drivers cease to operated above several hundred
degrees. Another is the limited ability to study kinetic processes due to the
relatively long times required to acquire images.

As with all other techniques used to study surface structure. STM and
AFM have specific strengths and weaknesses. They cannot solve all problems
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in surface structure but must be applied with skill and insight in conjunction
with other complementary methods.
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FIGURE CAPTIONS

Figure 6.1. Structural models of low index surfaces of fcc and bcc crystals.
The unfilled circles represent atoms in the surface layer, the lightly
shaded circles are atoms in the second layer, and the dark circles are
atoms in the third layer. The arrows indicate directions in each surface.

Figure 6.2. The five two dimensional Bravais Lattices. The angle 03 should
always chosen to be greater than 900.

Figure 6.3. The (100) surface of a crystal with the NaC1 structure. The
primitive unit mesh is outlined in the upper left comer.

Figure 6.4. The Finnis-Heine model for surface contraction. (a) The surface
created by maintaining the bulk charge distribution around each ion at
the surface. Each square is a bulk Wigner-Seitz cell. (b) Redistribution
of the conduction electrons to smooth the surface. The ion cores are still
in their bulk locations. (c) Inward displacement of the ion cores to a
position of equilibrium.

Figure 6.5. Examples of ordered overlayer structures. (a) Ni(111)-(2 x 2)-H.
(b) Ti(100)-(1 x 3)-0. (c)Ti(001)-(1 x 1)-N.

Figure 6.6. Examples of overlayer unit meshes. (a) (V5 x vf5)R(26.57) on a
square substrate; (b) c(2 x 2) or (12 x f2)R(45) on a square lattice: (c)
A (2,1;0,2) structure with no Wood equivalent.

Figure 6.7. Various types of adsorption sites on the low index fcc and bcc
surfaces of fig. 6.1. The black dots represent adsorbed atoms. Sites
labeled OT are on-top adsorption. Hollow sites with high symmetry are
indicated by H. Bridge sites are indicated by B if all possible sites are
the same, otherwise there are long-bridge LB and short-bridge SB sites
depending on the relative distance between the substrate atoms.

Figure 6.8. A (1.5, 0; 0.5, 1) structure. The adsorbate molecules occupy both
on-top and short-bridge sites.

Figure 6.9. Comparison of bond lengths for surface structures (arrows) with
ranges of bond lengths found in bulk compounds and molecules (boxes).
(After reference 7).
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Figure 6.10. A ball model of the Au( 10)-(l x 2) reconstruction. (After
reference 20). Arrows indicate the direction of shifts from singular
positions.

Figure 6.11. An STM image of the Si(100)-(2 x 1 ) reconstruction [24]. Each
number along the side marks a row of dimers. A unit mesh of the
reconstructed surface is also shown. The surface region shown also has
numerous defects.

Figure 6.12. The STM image on the left shows a "ho!e" induced in the
reconstructed Pt(1 10)-(1 x 2) surface by the adsorption of CO [26]. The
CO molecule is not visible in the image. A ball model is shown on the
right.

Figure 6.13. y(hkl) for lead at several temperatures [33]. The data are
normalized to y(l11).

Figure 6.14. Scanning electron micrographs of a small Pb crystal. (a) Near its
melting point- T = 599 K [34]. The larger flat facets are { 111} surfaces
and the smaller ones are { 100} surfaces. (b) A slightly larger crystal
showing the increase in surface topographical structures that occurs at
lower temperature; T = 373 K. (Courtesy of A. Pavlovska).

Figure. 6.15. Equilibrium phase diagram for O-Ni(1 11) [35].
Figure 6.16. (a) The equilibrium phase diagram for Se-Ni(100) [36]. (b)

Structure of the p(2 x 2) phase. (c) Structure of the c(2 x 2) phase The
solid circles are Ni atoms and the open circles are Se atoms. (d)
Interactions between Se atoms at various separations.

Figure 6.17. Temperature dependence of the Gibbs free energy G and the
enthalpy H for (A) a first-order phase transition and (B) a second order
phase transition.

Figure 6.18. (a) Coexisting regions of (7 x 7) and (1 x 1) phases on a slightly
stepped Si( 11) surface [40]. The dark areas are (7 x 7) and the light
regions are (1 x 1). (b) Schematic illustration of the structure along the
line AB in (a). (Courtesy of K. Yagi.)

Figure 6.19. (a) Two symmetry equivalent domains of a (2 x 1) structure on
a square lattice. The domain boundary is marked by the dashed line.
(b) The surface Brillouin zone for (a). The substrate reciprocal mesh
vectors are a," and a.'. The zone center is at r. The reciprocal lattice
vectors k, and k, describe the order parameters of the two (2 x 1)
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domains. The wave vector q describes the order parameter of a c(2 x 2)
structure.

Figure 6.20. Effect of the critical exponents on the diffraction at a second
order phase transition [49]. The upper portion shows ILRO and the

amplitude of the susceptibility X(O,t). The lower portion shows the
angular profiles of diffraction beams just below, at, and just above T.

Figure 6.21. Critical behavior of the Au(1 10)-(1 x 2) order-disorder transition
[46]. The upper graph corresponds to the upper portion of fig. 6.20 and
shows the temperature dependence of ILRO and X(O, T). The lower curve
show ln-In plots of ILRO, X(0, t). and AS,1(1/2) which are used to

determine the critical exponents in Table II.
Figure 6.22. A molecular dynamics simulation for a two-dimensional slab

showing trajectories of the atoms [52]. The bulk melting point is Tm
0.415s/k. The upper panel is just below Tm and the lower panel is just

above Tm. (Courtesy of F. Abraham.)

Figure 6.23. Example of an incommensurate phase with a light domain wall.
Figure 6.24. Types of surface defects. (A) Adatoms. (B) vacancies, (C),

screw dislocations, (D) step edge adatoms, (E) edge diLocations, (F)
step edge vacancies, (H) steps.

Figure 6.25. Example of a dislocation pair on a square lattice.
Figure 6.26. Examples of increasing surface defect density as a function of

temperature in the solid-on-solid model [62]. (Courtesy of G. H.

Gilmer.)
Figure 6.27. (A) 0.2 monolayer of Cu on a slightly misoriented

Mo(1 10)surface. The image diameter is 40 urn. (B) Step pinning
caused by surface impurities on Si (111). The image is 2.6pam x 3.75
gm. (Micrographs provided courtesy of E. Bauer.)

Figure 6.28. (A) STM image of polyimide surface structure [69]. (B)

500x500 A2 STM image showing strands of calf thymus DNA [71].
Figure 6.29. A field ion micrograph of a small island of adsorbed Si atoms

on a W(1 10) surface [75]. Every Si atom is visible.
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