T —m,

T BT 0 - P Eedsates

¢ e s

D-A235 714
Illlllﬂﬁllﬁlllmlllﬂ'ﬂlllliﬂllill | AGARD.CP-48

AN &:1_31 122)D)

ADVISORY GROUP FOR AEROSPACE RESEARCH & DEVELOPMENT

AGARD-CP-438

~

7RUE ANCELLE 92200 NEUILLY SUR SEINE -FRANCE

AGARD CONFERENCE PROCEEDINGS No.488

Electronic Counter-Counter Measures
for Avionics Sensors
and Communication Systems

(Les Contre-Contremesures Electroniques pour
les Capteurs d’Avionique et les Systéemes
de Télecommunications)

"NORTH ATLANTIC TREATY ORGANIZATIUN

Best Available Copy

-~  DISTRIBUTION AND AVAILABILITY
. ON BACK COVER

™o . I
Fn T4 3 “
.4 b < A

U




- —

AGARD-CP-488

NORTH ATLANTIC TREAT DRGANIZATION
ADVISORY GROUP FOR AEROSPACE RESEARCH AND DEVELOPMENT

(ORGANISATION DU TRAITE DE LATLANTIQUE NORD)

AGARD Conference Proceedings No.488

Electronic Counter-Counter Measures
for Avionics Sensors
and Communication Systems

(Les Contre-Contremesures Electroniques pour les Capteurs
d’Avionique et les Systemes de Télécommunications)

R

Papers presented at the Avionics Panei Symposium held in Ottobrunn,
Germany, from 1st to 5th October 1990.



[

The Mission of AGARD

According to its Charter, the mission of AGARD is to bring together the leading personalities of the NATO nations in the fields
of science and technology relating ta acrospace for the following purposes:

— Recommending cffective ways for the member nations to use their research and development capabilities for the
common benefit of the NATO community;

— Providing scientific and technical advice and assistance to the Military Committee in the field of aerospuce research and
development (with particular regard to its military application);

- Continuously stimuiating advances in the aerospace sciences relevant (o strengthening the common defence posture;
— Improving the co-operation among member nations in aerospace research and development;

- Exchange of scientific and technical information;

— Providing assistance to member nations for the purpose of increasing their scientific and technical potential:

— Rendering scientific and technical assistance, as requested, to other NATO bodies and to member nations in connection
with research and development problems in the acrospace field.

‘The highest authority within AGARD is the National Delegates Board consisting of officially appointed senior representatives
from each member nation. The mission of AGARD is carried vut through the Panels which are composed of experts appointed
hy the National Delegates, the Consultant and Exchange Programme and the Aerospace Applications Studies Programme. The
results of AGARD work are reported to the member nations and the NATO Authorities through the AGARD series of
publications of which this is one.

Participation in AGARD activities is by invitation anly and is normally limited to citizens of the NATO nations.
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directly from material supplicd by AGARD or the authors.
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Theme

The performance of sensor and contmunication systems can be limiwed significantly by hostile Electronic Counter Measures
(ECM). These include passive measures such as radar and laser warning receivers, interception, emitter location systems as well
as active measures such as jammers in various roles using different techniques and deception devices. The Warsaw Pact nations
are known to possess a large number of different Electronic Warfare (EW) systems covering the entire frequency spectrum.
These EW systems and techniquzs were the subjects of the 52nd Avionics Panel (AVP) Symposiumn which was held in Florence,
Italy in 1986.

The symposium follows up and complements the 52nd AVP Meeting and concentrates on Electronic Counter-Counter
Measures (ECCM) which may be designed into sensor and communications systems, and procedures to alleviate the adverse
effects of the expected electronic threat. The symposium covers ECCM ranging from frequency agility to spread spectrum and
data fusion techniques for both sensor and communications systems and will encourage cross-fertilization between the users,
engineers and scientists working in the two disciplines thus stimulating new ideas and/or new applications of the known
techniques. As far as terrestrial and satellite communications systems are concerned. we have to provide not only for protection
against ECM but also for compatibility and interoperability of the radio systems used by different forces participating in joint
operations and for systems shared by member nations of NATO.

Theme

Les performances des systemes de détection et de télécommunications peuvent étre limitées de fagon sensible par les
contremesures électroniques hostiles (ECM). Celles-ci comprennent les mesures passives. telles que les récepteurs dalerte
radar et laser, Uinterception, et les ensembles de repérage de- émetteurs, ainsi que les mesures actives telles que les brouillcurs
employés dans divers roles a I'aide de différentes techniques ct e différents systemes de déception.

Les pays du Pacte de Varsovie possedent un grand nombre de systemes différents de guerre électronique (EW) qui couvrent
tout le spectre de fréquences. Ces systemes et techniques EW ont fait lobjet du 52eme symposium du Panel AGARD
d'avionique, organis¢ en 1986 a Florence en Italie.

Ce symposium suit et compleéte les travaux de la 52éme réunion du Panel. Il concerne principalement les contre-contremesures
électroniques (ECCM) susceptibles d'étre intégrées aux systemes de détection et de télécommunications, ainsi que lfes
procédures qui seraient a suivre afin de contrer les effets néfastes de la menace éiectronique escomptée.

Le symposium couvre tout I'éventail des techniques ECCM, de 'agilité de fréquences a l'étalement du spectre, sans oublier les
techniques de fusion des données pour les systemes de détection et de télécommunications, et doit permetire une certaine
osmose entre les utilisateurs, lcs ingénieurs et les scientifiques qui travaillent dans les deux disciplines, sollicitant ainsi des idées
nouvelles et/ou des applications novatrices pour ces techniques connues.

En ce qui concerne les systemes de télécommunications terrestres et les sysiemes spatiaux. nous nous devons d'assurer non
seulement la protection contre 'TECM, mais aussi la coinpatibilité et linteropérabilité des systemes radio et des systemes
réparts entre les pays membres de VOTAN et utilisés par les differentes forces participant aux opérations combinees.
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KEYNOTE ADDRESS
b-)r

Dr-ing. Hans-Wemer Fieweger
Head of the Electronics and Communications Division
Federal Office of Defense Technology and Procurement
5400 Koblenz
Germany

It's an houour and a pleasure for me to respond to your invitation and present the Keynote Address to this AGARD Avionics
Panel Symposium.

I'm also delighted to welcome you to Germany. Surely, your choice of Munich as venue for this Symposiva, is not pure
coincidence. For many Germans Munich is the so-called “secret” capital of the Republic and this is unlikely to bx changed by
the unification of Germany, regardless which city may then become the official capital.

Of course I'm also certain that your timing of this Symposium is not a coincidence either. The natives of Munich contend that
their Oktoberfestis the largest carnival in the world. They are probably nigh:. because six to seven miilion visitors who consume
five million litres of beer — that’s hard 10 beat. | would assume that you also will not be oblivious to the attraction of the
Oktoberfest which — by the way — celebrates 1ts | 8(0th anniversary.

The theme you have chosen for this Symposium is “Electronic Counter-Counter Measures for Avionies Sensors and
Communicauon Systems™. This is a subject which is not only of high technical interest. but in my view it 1y also totally
independent of the political developments and thus always current.

In bnef the present political situation can be described as follows:
—  The systems of the NATO Alliance and the Warsaw Pact are revising their policies and strategies.

—  East and West will reduce their force levels both. in terms of manpower and material. This means cuts in the defence
budgets and thus in expenditures for hardware.

-~  Asacansequence of German unification Germany is faced with the pro” lem of integrating in somme fashion the remants of
the East German Army in the Bundeswehr. You are aware that our Chancetior has ottered a reduction ol the German
Federai Armed Forces to a force level of 370.000 troops.

I believe, it is true 10 say that the pnionty policy objectives in East and West at present are to create more peace with fewer arms.
Let's hope. it works!

A~ immediate crnsermence o army reductions is the need to further enhance our command & control and intelligence
collection capability in order to ensure continuity of our defence posture at an agreed lower level. For this reason
reconnaissance and Ccube sysiems. and I'm talking about sensors and communications. have been assigned a very high
prionty at NATO level and by the German Federal Armed Forces.

However, such command & control and wmtelhigence cotlection capability can only be ensured if the equipment and the systems
designed for ihis mission have adequare ECCM properties. There are two fundamentally different approaches to achieve this
objective:

~ by electronic “armor™ — which ensures that hostle ECM cannot penetrate. and thus retain the functioning of equipment
and systems, or

— by electronic “concealment and deception™ — which impairs or denies reconnaissance by an adversary.

Since the Vienna arms reducuon talks and/or subsequent negotiations will not restrict electronic warfare the technology for
ECM and ECCM will continue to be advanced commensurate with progress in the state of the an. And as far as | am concerned
this is a fic\d which does not lend itself 10 effective venficaton anyway.

Therefore, the objective of electromc warfare will continue 10 be 1o achieve superiority in the total electromagnetic spectrum, to
aim for electronic “suppression™ of the adversary and thus retain the command & control and reconnajssance capability of the
friendly forces while denying the adversary’s cxpability to the maximum extent possible. That makes clectronic warfare, and in
partcular the robustoess of friendly systems against hostile ECM. a genuine force multiplier.

Electronic warfare fits well into the defensive structures which are appropriate (o the presem politcal situavon. This increases
their relative priority in armament planning and it is particularly true for all ECCM. It would certainly not apply ic the same
Jdegree 10 SIGINT and ELINT and ECM in gencral




Moreover, NATQ introduced the term “Electronic Protective Measures™ for the purcly defensive part of electronic warfare
which. in addition to ECM also includes active electrontc masking against hostile SIGINT and ELINT. but no ECM against
other recoanaissance sensors and communication facilities. So. further developmem of efectronic protective measures will
likely be an important task for the ncar future.

However, this task won't be all that easy to accomplish_ since — hopefully — we will not have such a clearly defined threat
scenanio 1 the future. it will require the dewciopment of scenarios based ou available echoologics and the products which are
offered on the world market. My very personal opinion is that, because of the process of detente and the treaties envisaged with
the USSR, we will have to develop a new concept of electromc warfare in the years 10 come.

One of the items on the agenda that the AGARD Symposium will address in detail over the next few days is techmical ssucs of
ECCM for sensors and communications systems. Imtially, when electronic warfare started tn World War 1 it was binuted
primarily to the radar sector. To this dayv there are no effective techniques to protect analog radio systems againsi hostile ECM.
This is why for a long tme the radio community focussed their attention on the protection of transmussions agawnst
cavesdropping, in other words, COMSEC. Only the advent of digital radio transmussion introduced effective ECCM n this
field and in many cases good protection against detection was achieved as well.

However, the advances in ECCM technology have brought about a situation, where man is mote and more excluded from the
aperationai processes. At besi he will switch modes and some systems do that automatically already.

Generally speaking the ECM robustness of reconnaissance and communication systems is increasngly determined by the
configuration. that is (o say by the overall system design, rather than by the individual picce of hardware. Because of the
extensive use of the enure electromagaetc spectrum and the many different types of interference signals — also including man-
made noise — the ECCM capabilitics contribute already in peacetime to the performance of the sensors and communications
systems. I think. this can be regarded as a bona fide “spin-off™.

A major problem in particular for defence clectronic equipment s the discrepancy between the hife cycle of more than 20 vears
on the one hand. the changes in operational conditions within shorter ume spans, and the technological advances which have a
shonter ume constant stifl. on the other. This ts of course the reason why we go tor the growth potennal apptoach for major
systems which is mostly true for weapon svstems and their electronics.

My impression s that we have somewhatl neglected the option of subsequent performance improsement potential of
reconnassance and communiations systems dunng the development of these systems. Sinee the scope of data processing for
sapusticated systems is steadily ircreasing, vur optisns tor adjusting to changes in aperanonal requirements are in exsence the
modification of the suftware In my opimon we must make considerably more use of these opions. Otherwise we run the sk of
fulling behind 1n this wvial ficid of command & conirol and intethigence collection. And in the hight of dininishing defence
budgets the fe cycles of defence equipment will hikely be extended, even with reduced force fevels

A speaal aspect of electromic warfare s simulauon. not only  demonstrate the performance of the system dunng
development. but also dunng its service life and for the c=ainng of the operators. The more complies ECM and ECCM
techmgues become. the less can thear capabiliies be demonstraied without the tool of ssmulatien and the weak pants of the
system be identified at the same tme. [ believe thisis an aspect that considerably more effort must he devoted 101a the future
Ulumately all consderauons are dictated by pulincad developments. These developments will determine the seope of future
armament planning and acquisiion. But, be that as it may. the performance of reconnaissance and communicabons systems wall
te matenally a funcuon of their ECCM capability, and v¢ all know that such capabibues are not just an add-on feature - they
are major cntena of e syrrem design Like testatulity 2 CCHM robustness cannot be integrated in a system afterwards.

Let me conclude my presentation by summanzing the vex staecrents

—  With decreasing force levels command & control asid inteligence collection will be even more imponantin the future

—  Therefore. the performance of reconnaissance amd communicanons syst=ms Must mect ven spevial demands.

—  Ther performance 1s matenaily a function of their HCCM capability.

—  The ECCM capability has a major impact on sysizm design: it cannot be integraied afterwards.

—  The optioas for growth puicntial must be taken account of duning development in arder 1o permut adapuon to changes 1n
operational requirements.

—  Because of the use of data processing these options wll be based more and more on modification of the software.
Thus AGARD Symposium addresses ECCM for reconnaissance and commumnications in the frequency spectrum up to cm- and

mm-waves. In the light of the growing significance of electro-optics. especially in the sensor field. it is obvivus that EOCCM wall
be a very relevant subject to be dealt with in the future.

It has been a , nvilege (0 preaent the Ko yrote Address 1 this Symposium. | hope that you will have a fruitful session and wish
you a pleasant stay in Munich, Germany's “secret™ capiial, and a good ime with lots of fun at the Oktobesfest.
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Yhi.l p.per_prumt: 2 method to remove :?delabc oun platform
contaminstion in sntenna measurements for a8 cifculsr course and heading
scan anterww., Although the approsch described is in
principle only applicsble to situstions where the croesing
jemming is corstant over one scan of dats and requires . sngle target
perfect knowledge of the own antervwa pettern, it is b position
shown that the wmethod provides a subsStantial /
erharcemgnt if these conditions are weskened. The
mathemetics used sre not new, but this perticular
appiication might be.
Inte tion figmwe 1. Geometry
Passive tracking from moving platforms requires
precise knowledge of own position snd orientation and AZimutih urements
accurate messurements of emitter besrings. In the nesr
futwre, we expect that moving platforms will be In active and passive tracking, sidelobe

equipped with precise pos:tions! nevigstion systess
such as GPS and/or JTIDS Relative Mavigation, and then
one of the current impediments, 8 precisely known own
location and pfientation at any moment of time, will be
removed. The other imgeadiment, sccurste location of
jommer strobes is the subject of this peper.

In this peper the basic sethemetics supporting the
method asre reviewed. Anslysis of the operationsl
behavior and influsnces of non-ststionerity of the
sensor or rapid changes in the environment on the
Quality of the solution sre discussed.

Agimyth sccurpcy

To illustrate the problem, consider the results of
s simple lesst squeres aspproech to determine the
oositiun of an emitting tarpet at » renge of 200 rwm.
The own pletform direction crosses the beering to the
torget ot angles betwsen -90° and 90° ang hes o
straight Line, unifore speed. The geometry is shown in

figure 1. The importance of the accuracy of the
beering for achieving fest convergernce even in
pecmetrically sdventegeous situstions is shown in

tigure 2. Corvergence was sssumed when 3 successive
scors ware within 3 nm from esch other., More compiex
olgorithes could provide better solutions, but thet is
not the sudject of this paper.

contamination can cause faulty measurements and even
ghost strobes or tracks. This illustrated
figures 3 snd 4. In figure 3, we have a synthetized
anterva psttern and we assume that the antenns points
towards a target. A jaming strobe enters the
sessuremant via the sidelobes of the antenna srd 11s
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Figure 2. S'mple Least Squares

effect on the coversge s shown in figure 4. The
sidelobs contamination is tied to the direction of the
apin lobe 0f the antenna, thus generating ghost strobes
or felse glaras in the case of active radar emissions
in the direction of the msin lobe.

Nany systems use guerd antervys of asdaptive
sidelobe canceliing to prevent this type of
contaminat fon and then sdditions! antennas sre required
to monitor sech jesmer. In the epproach, described in

this peper, only the signal from the main antenna is
used.




Figure 3. Synthetized antenns disgram
and jammer strobe

bt hod

The method presented below, seems to be perfectly
suited for real time spplicationg, especially when
specisl purpose hardware (a commercially availsble
array processor or a programmebie spectrus snatyzer) is
used. A complete enhancement of ore &can of
aessurements couid take Less than 200 milliseconds, and
because this can be done by speciasl hardware it does
not need to constitute an additional burden to existing
processing capability.

The maethod requires 0(6Ilogzll) opergtions, with #
the rusmber of szimuth resolution cells. A system with
s 12 bits srimuth resolution hss 2 2d-096 azimuth
resolution cells. Conventionsl methods to perfora the
same result would wse stenderd matrix ifwversion
techniques requiring O(N") to O(K") operations to
obtain the same result.

Knowledge of the pettern of the oun antenna ig &
prerequisite. We assume that this Eknowiedge is
available s a discretised pattern defined by the X-
tupie ¢ of the sntena gains for esch szimuth
resolution cell.

oMY
\—\//j

Figure 6. Coversge reduction

ti k.

AN antenma msasurement v_ (see figure 3) is the
resuilt of an inner product of the antenna with the
actual erwironment. It is as-ociated to the direction
of the main Lobe of the antenna, here indicated by the
index . The actusl enviroment is supposed to be
discretised as an K-tuple Yy !t is this vector uy
(outer circle in figure 3) that we want to determine.

A complete scan is the N-tuple Y4 consisting of N
measurements in the W azismuth directions. This N-tuple
is the circular convolution of the antenna
charecteristics with the envirorment and it can be
represented by the matrix-vector product:

Ve SE by e R SRR (SD]

The formal solution of (1) is then given as:

wot Gy

-
where the matrix W, is defined below, Y, is 1ts

cooptex conjugate, and w is defined by w = exp(2vi/N):

R 1 H
1y N-1 )
{1 v ..o™ :
W= (7o 11 W2 L FD [ 3)
. o :
TR RN EICRE

The evaluation of (2) can be done by two
consecutive DFTs and some vector mu'tiplications, in
total él(ogzl operations. A detsiied derivation is
provided in Appendix A to this peper.

The metrix

in (2) s & diagonst matrix with
e A 1HN-T)

in the n-th row, and g‘ is the
persysmetric satrix (see appendix A, equation 15.4).

Should one of the eigen-values of 0“ be 0, then one
could substitute any va'ue for i1ts inverse. This means
that the corresponding eigenvector of ¥y, has 8 weight
equel to zero in the NDiscrete Fourier Transform of the
anterng pettern. Then the DFT Jf the measurement v
wiil have & weighting equal to zero as well for this
eigen-vector, because it is the result of s convolutior
of the antervs pattern and the env.rorment (see(1)).
In genersl an antenrd is used within & certain
bandwidth and this meens that the nuils in the antenry
pattern ere filled up. Also the snterna is rotating
ond thus the gain in one perticular a;-sction is the
sverspe pain over the time period needed to rotate over
one sZimuth resotution cell,




Harduere requirements

For 4096 arimith resolution cells, f.e. N=4096,
this spprosch is sbout 60 times faster than when the
inverse was computed with other methods (2,3]1. Thus
solution of (2) becomes feasible 32 o resl time
operation. Moreover, fast efficient and relatively
cheap harduare for DFT's and inner products exists.

An estimate, based on the specified computing times
for the Magnavox-MAP, gives a total camputing time for
¥y of less than 200 meecs.

The technique, described above would require
knowledge of the far-side lobes snd the beckiobes of an
antervw. A well designed snterna could heve its first
sidelobes below -40 dB8 and the backlobes will be
substantially lower. Messuring thege is difficult;
using them for psttern matching could be cumbersome.
However, if we restrict ourselves to the area around
the main beam of the antenna, then the circulent
behsvior of the metrix is lost and we are stuck with
the Toeplitz behavior which means thot although the
matrix to be inverted becomes smslier, the inversion
procedure becomes more complicated.

In principle it is possible to use & transversal
filter matched to the main bean and near side-lobes of
the antenna pattern in a kind of monopulse mode. Then
one cannot reject strong jammers which still influence
the messurement but are beyond the azimuth coverage of
the matched filter,

The method described is, subject to stationarity
requirements, able to resolve up to N jaswers.

A/D converters, working st sufficientiy high update
rates, with sufficient resolution to cover the whole
antenns pattern in detail are at the edge of
tachno'ogy. Further resolution could be obtained by
using stteriators for saiureted signels and by keeping
track when these sttenustors are switched on and off so
that the dynsmic range of the signel can be restored
for subsequent flosting point processing, or by sharing
the A/D converter between two receivers differing in
98in.

Results

The method, described above, was simulsted using
the NATO Jtendsrd scererio. This is & scenerio
developed st STC to snalyze tracking performence. This
scenario consists of S50 tergets flying into o
surveillance srea where they perfora dogleg msnosuvres
until they resch s msnosuvre sres where they turn 180
degrees. O their usy 5ack they perform dogley
ssnoeuvres agein. An overview of this scensrio is
presented in figure S,

All targets asre assumed to heve detecteble
reflections or emissions. The method was tested with

one out of the 50 A/C jamming and with 7 A/C jamming.
Jamming was defined as 100 dB8 above normal detection
level,

The results in figures 6 snd 7 show the unprocessed
retuns and the processed returns of the case with one
jem ng target. In the unprocessed returns other
targ:ts are than th. jesmer sre completely masked. The
procyssed -eturns reconstruct the bes.ings as they
would (ook without jamwming.

r of the ttern

In a live environment, one casnnot expect 8 perfect
knowledge of the own sntenns pattern. Teo investigate
this effect, the reference antenns pattern uas
disturbed and the results of the same tests asre
dispiayed. Although the detection of non-jemming
targets in the close neighbourhood of janmers is still
cumbersome, the jemming impact is substantially reduced
and the bearing to the jsaswers themselves is improved.
Results obtsined with imperfect antenna knowledge

before snd after processing are shown in figures 8 and
9.

Non- ti it f th i t

until now , it wes tacitly essumed that the
environment is stationary. In real tife, this will not
be the case. To investigate thes2 effects, the
envirorment wes randomly perturbed from slant to slant
Rather than performing the algorithm once each scan of
360% it could be performed once every 20° and the
results of this process show that the algoritha can
handle weakiy non-stationary jamaers. Becsuse the
szimuth resolution of jemmers is enhanced, the process
described in this paper, could also be used as a first
step to improve adeptive sidelobe cancelling methods to
handle strongly non-stationary jammersg.

iti fi

The algorithe described above couild be modified to
calibrate the knowledge of the own sntenna pattern.
Rather than asesuring asn unknown envirorment, one
msesures 8 known emitter and uses these measurements to
determine the entenns pattern. Such 8 measurement
could be performed in flight and the improved knowl edge
of the own antenns pettern would greatly support the
szimuth enhancesent process described sbove snd could
be used to monitor system performence.

The method could also be used to
szimuth resolution of simple redar
instance navigational systems,
onvirorment.

improve the
systems, for
in 8 non-jemming
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A complete measuresent is the N-tuple Yy consisting
of N messurements in the N szimuth directfons. This N-
tuple is the circular cowolution of the antenns
cheracteristics with the environment and it can be
represented by the matrix-vector product:

Yyl iy rottotmroreseoememseeeesees thH

The formal solution of (1) is then given ss:

The sheer size of Q* (16 N elements typically)
requires specisl inversion techniques. Moreover, even
if the inverse wetrix ;." is known, © ting (2)
requires sgain 16 X operations. (M swers 107).

The matrin § used in (1) is a so-called circulant.
A circulant is & metrix in vhich esch next row is the
previous row with its lest e¢lement pessed over (o the
tirst place. S$So esch next row is the previous one,
circulerly shifted one place .: *he right. One place
correspords here to one eziauth resolution cell. Such
s cirzulant is iliustrated in (3) below.

€9 < .- Sy |

I
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I & ¢ .. ¢ |

This metrix has a speciel structure. Each diesgons!
conteing the same elements, which makes it @ so-called
Tosplitz matrix and it has only ¥ different elements,

which is a further refinement in the class of Toeplitz
metrices. The general approach to invert a matrix, for
instance with LU decomposition (1] would require O(NO)
operations. An algorithe for symmetric Toeplitz
mstrices was proposed by Levingon [2]. This algorithm
wos modified for genersl matrices by Trench (3), see
also Zohar (4). With their algoritha the inversion
would require O(IZ) operations. Merz [5] gives an
algorithm to solve (2) by meens of discrete Fourier
transforms (DFT), wuwsing the eigenvalues and
eigenvectors of a circulant. It is this approach that
we want to describe here in wore detaii.

The circulsnt Cy ©an be written ss 8 weighted sum
of shift operstors, this is illustrated below for Nz5:

| R IR | [ |
O I [ B
Cu=¢0 [. .. . |+er]. 1.]
| I [ .. .1
o - o) [ |
le o . o1
v. ..
AT VPR N
| R
jooe o 1L
=ogly *CqKy s oKy et (%)

Observe that K,°K; = K,, and for shift operators
56'51 * K, where kai+j modulo N.  Thus we can write
(4) »s:

0 1 1
R A R T L "I

N-1
. zcnsln ------------------------------ 3
n=0

The eiyen-values of 51 are given by the u's which
solve the cherscteristic equation

I8y - syl = 0.
Exparmsion of this equation yields:
v . . 0]
I 0-4« . . o}
l . . .. l = 10(-')“ a2 ceemesccmnann &)
| - IR
[ I B 'Y |

Thus the eigen-values u of Ky sre the N-roots of
1 end sre defined by:

Ny ® OXp (201/N), @ROCIIN ~-vcmcmcineinnais n

The eigen-vectors of 51 are then given by the
solytions G =0(1)N-1 0f K, gm = -
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Teke q o = 1/M then:
Q™ Mg /M, PEOCIIN-Y —oemeoecnens 42

Knosing the eigenvalues and & set of orthonorsat
eigerwectors of Ky, o can bring g to its diagonat
form Dy using erthouw-l trarsformstions.

.
By = ¥y Gy -
N-1
hd n
<Y (T
=l

-1
£ T My Kyly) oo (0
r=C

where the metrix ¥y consists of ths eigenvectors of
|

'I-'l“ .(I'\)(N-I)I

£ and its complex conjugate is ¥, - setting w =
exp(2esi/N) one gets:
[ IR | |
R . u;'1 \
iy * 1M !1 L D an
1

Observe thet this metrix ¥, is the same o8 one
would get for a Oiscrete Fourier Tramstorm over W
points. Uo define the metrix 9, which is the disgonsl
form of 51 , mO(1)N-1,

110 0 \
|o.(‘ 0 |

9 * Y KMy = €O .. 0 [IRERREE a2
30. . ("1)ﬂ||

Ue con now express D in terms of the metrices 9,
N-1

W -":oc,,gﬂ ------------------------------- am»

This qives the general expression of the a-th
eigen-value lat

ond thus the mein disgons! of (ses 9) can be
computed by & Oiscrete fourier Tramsfore (OFT).

So apparently the eigenvalues of a circulant matrix
sre defined by the Fourier transform of any row of this
matrix. For completeness sake some properties of the
DFT matrix ¥, are mentioned. These properties are
given below:

(1) Py =y wommmmo e e (16.1)
(1) Wy M= fymmermmemm e (16.2)
CGid) gyl mpy -rrerresne s (16.3)
where P is the gso-called persywmetric
transformation metrix, given by:

o.... o 0]

0. ..... 0 1
By= 1o . ... 30] -eeeeennees (16.4)
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(iv) My Blyrmrrresecmeresnriossescaneons (16.5)
) Byl T WKy g e e (16.6)
iy T e ey e e (16.7)

Using (12), the original measurement equation (1)
can now be written as:

Yo ® Sty = Yy Oyt wooo oo an
Hence with (ii) and (vij, the solution yy of {2)
becomes :

-1 -1
Wyt Syt By
.o -1
Yy Pylly vy
which can be done by two consecutive DFTs and some

vector multiplicetions, in total 6Nlogzll operations are
required.
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Figure 5. Scenario

Figure 6.

Measurement, 50 targets, 1 jammer

Figure 7.

Solution, 50 targets, 1 jammer
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Figure 8. Measurement, 50 targets, 5 jammers
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Figure 9. Solution, 50 targets, 5 jammers




Discussion

C Kayserilioghu, MBB, Ge
If you have a strong jammer and satyration in your system, what is the effect on your azimuth accuracy enhancement?

Author’s Reply
(In the example shown), the power was clipped at 100 dB. So really, information at the top of the antenna pattern was not
uscd and that s essennally the same as what you would have with saturation. But the trick of the whole method is that
there is still mformation in the form of the pattern next to the elements that are saturated.
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ECCM ADVANTAGES OF ADAPTIVE DIGITAL
PULSE COMPRESSION

GUY R. PAINCHAUD AND MARTIN BLANCHETTE

Radar Divislion, Defence Research Establishment Ottawa,
3701 Carling Avenue, Ottawa, Ontario, Canada K1lA 024

SUMMARY

The ECCM advantages of an experimental
adaptive digital pulse compression (DPC)
system are described. This pulse
compression system is implemented by a
complex correlation betvean the transmitted
wavefora and the signal received by the
radar. Central to the adaptability of this
unit is the use of high speed VISI digital
ICs which permit bandwidths of up to 10 MHz,
along with the ability to use a different
waveform or pulse code on each transmission.
The DPC unit is intended to be used in a

multi-function radar (MFR) which would
employ many different waveforms.
The objective of this paper 1is to

describe how waveform adaptability can be
used as an ECCM technique. Examples of its
use as a counter-measure against both ESM
and ECM systems are given. Both denial and
deceptive ECM are considered.

INIRODUCTIQN

Pulse compression systens have
traditionally used surface acoustic wave
(SAW) filters as both pulse expanders and

compressors. The impulse response of these
analogue components is coded into the device
at the time of manufacture and cannot be

changed. As the SAW device is matched to a
single waveform, a separate device is
required for each code. The recent

availability of high speed multi-bit digital
correlators implemented in VLSI IC form has
mada it pcssible to build compact digital
pulse compression filters'!.

Among the advantages offered by a
digital implementation, the ability to
change waveforms on a pulse by pulse basis
makes this device very attractive for use in
an MFR. This permits a single DPC urit to
handle all the different waveforms required
by the radar to perform its various
functions. Emphasis will be given in this
paper to the use of pulse compression as an
ECCHM technique, with emphasis on the pulse
tc pulse adaptability provided by a digital
implementation.

The ECCM advantagea provided by DPC can
counter the effects of both ESM and ECM
systems. Examples of both of these countere
vill be given.

The benefits provided by DPC can be
usad tc counter both ESM and ECM systews,
The lov peak power/high duty cycle waveforms
used by solid state transsitters normally
uss pilse comprassion to provide good
detectability and accepiable range
resolution. This type of vavefors also
provides an BCCM advantage as the low peak
pover {nherent {in the wvavefors yields a
shorter ESM {ntercapt range.

Another ECCHM advantege of DPC is
provided by wavefors agility. By changing

the code on a pulse to pulse or coherent
processing interval (CPI) basis, it is
harder for the ESM systemr to identify the
various codes and associate them with a
given emitter. This identification problem
is compounded when the received signal is
weak and not all of the codes are detected.
Waveform aglility can also be used tc make a
particular radar emulate a mode of another
radar, or to make it look like more then one
radar. The purpose of this tactic would be
to make a radar, and its associated
platform, }ook less threatening or simply to
confuse the identification algorithms.

Adaptive DPC can also be used to
counter various forms of ECM. Generically,
ECM can be classified as either denial or
deceptive'’. The purpose of denial is to
prevent the radar from detecting one or more
targets . Deceptive ECM tries to generate a
number of false returns so that the radar
has difficulty in distinguishing the real
targets from the false ones. The real
targets are not necessarily masked by the
false returns, although they can be.

In general, denial ECM is wusually
implemented by transmitting a noise waveform
about the carrier frequency of the target
radar. Deception ECM evolves transamitting a
waveform similar to that emitted by the
radar. In crder to generate false targets
whase range is controilable, the deceptive
waveform must be synchronised to the radar.
For the case of a simple pulse radar, the
deceptive waveform is8 relatively easy to
generate. This is especially true if one
neglects the coupling between the range rate
as calculated by range updates and that
calculated from the doppler of the false
targets.

It is more difficult to generate false
targets when the radar uses pulse
compression. The ECM waveform must be
matched to the pulse compression filter or
it will not be compressed into a target like
return by the radar. It is usually not
feasible for the ECM set to generate the

required wavefors. Instead, a replica of
the radar transmission is stored in a
suitable memory'’’ and this waveform is

emjitted back at the radar.
In general, a pulse compression radar

will be more robust in noise ECM then a
conventional pulse radar. A pulse
cospression filter performs a coherent

integration of a number of sub-pulses in the
code. This processing can provide
significant {mprcovement in the signal to
noise ratio (SNR). For example, the va.ue
of the SNR nmight ba -5 dB for the
uncospressed wvaveform and 15 dB for the peak
of the cospressed pulse. This coding is
essential in lov peak power/high duty cycle
transajtters.

PERFORMANCE 1IN INTERFERENCE

The performance of DPC in the presence
of three different types of interference is
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illustrated in Figures 1-6. Although some
of this interference could be generated by
other radar setg, in the present context it
is assumed to represent various types of
ECM. Fiqures 1 and 2 apply to uncorrelated
Gaussian noise for SNRs of 10 dB and & d4D.
It is noted that although the expanded
waveform is completely buried in the noise

The effect of pulse interference on the
same P3 code'’‘! ig shown in Figures 3 and 4.
A train of 200 ns rectangular pulses with a
108 duty cycle is assumed and results are
given for SNRs of 10 4B and 0 dB. Again,
the peak of the compressed pulse is clearly
detectable.

Lastly, FPigures S5 and 6 present the

for the 0 dB case, the peak of the effect of an interfering P4 code'’*' of the
compressed waveform is clearly detectabla. same length as the desired P3 code. The PDC
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filter coefficients are matched to the P3
code and plots are shown for SMRs of 0 dB
and -10 dB. The P4 code is not as well
suppressed as were the Gaussian and pulse
intarferences for the same valuaes of SNR.
This is because the P4 and P3 codes are
partially correlated. Th response due to
the P4 code consists of two peaks which
occur +12.8 us from the trailing aedge of the
P4 waveform.

In the ECM context, Figqures 1 and 2 are
representative of using Gaussian noise as
denjal ECM. The second figure illustrates
that even when the SNR=0 and the transmitted
wavefors is buried in noise, the peak of the
compressed pulse is 15 4B or mere above the
peak sidelobe level.

The pulse train interference considered
in Figures 3 and 4 is characteristic of
using a pulse train to paerform danial ECM
(by trying to raise adaptive thresholds in
the radar}. It is also representative of
using a pulse train as deceptive ECM by
trying to generate false targets. The DPC
filter is also quite effective in reducing
this tyre of interference.

The P4 code interference presented in
Figures S and 6 is characteristic of
deceptive ECM in which a waveform similar to
that emitted by the radar is repeated in
order to generate false targets. Since such
a code will be partially matched to the DPC
filter, it will still generate a detectable
output. Howvever, it is noted that this
output can have more then one main peak and
that these peaks will occur at false ranges.
It will be shown later that this fact can be
used to help eliminate false targets.

The results presented in the previous
figures .ere far a singlie transmission of a
particular code. 1In practice, a radar would
employ several <%ransmissions to detect a

target. If these returns are coherently
integrated, ¢the depth of interference
suppression will be increased. A longer

code can alsc be used.

PERFORMANCE IN DECEPTIVE ECM

It will be shown that adaptive DPC can
be used to counter the effects of repeater
jammers. The scenario considered is that of
a repeater jammer which stores a replica of
the radar‘s waveform and emits it in order
to generate false targets. This is
illustrated in Figure 7.

16-3

The repeater jammer contains a digital
radio fregquency memory (DRFM)‘* which can
store an accurate replica of the radar
waveform. This code is then emitted by the
jammer at controlled intervals in an attempt
to generate false targets in the victim
radar. To negate this, the radar selects a
different code an each transmission. On the
n* pulse repetition interval (PRI), the
radar receivea the current code from skin
returns and an amplified version of the (n-
1) code from the repeater jammer. The
technique is to select codes that minimise
detection when a code is received to which
the DPC filter is not currently matched.

This technique will only prevent the
jammer from generating false targets at
ranges between itself and the radar. It is
felt that this scenario is of interest from
an operational viewpoint. Congsider an
ajrcraft which fires one or more missiles at
a target. The generation of false missile
targets in conjunction with the attack would
make it more difficult to identify the
threat.

¥Waveiorm Optimisation

A burst of pulses is transmitted and a
different code is used fcr each pulse. The
returns from each pulse are then combined
and compared to a threshold. It is desired
to select codes which minimise the detection
of false targets in the combined output.

A rigorous formulation of this problenm
would be to write an expression for the
output of the DPC filter in which the
parameter(s) of the code are varied from
pulse to pulse. The individual output for
each pulse in the burst is then combined.
An optimisation procedure would then be used
to maximise the signal to interference
ratio (SIR) by varying the code
parawetezr(s) .

The above methodology is unwieldy.
Instead, an ad hoc solution is used. Two
different coding techniques are evaluated to
generate the required waveforms. The first
consists of a series of "V" chirps where the
ratio of the up and down chirp portions is
varied randomly from pulse to pulse. The
other method is to generate a set of chirps
in which the start frequency is varied
randorly from pulse to pulse. The frequency
versus time characteristics of the two
schemes is shown in Figure 8.
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Pigure 7. Illusctrstion of a DRIM based repester
Jammer ottempting to generate false
targets against adaptive DPC.

rigure 8. Frequency versus tise relaction for the
sets of °V® chirps (a) and linesr chirps
(b) that were evaluated.
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A computer simulation was performed to
evaluate the two techniques. It was assumed
for the sisulation that two waveforms are
simultaneocusly received. The first wvaveform
represents a skin return from a target; the
DPC filter is matched to this code. The
other return is an amplified replica of the
previocus code and represants the ECM. The
filter is not matched to this code. This is
illustrated in Pi~ure 7 by the waveforms W,.,
and W,.,.

The output of the DPC fiiter is plotted
in Figures 9 and 10 for the two techniques.
In each case, three different snapshots of
the output are shown, each corresponding to
a different (random) relationship between
the current and previous code. The true
target is located at delay unit 128 and the
ECM or interference wvas assumed to be 20 48
stronger then the gkin return.

The sidelobe level for the linear chirps are
more characteristic of those for a single
chirp with the response to the interrerirg
code usually showing up as cwo broader
spurious peaks. Thaese characteristics are
due to the different frequency versus time
relaticrnships for ths twe schases. For the
*v* chirp, Pigure 8 illustrates that the
slopes of this ralation for the matched and
interfering waveforms are never parallel.
In contrast, these slopes are parallel for
the linear chirps. This characteristic
gives rise to the dual peak response for the
interfering code in this case.

The peak due to the true target always
occurs at the same delay in the output of
the DPC filter, while those due to the
interference are randomly distributed. This
fact is exploited by coherently integrating
che output over a batch of pulses.
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Figure 9. Output of DPC filter for three successive Figure 10. Output of DPC filter for three successive
pulses. The signal to interference ratio pulses. The signal to interference ratio
is -20 4B A different °V* chirp {s -20 dB A different linear chirp
wvavefors of length 128 {s randoaly vavefors of length 128 is randoamly
selected for each transaission aelected for each iranswission.
It is noted that the compressed Coherent integration causes the veaker
vaveforms for the twe scheaes exhibit returns due to the skln return to integrate

different character{stics. In general, the
sidelobe level for the "V® chirps appear to
fors broad platsau(s) which sosetimes tend
to mask the peak due to the true target.

to a strong peak,
energy due to the EMM.

while spreading out the
The improvesent

required in SIR for target detection is
obtained by using an appropriate batch size.




In order to compare the relative
performance of the two waveforms, the output
of the DPC filter was coherently integrated.
A batch of 100 pulses was assumed and the
simulation was run for SIR values of O dB, -
10 @B, -20 dB and -30 dB. The output of the
DPC filter after inregration of these pulses
is plotted in PFigure 11 for the set of “V*
chirps and in Figure 12 for the set of
linear chirps.

o2

It can be seen from these two figures
that the true target can still be detected
by both methods when the ECH is 30 dB
strongar than tha skin return (SIR = -30 4B
for a single pulse). However, the
prcbability of detection is less than .85
far thig value of SIR as the corresponding
SIR after integration is only 18 dB for the
linesr chirp. For a single pulse SIR of -20
dB, the integrated SIR is 25 dB.
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Pigure l1. Coherent integration of a burst of 100
pulses at the output of the DPC filter.
The results sre plocted for SIA values of
048, -10 48, -20 4B and -30 dB A set
of vandomly selected *V® chirps of length

128 (s used.

Figure 12. Coherent integration of a burst of 100
pulses at the output of the DPC filter
The results are piocted for 3IR valuas of

0 dB, -10 dB, -20 4B and -30 dB. A set

of randomly selectad linear chirps of
length 128 g used.




This yields a probability of detection in
excess Of .95 for a Swerling :1-2 targst at a
faise alarm probability of 10*. The above
calculation assumes that the ECM energy has
a normal probability distribution. This is
probably Jjustified if their are encugh
pulses in the burst.

If the cross section of the false
targets is made =much larger than that of
real targets, the element of daception is
lost. It is thus unlikely that values of
SIR less than -20 dB would be encountered.

The peak tends to have a broad pedestal
for the "V™ chirp waveforms when the SIR i3z
less than 0 dB. 1In contrast, the peak for
the linear chirp waveforms repains narrow
right down to the sidelobe level. This
characteristic might be more suitable for
use with an automatic detection algorithm.

DEC _IMPLEMENTATION

Implementation consists of both
waveform generation and compression. The
desired code must first be generated in
digital format and converted to an analogue
signal suitable for subsequent up-
conversion. On reception, the digitised
radar returns must be processed in a digital
matched filter which compresses the
transmitted waveforms.

The desired waveforms are calculated
off line and are stored in a PROM whose
address lines are connected to a cointer,
The waveform is clocked into a digita. to
analogue converter (DAC) whose output is up-
converted to IF. Control lines are provided
to select one of several wvaveforss stored in
the PROM. A limiting amplifier along vith
appropriate filters ensure a constant
amplitude signal of gcod spectral purity.
The time-bandwidth product of the code is a
function of the number of stored samples and
the clock rate. This is 1llustrated in
Figure 13.

‘PR AECOO

TG
.
_ Cowvao
Figure 13. Conceptual disgram of the L7C wvaveform

generation circuitr,

On reception, the radar returns are
digitised into I and Q <channels for
processing by the pulse compression filter.
The present implementation of the (filter
consists of sixteen digital correlator VLSI
ICs configured into four parallel channels
to processes real, isaginary and cross term
products'%. A wmicro-processcr based

controller provides the means for changing
the filter coefficients on a pulse by pulse
basis, along vith providing a BITE function.
This architecture yields a filter vnicn is

highly adaptable. A conceptual diagram of
the DPC filter is shown in Figure 14.
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Figure 14.

Con: eptual diagram of the pulse
cogpression filter and contral circulitry.

An actual radar digital signal
processor would contain additional circuitry
to implement tunctions such as doppler
processing, adaptive thresholding, etc.
These functions are hnot illustrated in
Figure 14. % phovograph of the pulse

compressor hardware is shown in Figure 15.

Pigure 135. Photozra;h of the pulse compreasion
filter and control clrcultry.
CONCLUS I ONS

“he ECCM advantages of adaptive DPC
were discurged. Examples of this type of
wavefor: sgiljty as a counter to both ESM
and (M svtems were given. In the case of
ECH, ith denial and deceptive ECM tactics
vera considered. It was demonstrated that
adaptive DPC can be used as an effective
counter-counter measure against repeater
jammers +thich store an accurate replica of
the raduey signal.

An experiassntal digital pulse
comfres~or has been built and used to
svaliate somse of the techniques discussed
above. The use of VLSI digital correlator
ICs permits a compact implementation of the
DPC fal-oor. This implementation makes it
nov {c*wible to use adaptive DPC in an
sithorna MFR vhere space is at a premjuns.

At presant, exparimental evaluation nas
ccneisted 0f injecting digitised waveforms
into the DPC filter in real tise. An IF
section and digital desodulator is presently
under construction. Once completed, this




unit will be used to study the effects of
imperfections in the analogue pa~* on the
performance of the DPC waveforms. It is
also p to implement a two dimensional
filter which would simultaneously perform
pulse compression and doppler processing.
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Discussion

Mr Buering, Ge
Obviously one uses the same code on many pulses 10 be able to suppress clutier and to use Doppler filtering. Did you take
these things into account in your simulation?

Author’s Reply
No, we did not carry out such analysis. But what we shall do later on (is 10).. get nd of the Doppler effect and maybe we
shall use also a two-dimensional filter so that we can do both at the same ume — that i+, the pulse compression and

Doppier effect suporession.

Prol. PW.Baier
The gquestion is related to the presented digital impulse compression circuit. What 1s the resolution of the AL D converten
(bats for input and reference signals)? What is the clock frequency?

Author's Reply
The circuits can carry out actuatons of 16-bits with the radar signals and also 16 bits for the coefficents with 2.5 MH:
frequency. Now for 10 MHz frequency we shall use anly 4 bits for the filter coefficients. The analogue output — I think it is
10 bats. It’'s Just 10 grve you an idea of the type of calculanon. It is not always necessany to carry out such calculanons.

Mr Weis
Is the correlator 1 special-purpose computer or ts it procured from the shelf?

Author's Reply
It has been bu:!t by INMAS. It a correlator for 32 bats for carning out compiex operations. It s one of (its) applications
— Digtal pulse compression is one of the uses of such a computer
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Discussion

B.Jackson, Thorn-EMI, UK
r What parameters were assumed tor the soft-decision coding modulation detection criteria?

Author's Reply
When | say 'soft decisions’, that means we are actually quantizing the demodulator output into more than once bit. I 1 say
‘hard decisions’, that's one bit. When 1 say “soft decisions’ { usually mean 3-bit quantization. In order to maximize the
advantage of soft decisions you can get by having 3-bit quantization you have to have a...reasonably good gain control
mechanism, especially in a poor fading environment or in a jamming environment. Dr Olsen’s assumption here when he
goes through the analysis is that these things can e done {and that) all the quantization and dvnamic range problems have
been taken care of.

Dr B.Felstead, CRC, Canada
Would vou explain in more detail how the diversity was accomplished, especially at the receiver”

Author's Reply
Diversity may not be the rnight word to use. Itmay have confused people here .. We have assumed that there are 383 bits — |
helieve that's what Dr Olsen did — there are 384 bits per block. The message size is 348 bits. The message is blacked: the
block 18 divided into smaller chunks. of hops. If all the message is transmitted in the oae hop then we call that diversity of
one. And 5! the message is divided into two hops — and sent on two different hops — we call that diveraty ot two . You're
not talking about having any kind of tunz divesity, having multiple links (or) having difterent kinds of interleavers

Dr M.Safah, SHAPE Technical Centre, NL
Could vou comunent on the pertormance of BPSK and DPSK systems relatve to FSK svstemson g tast Rasleigh tading
cnvironment !

Author's Reply
In my second paper Pl show vou o chart of tast-fuding pertormance. What he meantby last fading, Fassame s when the
fading rate s faster than tae bt penod. T think thats what you mean by fast fading. On the FSK tvpe of waneform fast
tading improsements can be gamned at you have the tone spacing increased. i other words 1 vou (make) the signal
bandwidth. very Jarge. On the DIPSK and BPSK. as P'm gaing 1o show you later. 1 can get preny close performance
(hetween the twoy [ vou compare (DPSK and BESKY with ESK with o Larger and Liarger (toney spacing then their
1 porformance tsanfenoc butal sou talk about BSK with mimimum spacing. the pertormance is reasonably similar
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Concatenated Coding with Two Levels of Interleaving (u)

Samuel Lim, Member of Technical Staff
Michael Newhouse, Member of Technical Staff

The Aercspace Carporation
P. O. Box 92957
M4/937
Los Angeles, CA 90008 USA

Abstract

(u) This paper documents a performance evalvation of an electronic counter counter measuse

(ECCM) communication system in a worst-case partial-band noise and partial-band tone jamming

scenario. The ECCM communication system is composed of two levels of channel coding (concatenated

coding) and two levels of interleaving. An analysis has been performed for a concatenated code

consisting of either a Reed-Sclomon or a convolutional outer code and a convolutional inner code,

and the decoded bit error rates for typical binary modulation schemes (BPSK and DPSK) have been

obtained. The performance of these coded waveforms has been compared with convolutionally encoded

systems with respect to the required E43/N; to achieve an overall bit error rate of 107*. The results

demonstrate a significant coding gain achievable from systems which adopt concatenated coding.

NOTATIONS (u)

(u) Below is a brief description of notations used:

n
m

t

R,

Ro

R

p(e)
P(e)
puile)
Pu(e)
Peale)
Ww.,

P

N,
Ea/N,
EvIN,

R-S codeword size in symbols

Number of bits per R-S symbol

R-S codeword etror correction capabilities in symbols

Inner Code Rate

Quter Code Rate

Code Rate (= R;Ro for concatenated code)

Decoded bit error probability

Decoded symbol error probability

Bit error probability at the output of the inner Viterbi decoder
Symbol error probability at the octput of the inner Viterbi decoder
Hard decision chianiel Lil error probabilivy

Spread spectrum bandwidth

Fraction of the spread spectrum bandwidth jammed

Jammer noiee density normalized to W,,

Channel bit energy to jammer noise density ratio

Information bit encigy to jammer noise density ratio
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2 INTRODUCTION (u)

{u) Concatenated eoding uses two levels of coding to achieve its required system bit error rate {BER)
performance objective. The inner code, defined as the code which interfaces with the channel, corrects
most cf the random channel errors. The outer code reduces ezrors further to a desired BER level. A
benefit from selecting a concatenated codc rather than a sirgle coding operation is the possibility that for
the identical required BER and available signal-to-noise ratio, an overall encoder/decoder implementation
of less complexity can be achieved. Or concatenated coding can improve a performance of an existing
communication system [1].

(u) A concatenated coding scheme commonly consists of a soft decision Viterbi decoded binary con-
volutional inner code combined with either a hard decision Viterbi decoded binary convolutional outer
code or a Reed-Solomon (R-S) block cuter code. The main reason that soft decision convolutional codes
are usually used as inner codes is that they provide excellent error correction capabilities against random
channe! errors. Bit intetleaving of channel bits is provided to randomize bursty errors that can occur
in certain stressed environments. Since only hard quantized data is availatble at the output of the inner
Viterbi decoder, hard decision convolutional codes are logical choices for the outer codes. But because the
errors out of the Viterbi decoder tend to occur in bursts, a bit interleaver has to be placed in between the
inner and the cuter code to randomize the inner decoder output bit errors. An alternative is to use R-S
block codes whose symbols are formed from m-bit (m > 2) segments of the binary data stream. R-S block
codes are particularly useful for burst error correction. However, if the burst out of the Viterbi decoder
1s in the order of the R-S codeword length, the outer code performance will be severely degraded unless
a m-bit symbol interleaver is placed in between the inner and the outer code to randomize symbol errors.
The necessity for symbol interleaving can be explained by the general property of non-binary block codes
of which R-§ code 15 a member. R-S code performance solely depends on the number of symbol errors
in a codeword. For a large number of symbol errors within a single codeword, the R-S code performance
can be catastrophically degraded. Thus. a symbol interleaver is used to distribute bursts of symbol etrors
among several codewords to reduce the probability that symbol errors within a codeword exceed the error
correction capability of the R-S decoder. The block diagram of a concatenated coding system is shown in
fig. 1.

{u) In this paper, the decoded BER for BPSK and DPSK modulated waveforms using R = 1/4 concate-
nated codes will be studied. Both BPSK and DPSK modulations were selected in order to be representative
of both coherent and non-coherent waveforms. The results will be compared against thatof R = 1/2, R =
1/3,and R = 1/4, K = 7 Viterbi decoded convolutional code in both partial band noise and partial band
tone jJammed channels. The concatenated code consists of either a R; = 1/2 inner code combined with a

Ro = 1/2 outer code or & ; = 1/3 inner code combined with a Ry

3/4 outer code. The inner code
is always a K = 7, 3-bit soft decision Viterbi decoded convolutional code. For convenience, the R-S outer
code has 384 baseband bits per codeword. The hard decision Viterbi decoded outer code has either K =
Tlor Rg =1/20r K =9 for Rg = 3/4. The overall code trate of concatenated codes is always R = 1/4
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2.1 CHANNEL DESCRIPTION (u)

(u) Below is a brief description of the noise or tone jammed channels. For either case, the BPSK and
the DPSK waveform carriers are assumed to be slowly frequency hopping.

2.1.1 PARTIAL BAND NOISE JAMMER (u)

(u) A partial band noise jammer can be described a8 a Gaussian noise jammer whose total power is
restricted to a fraction p{0 < p < 1) of the spread spectrum bandwidth W,,. As seen n fig. 2, the jamming
noise power is assumed to be spread uniformly over the restricted bandwidth W, = pW,, resulting in an
increased power density and a correspondingly degraded signal-to-jamnuer ratio in the jammed band. The
jammer is assumed to occasionally move the jammed band within W,, so as to prevent band avoidance

countermeasures [2].

2.1.2 PARTIAL BAND TONE JAMMER (u)

(u) As seen in fig. 3, a partial band tone jammer spreads its availabie jamming power into multiple tones
across a fraction p(0 < p < 1) of the spread spectrum bandwidth W,,. The jamming tones are spread with
uniformly distributed tone spacing, AJ, over W, = pW,, resulting in an increased power per tone relative
to full band jamming and correspondingly a degraded signal-to-jammer ratio (SJR) in the jammed band.
Again, the jammer is assumed to occasionally move the jammed band within W,, so as to prevent band
avoidance countermeasures [2}. In this paper, AJ = 2 Hz/bits/sec to guarantee thal at most 1 jammer
tone can reside within the signal’s null-to-null bandwidth. Furthermore, non-coincidental jamming, where
the jammer tone is uniformly distributed within the signal's null-to-null bardwidth, is rssumed because

the carrier hop granularity is much finer than the signal bandwidth.

3 ASSUMPTIONS (u)

(u) It order to reduce the complexity of the problem, several critical assumptions were made. First,
the depth of interleaving for both the inuer bit interleaver and the cuter m-bit symbol interleaver was
assumed to be sufficiently larger than the channe! bit error burst length and the Viterbi decoded m-bit
symbol error burst length respectively to insure independent channel bit errors and independent Viterbi
decoded symbol errors. Note that m = 1 for binary convolutional outer code. Second, although syinbol
interleaving was performed, it was assumed that the bit errors out of the Viterbi decoder were uniformly
distributed instead of in bursts regardless of the type of coding and demodulator decision schemes. This
has no eflect on the p,(e) performance if the outer code is a hard decision convolutional code since bit
deinterleaving is performed prior to outer decoding. But for a R-S outer code where symbol interleaving is
performed prior to R-S decoding, this amounts to an over-estimation of P, (¢) out of the Viterbi decoder
for a given p.i(e), since the bit error patterns actually do occur in bursts. However, this assumption will
provide a sufficiently tight upper bound on the py(e) performance. Furthermore, the relationship between
P(e) and p,(¢) was assumed to follow a 2™-ary symmetric memoryless channel model. Finally, perfect
jammer side information (JSI) was assumed Lo exist. With this knowledge, a 3-bit quantization algorithm
can be found for BPSK and DPSK which provides a p,y(¢) vs. p,a(e) transfer function in optimized partial
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The po(e) vs. B /Ny for DPSK modulated waveform in optimum partial band noise jamming is given by

(2
2a)"' Za > 0048
A R O (%)
fexp (— J) 3 < 0.0dB
In case of optimum partial band tone jamming,
182 (Ea)” Fa > 1.93dB
Pale) = { ° 8":,(7”) , 2198 ()
w et o Hlu(—cos181(8,0)]) + u(cos [62(¢, p)|)]dédp  §t < 1.98dB
where u(t} is the unit step function defined by
1 t>0
u(t) = { (7
0 t<0
27 .8
8:(6.0)) = 1’ (#) + cos(p) + 1(p){cos(v + ¢) +cos(4)] 8
cosliu(@- 220 V() + 15 27(¢) cos(w + #)[77(#) + 1 + 2v(w)cos($)] ®
and
cos(163(8 o)) = coa() — v'(¢) + 1(p)lcos(p + ¢) + cos(¢)] (9)
' VI () + 1 - 21(p) cos(v + 83177 () + 1 + 27{¢)cos(¢)]
where R
2, _ E» ®/2
1 (p) = 2N, (;n—(m) (10}

The 3-bit soft decision Vilerbi decoded convolutional code bit error probability in optimized partial band noise and
ltone jamming can be acquired by inserting pcs(e) of eqs. 1 - 10 into the pus(e) vs. pes(e) transfer function. The

transfer function is empirically given by [1],

log,o{pes(c)) = B.48log,o(pes(c)) + 6.26 BPSK, R; =1/2 (11)
log,y(pes(c)) = 6.73log,o(Pr(e)) + 4.00 DPSK, R, =1/2 (12)
log,o(pvs(e)) = 12.210g,o(pes(e)) + 745 BPSK, R; =1/3 (13)
log,o(peste)) = 94Slog,o(pes(c)) + 534 DPSK, R;=1/3 (14)

{u) Consider the case of C+RS concatenated code Assuming independent bit errors,
Pole)=1-(1 - pyfe)™ (15)
Now. P(e) is also selated to P.(e) by an upper bound expression as long as the symbol errors are independent.
This is given by (1)
1~ (»
P L (e) (1 = P.{e)]"?
Ple)s = 3 ( )(] +O)P(e)[1 = P,(e)) (16)

ymtdr \ ]
This expression also applies to both extended and shortened R.S codes. The overall bit exror probability is expressed

aAS
-m—1

Prle) = sm—ple) a7

(u) In case of C+C concatenated code, the hard decision Viteibi decoded convolutional code transfer function
18 empirically given by
log o(pale)) = 5.43log 4(peale)) + 4.43, Ro = 1/2 (18)

and

logo(pe(e)) = 3.2610g,,(per(e))} + 3.55, Ro = 3/4 19)
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band noise and optirnized partial band tone jammed chennels that is essentially equivalent to that of an
AWGN chaanel.

4 ANALYSIS (u)

(u) From the assumptions above, a reasonable upperbound for the py(e) vs. E;/N; performance can be
acquired for the convolutional code concatenated with a R-S code (C+RS) and an exact py(e) va. B4/ Ny
performance can be empirically derived for the convolutional code concatenated with a convolutional code
(C+C).

(u) A shortened R-S code or an extended R-S code may have to be selected to meet the combined R
= 1/4 citerion. A shortened R-S code is created by deleting a portion of the information symbols while
mr.intaining all of the parity check symbols of a standard R-S code. An extended R-S code is created by
adding as many as 2 additional information symbols to a standard R-S code while maintaining the same
number of parity check symbols [3]. Denote a R-S code by RS(n,n — 2¢,m). For an R-S code with 384
baseband bits per codeword, the two R-S codes for Ro = 1/2 and Ro = 3/4 R-S are given by RS(96,48,.8)
ané RS(64,48,3) respectively.

4.1 THE BIT ERROR RATE EVALUATION (u)

(u) The decoded bit error rate performance, pi(e) vs. Ei/N;, for concalenated codes will be evaluated
in this ser:ion. The 3-bit soft decision Viterbi decoded convolutional inner code bit error probability in
AWGN %+ R; = 1/2 and R; = 1/3 is available from simulation. By assuming perfect JSI, p.s(e) in
optimized yaz‘ial band noise and optimized partial band tone jamming can be derived by first evaluating
the uncoded bit error probability for BPSK and DPSK in optimized partial band noise and optimized
partial band tone jamming. The p (e} vs. E3/N,; performan:e of these uncoded waveforms in optimum
noise and tone jamming is summarized below:

(u) The channel errors aze assumed to occur strictly due to jamming. The p.i(e) vs. Eqa/ N, for BPSK

modulated waveform in optimum partial band noise jamuming is given by 2]

8.625 x 10~? (5%,-)’l Ea > _15dB
Pa(e) = Q ! - (1)
<

35,
1oa £A < -1.5dB

E,
E,
where
Qo= [ geene (%) o @

In case of optimum partial band tone jamming,

-1
Pa(e) = { 9.134 x 1077 (7#) £ > _0.8dB

5 f_ll 9 (&.3) dz %’ < -0.8dB 3)
where ( ) .
_ | e (Vi) v R
sy.2)= { ) " (oo @
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pae) is acquired by inserting poi{c} of eqs. 11 - 12 into eq. 18 and p.u{c) of eqs. 13 - 14 into eq. 19.
(u) The the concatenated coding system information bit energy-to-noise density ratio is given by

E/N; = RTEL/N; (20)

5 RESULTS (u)

(u) Bit error probability performance of the four R = 1/4 concatenated codes in optimized partial band noisc and
tone jamming have been obtained from the analysis of Section 4. The four concatenated codes are soft decision, R;
= 1/2, K = T Viterbi decoded convolutional code combined with either RS(96,48,8) block code or hard dedsion,
Ro = 1/2, X = 7 Viterbi decoded convoluticaal code, and R; = 1/3, K = 7 Vi'etbi decode convolutional code
combined with either RS({64,48,8) block code or bard decision, R; = 3/4, K = 9 Viterbi decoded convolutional
code. Figs. 4 - 7 display the ps(e) vs. Es/Ns curves for the 2 modulation and the 2 channel cases listed below:

Jammer Modulation
Case 1:  Partial Band Noise Jammer (PBNIJ) BPSK
Case 2:  Partial Band 1one Jammer (PBT)) BPSK
Case 3: PBNJ] DPSK
Case 4: PBT) DPSK

(u) Each graph depicts a BER comparison of the four R = 1/4 conzatenated coding scheme. As seen from
these graphs, using the lower rate inner code along with the higher rate outer code, as opposed to equal inner
and outer code rates, provides superior performance in all options listrd above. The performance improvement
is very significant for BPSK modulation, 1.5 dB on the average for switching to unequal code rates, and barely
noticeabls for DPSK modulation, less than one-half dB. The difference between using a R-S irner code as opposed
to a convolutional inner code is negligible. However, it must be noted that C+RS concatenated code performances
are given in terms of an upperbounnd py(e).

(u) The concatenated code decoded bit error perfo.mances at py(e) = 107* are compared against B = 1/2,
/3, and 1/4 convolutional codes [4]. This is shown in fig. 8 in terms of required £4/N s to achicve py(e) = 107>,
As expected, all R = 1/4 concatenated codes of either ianet/outer code rate combination outperform the R = 1/2
Viterbi decoded convolutional code in all cases at py(e) = 107>, For example, betweer 2 and 2.5 dB of coding
gain is available by switching from a single 1 = 1/2 Viterbi decoded couvolutional code to R; = 1/3, Rp =
3/4 concatenated codes. Not as significant a coding gain, between 0.5 and 1 dB for pyie) = 10>, is achieved
by switching to R; = 1/2, Re = 1/2 concatenated codes from R = !/2 Viterbi decoded convolutional code.
Compared with R = 1/3 asd R = 1/4 Viterbi decoded convolutional code, the R; = 1/3, Ro = 3/4 concatenated
codes perform better at py(¢) = 107° for all cases but, the B; = 1/2, Ro = 1/2 concatenated codes petform better
at pi(e) = 10" only for DPSK modulation. About 1 dB of coding gain for BPSK and 1.5 dB of coding gain for
DPSK is available for switching rom a single R = 1/3 Viterbi decoded corvolutional code to either R; = 1/3,
Ro = 3/4 concatenated codes. Couversely, about 1.5 dB of coding gaia for BPSK and 1 dB of coding gain for
DPSK is available from switching from a siagle R = 1/4 Viterbi decoded convolutional code to either R; = 1/3,
Ro = 3/4 concatenated codes. Therefore, the average coding gain schieved by switching to R; = 1/3, Ro = 3/4
concatenated codes {tom the best single R = 1/2, 1/3, and 1/4 Viterbi decoded convolutional code for BPSK,
which is R = 1/3, and fos DPSK, whichis K = i/4, is i 4B

(u) As seen Gom fig. 8, & clear cut advantage for concatenated coding with R; = 1/3 and Ro = 3/4 exists for
all modulation schemee at pi(e) = 10>, Furthermore, it is appareat that BPSK requires about 3 to 3.5 dB less
Ev/N, than DPSK to achicve pyfe) = 107" in cithes jamming environments.
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6 CONCLUSION (u)

(u) In this paper, the performances nf R = 1/4 concatenated codes were evaluated for different modulation
t schemes and optitnum partial band jamming envitonmesnts. Reasonable approximatinns were made rc vive at
results displayed in fig. 8. If greater accuracy is desired, some of the simplifying assumptions cannot be used.
Nevertheless, from this study, it is obvious that snder the assnmed constriiats and in optimized part.al band noise
and tone jamming, concatenated cading provides significant coding gain in terms of requured £/, for BPSK
and DPSK. Furthermore the advantage of using a lower rate inner code ard s higher rate outer code, as cpposed
to equal inner and outer code rates, is clear cut for the modulations studi~’ Ip conclusion, concatenated coding
using Ry = 1/3 and Ro = 3/4 is very robust for either mcdulation scheme in oplimum parual Fand noise or tone

jammed environments.
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Fig. 2. (u) Partial band noise jamming of FH system: Jammer concentrates power in a

fraction of the spread spectrum bandwidth. Carrier frequency changes
every symbol period.
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Fig.3. (u) Partial band tone jamming of FH system: Jammer concentrates power into
multiple tones within a fraction of the spread spectrum bandwidth. Carrier
frequency changes every symbol period.
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Two sdvanced Elecrronic Counter
Counterwessures (ECCM) enhancement techniques have
been shown to significantly improve the antijam
performance of Global Positioning Systea (GPS)
receivers. The first method, Amplitude Domain
Processing (ADP), is a nonlinear precorrelation
processing technique vhich adapts to a changing
ECM environment and exploits the statistical
properties of strong nonGaussian jamsers to sig-
nificantly reduce their effectiveness. ADP has
been deaonstrated in hardvare agelias: & heavily
jammed CPS signal; sessura? performance shows a
teduction in continuous wave (CW), pulsed €V and
swept CV jamser power of 36 dB, 25 dB, and 26 df,
respectively.

The second technique. Extended Range Adaptive
Tracking. is a correlation process which optimally
adjusts tracking loop bandwidths and mulciple cor-
relator weights in response to changing levels of
GPS signal dynamics snd ECM pover levels. The
extended range feature tolerates the growth of
tracking error beyond the tl chip cenventional
lisit to $5 chips to guard against loss-of-lock
under exceptionally severs combinations of jamming
and dynamics. Analysis and simulation have shown
that this technique can extend the rece!ver track-
ing threshold by an sdditional 26 dB. A hardware
demonstration of this technique is currently under
developsent. Both Extended Range Adsptive Track-
ing and ADP are suitable for efficfent, lov power
Very Large Scale Integrated Circuit (VL5SI) i{mple.
sentation.

Amplitude Dosaln Procassing (abP)

ADP {s an ECCM technique vhich acts to {sprove
precorrelation signal-to-noise ratio to enhance
the ant!{jam parformance of a GPS receiver. ADP
exploits the statistics of the jeamer’'s amplituds
prodability distribution function by deriving a
functionsl which is used to resssign a nev valus
to each of the ADP's Input ssmples. Reassigrment
is performed in a way cthat deemphasizes those
samples in vhich signal detection is unlikely.
thereby effecting o signsl-to-noiss improvesenc.
ADP has been shown to previds significent
rejection of all current jesming threats.

ADP is a eignal processing technique that s based
on statisticel deciston thaory (Ref. 1) in which
derived optime]l nonlinesrity operates on the
smplitude, r. of a combined strong interference,
n, and a weak signal, 5. to effect signal-to-nolse
(SMR) isprovessnt The nonlinearity ls dased on
the amplitude prodabilitry distribution function
(FPD7) of the received imput, f,(r). which, under
the above conditions, can bc approximated by

£,(r) feanlr) = (D) (1)

That {s, the PDF of the cosposite input is essen-
tially that of the interfering waveforw. By pro-
cessing this input by the nonlinear operator.
g(r),

- d(f (r)/r1/dx

g0 - £,(c)/c

(2)

it can be shown that SNR enhancement will occur in
all ca2ses in vhich the interference in non-
Gaussian.

Aaplitude Domain Processing is depicted in Figure
1. (See Figures 1 through 18 on pages 5 through
12.) The incoaing waveform is resolved into
inphase (1) and quadrature (Q) coaponents in an
RF-to-baseband converter, and sre transformed to a
polar representation in magnitude (R) and phase
(#) Tas phase component is delayed to compensate
for an equivaient delay associsted with the pro-
cessirg of the signal's asagnitude. This process-
ing ccnsists of PDF estimation and the subsequent
derivation of the nonlinear function used to reas-
sign enhauced value to each input sasple. These
sesplas are than retransformed to quadraturs fora
prior to final correlation and data detection.

A simulation of ADP vas conducted for the case of
CW. pulsed CU and swept CW jemmer (Ref. 2).

Figure 2a {llustraces the probebility density
function of a C¥W jasmer generated {n histogram
fashion and Figure 2b s the derived noniinesr
sapping function. These plots are based on 2048
9-bit samples of the signal's sagnitude. When
applied to the {nput signal, this function pro-
duces the results shown in Figure 3, which
{llustrates & comperison batween the ADP's input
and output powver spectral densities. ADP has
reduced the CW jammer to the level of che back-
ground noiss resulting in s theovetical ) dB total
noise incresse. This increass is s favorable
tradeoff when viewed in the context of significant
jaamar reduction.

Figures & and 5, respectively. shov simulated ADP
performance in the cases of pulsed C% and svept CVW
jamaing, both of wvhich show virtuslly coaplets
jsamer rejection.

ADR Proof-of-Comcayt DeMODALIALSQD

Figure 6(a) illustratss an ADP srchitecture
designed to minisize sise and rower requlirements
in a futurs VLSI {laplementsticn as wel! ae provide
design guidelines in s near-ctrs dlecrete com-
ponent proof-of -concept hardvare demonstration
Pigure &(b) le an associeted ssquancing diagras to
tlluscrace Lts operation. The operations of
Random Access Mesorys (RAN) A, B. and C are
fdencical but offset by 120 degrees in & process-
ing cycle conafsting of three modes. This pro-

vides for the continuous gensration of f(r) from




samples of r while allowing time fcr the processor
to compute g{(r), thereby providing real-timse pro-

cessing of the input. During Mode i, histogram
formation, the ilnput data addrosses a HAM, incre-
ments its contents by one, and stores the results
in the same location. After 2048 data points have
been similarly processed; Mode 1 is complete and
an estimate of £(x) is contained in the memory in
histogram fashion.

In Mode 2, a counter sequentially addresses the
RAM, thus serially r-oading out f(r). A Finite
lapulse Response (FIR) filter i{s used to smooth
the function to reduce errors in its derivative.
The nonlinearity, g/r), (s then computed and
stored in the same block of memory. A signal
normalization scale factor (SF) i{s alsc computed

from g(r) and df(r)/d(r).

During Mode 3, the original delayed {nput data
addreases the mesory containing g(r). thereby
aapping itself to the ADP output. The memory {s
then cleared to agsin begin the cycle.

An evalustion of the *"P hardware wvas conducted
with inputs consisting of a GPS C/A code signal at
the L1 (1575 MHz) frequency, thermal noise and a
single jammer. Power spectral densities were
measured for the CW, pulsed CW and swept CW
waveforn cases before and after Amplitude Domain
Processing. The weasurements sre in excellent
agreement with s{gsulation results.

Figures 7, 8 and 9 show the measuired spectrum at
the ADP input and output and are countarparts to
the simulated results of Figures 3, 4 and 5,
respectively. As chown, jammer rejection {s
nearly coaplete in all cases. Other frequency
coaponants are present in the upper (input) spec-
trum of Figures 7 and 8. These spurious com-
ronents appear to be the result of RF receiver
laplementation anomalies such as analog-to-
digiral (A/D) converter noniinsarities or inter-
modulation products. It is {mportsnt to nuts that
ADP tends to suppress these components as vell as
the {ntended jammer. The dacreasing pover level
of the input swept CV jemmer shown in Figurs 9 is
the result of low pass filtering operation applled
st the A/D {nput prior to Asplitude Domain Pro-
cessing. As predicted. and ss shown in Figures 7
ard 8. baciground noise increases slightly at the
ADP output when a jammer ls presant In Figure 9
the noise floor at the ADP fnput 1is obscured by
the in-band allased second hart ¢ component of
the svepr CW jammar.

In addition .o substentiating jammer suppression,
Cests vere performed to ensure thst ADP processing
does not have a deleterious effect on thes GPS
signsl icself. The results of post-correlstion
dats weasuresents are shown {n Figures 10 through
13 and f{llustrate data recovery performance at the
ADP output. Figure 10 shows s baseline seasure-
sant without jamming, resulting in ADP processing
of the GPS sig:al buried in sddizive white Gauss-
{an notse. The messursmerts consist of spectral
snalyses of & squeie vave which was substituted
for GPS deta to facilitate evaluation.

the upper half of Figure 10 shows the fundsmental
ated odd order cosponents ot the wavefors with ADP
disabled. In this cest, dats undergoes forward
and inverse coordinsts transforwation wlthout
Interwediate processing by ADP. A coaparison with

the lover half of the figurs in which ADP resumrs
opsration shows minimal degradation of the datas
There 15 elso no detectable Incresse in the nolss
floor, s result predicted by theory. The net
result is that, i{n the sbsence of & jamner, ADP
produces no sigrificant degradation of SNR

Figures 11, 12 ard 13 show the results of dsta
measuresents with and vithout ADP processing for
the cases of CW, pulsed CW and swept CW jamming,
respectively. In Pigures 11 and 12, ADP is seen
to suppress the jammer component at 20 Hz whereas
the spectnma of the square wave data is essen-
tially left intact. Wnat appears to be an
fncrease in the pover levels of the square wave
line spectrums is att-lbuted teo D/A& decompression
resulting from the AP removal of the high level
jasmer. That is, in the absence of ADP suppres-
sion, the jamsing waveforam tends to saturate the
D/A resulting in decreased gain to the GP5 signal
and an increase in spurious generation.

Figure 13 shows data recovery with ADP operating
on a svept CW jamwer. Again, the spectral com-
ponents of the square wave are essentially left
intact during jammer suppression.

Exsended Rs

Extended Ra. . Correlation provides a means of
maintaining code lock when tracking loop errors
exceed those that can be tolerated by a standard
correlator. A simulation and analysis of extended
range adaptive tracking has shown that correlation
over 15 code chips {3 sufficieunt to bound code
tracking errors under combinaticns of jamming and
dynasics that significantly exceed those specified
for GPS. An XRC design based on this anslysis is
shown {n Figure 14. Samples of the wideband
signal are distributed to 21 complex correlaticn
channels, each spaced in 0.5 code chip incremernts
to subtend the required range. Spacirg is con-
trolled by zorrect phasing of the loca! reference
cods applied ro 2ach channel. The {nd:zated
inicial integration i{nterval folloving code remov-
al {s limited by the decorrelating effects of full
carrier Doppler which ls removed by cosplex multi-
plication prior to final accumulation. Total XRC
integration time can be varied from 1.0 to 20 ms.

The XRC's initial accummulators also decrease
throughpur, thereby, permitting thu implementation
of a shared mulicplier/final sccummulator to effi-
ciently process their outputs. A Doppler wipeoff
signal is provided to the multiplier by a numsertf-
cally controlled oscillator/look-up table which
derives optimal Doppler frequency estizates from
an adaptive carrier ttacking loop. The XRC's
fina) outputs are sequentislly forwarded to an
sdaptive loop process t which utilizes measure-
eents of dynamics and jamming levels to optimally
weight each correls” n value before final summa-
tion and tracking. i functions {llustrated in
Fl.gure l4 ars curre 7 being integrated in s
single VLSI design wii: s cowplexiiy of approxi-
mately 20,000 gates.

Lods loop Proceasing

The design of the code tracking loop for the XRC
requites that ¢ sophisticated approach be eaployed
to extract saximal information froe the available
21 correlator outputs. Intuttively, the algorithm
should pertors two functions: (1) process the XRC
outputs to form an error signsl that drives the
loop; and (2) fllcer the error signal to generate
an estimate of the code phase delay Moreover,
both functions should optimslly adapt to CPS
signal dynamics and jamming conditions.

An sdaptive tracking locp with the above
properties vas developed for the XRC using msthods
from nonlinear filtering theory (Ref. 3). The
loop has the structurs showvn in Filgure 15, which
indicates the major funccions of the XRC and fts
output weighting. the filtering functions of state
estimation and covariance propagation, and rate-
aiding by an [nertisl Navigation Systea.
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The operation of the adaptive code lcop is most
easily undsrstocd by first considering its estima-
tion covariance algorithms. The estimation algo-
ritha, which is a second-order loop that estimates
residual coda phase and its race, performs the
usual filvering function of traditional code
tracking loops. However, as is typical with state
estimation algorithas, and in contrast to typlcsl
GPS receivers. the adaptive loop als2 continuously
adjusts its bandwidth to the environment by
modifying the loop gains as a function of the
estimsted jamaing level and the covariance of the
estimation error. It is through this process,
which depsnds upon the covariance algoritha
reliadly predicting the statisrics of the tracking
error, that the tracking loops can respond to high
dynanics while minimizing the effects of high
jarming. This covcriance algoritha is similar to
that found in standard Kalman filters, except that
its development was oased upon a nonlinear
measuresent model of the XRC operating as a
square-law detector. The algorithm responds to
the residual acceleratiorn, which is & function of
the modeled INS error parameters and the instan-
tineous vehicle dynamics, and to the jamaing
environment, which can be estimated froa outputs
of the XRC. Since the algorichm is based upon
nonlinear filtering wethods with covariance
responding directly to the outputs of the XRC, the
adaptive tracking loops. in contrast to those of a
typical Kalman filter, proamises improved robust.
ness because its escimation ervor directly affacts
the covariance via feedback through the cor-
relator

Following an estimation of residual code phase
rate, INS rate-aiding i{s introduced to develop an
estimate of line-of-sight (LOS) veiocity. This is
subsequently integrated by the NCO to produce an
cstimate of code phase delay. which closes the
loop through the XRC. INS rata-aiding lowvers
tracking looi bandwidth requirements by reducing
the bandwidtn of the signal processed by the code
loog. That is. the loop only needs to track the
residual between the truic LOS and that estimated
by the INS Consequertiy, the tracking loop can
@aintain lock under high jamming with significant-
lv lower bandwidth to lmprove accuracy by provid.
irg a lower-rolse code phase estimate

The XRC estimator and couvarianrce wejghts, which
are computed optimally based upon the solution to
the nonlinear filtering problew, are driven
primarily by the variance of the code phase
estipstion errcr. In severe envivronmental situa-
tions in vhich the computed variance of the rrack-
ing error is large, range extension occurs wit' sn
automstic increase of the est!mator weights for
correlators that are far-ree.ved from the on-time
or prompt channel As environmental conditions
fmprove and the error variance decresses, these
veights adjust so that only those correlators nesr
the on-tiwe estimate are veighted. This ensures
that the code phase tracking error is alvays
vithin the detection envelope, and facilitates
sutomatic reacquisition of the code phase when
conditions {sprove. The covariance veights are
adjusted by the algoritham to ensure that the
statistics of the estimation orror sre consistent
vith sessuremants observed st the output of the
XRC. 1f the ssasursments indicats that the actuasl
error is larger than the piedicted l-sigma value,
then the welighted XRC weasureaents tend to cause
the coveriance to increass. Converiely., {f the
ohse:ved tracking accuracy is better than
predicted, then s corrective ters In the algorithm
csuses the covariance to decresss As an overall
consequence, the entire tracking loop is less
sensitive to wodaling and wessurement errors asso-
clated with residual dynesics and the jamming
environment .

The adaptive code tracking loop was svalusted via
Monte-Carlo simulation of s variety of stressing
scenarios which included initiul acquisition as
well as tracking of both CW and broaddand jamaing.
Figures 16(a) and 16(b), respectively, depict ths
LS acceleration between the receiver and a CPS
satellite and the simulacted jamaing-to-signal
(J/S) ratio at the raceiver fnput for a broadband
jammer. Note that the LOS acceleration varies
berween 16 g with jJerk levels in excess of 10 g/,
and J/S ranges from 32 dB to 80 dB at the receiver
input. Under these conditions, tha adaptive loop
performance is shown in Figure 16(c), with the
solid graph representing the code phase estimation
error and the dashed graph 1s the standard devia-
tion of the error predicted by the covariance
slgorithm. It is observed that the tracking error
generally remains well within a code chip (approx-
imazely 30 ») throughout the entire scenario, even
during periods wvhere J/S is 80 d3, and that the
computed standard daviation of the code tracking
error typically agrees quite well with the actual
error.

The conventional approach to carrier tracking loop
design employs a Costas tracking loop to process
the on-ti{me correlator’s inphase channel to
produce an estimate of the encoded data, utilizes
that estimate to data-demodulate the quadrature
seasurenent, and filters the resulting error
s{gnal to track carriev phase and Doppler. Typi-
caily, the Costas loop is nonadaptive aud there-
fore, suffers performance degradation and loss-of-
lock wvhen jamaing snd dynamics vary significantly
from the baseline design point.

Two features which provide significant benefit
over conventional Costas loop are INS aiding and
adaptive tracking. As in the case of the code
tracking loop. INS aiding permits lower bandwidths
to reject jammer power by reducing the dynamics
that must be processed. This also iwproves
accuracy by reducing the effects of jammer-induced
noise on the carrier phase and Doppler exztimates,
but prisarily serves to axtend the receiver's
loss-of-lock threshold. As in zhe code loop, galn
adaptatlion jeproves the carr.er loop performance
by optimally adjuscing loop bandwidth in response
to measurements of the environment. Howvever,
since the Doppler-induced dynamics processed by
the carrier locp are significantly higher than
those of the code loop, a suffliclently accurate
{eplementation of the atding neasurement requlres
a more detailed sccounting of error sources
{ncluding lever arm effects and the latency and
update rate of the INS dats

The adaptive carrier tracking loop operates on the
XRC’s prompt output {n a manner snalogcus to the
Costas loop discussed previously by processing the
inphase channel to estimate the data while utiliz.
ing the quadrsture channel to drive the tracking
loop (see Figure 17). However, in contrast to the
Costas loop. which imsplements a hsrd limiter to
estimate the data bit the adaptive carrier loop
employs an adaptive soft limiter (or & hyperbolic
tangent) for this function. The advantege of this
approach, which is based upor maximum likelihood
estimation. is that, vhereas in high-jamsting
situatiuns the hard limiter behaves erratically by
responding primarily to noise. the soit [imiter
adapts to the predicted tracking srror variance
and the cosputed inphase nolse variance to
inftiste a galn reduction when conditions are
scvere, thus resulting in wore stable operation
Under benign conditions of tight carrier loop
trecking and neglizible jamming the soft limiter
revart to s herd lisiter.



After data estimaiion, the quadrature signal is
data dssodulated to provida a signal proportional
to the carrier phase tracking error for the loop
filrar. The loop £iltar iz derived uslug non-
linsar estimation (Ref. 3) and consists of a
third-order estimation algorithm to cospute
carrier phase, Doppler, and residual acceleration.
An additi{onal covariance slgorithm is used for
gain adapeation and to adjust the paramsters of
the soft limiter.

Thae adaptive carrier loop was analyzed via Monte-
Carlo simulation for & variety of scenarios,
including the LOS accelsration profile shown pre-
viously in Figure 16(a). Of primary interest vas
the J/S loss-of-lock thresholds for broadband and
CV jamming erivironments. Under the 16 g accelera-
tion profile it was found that loss-of-lock occure
at spproximately 52 dB for the broadband case and
at 49 dB under CY jamming. Thia represents as
much as 10 dB improveament over traditional
spproaches. Moreover, the resulting velocity
error is approximately 0.02 m/s at 50 dB of broad-
band jamming and 48 dB of CW jamming. The carrier
loop tracking error response to 45 dB of CW
janming is shown as the solid curve in Figure i8.
Note that the spikes occur at times of large LOS
jerk (= 10 g/s), but rapidly decay. The

l.sigma standard deviation computed by the
covariance algorithm (dashed curve) is shown to
track the sctual error closely.

Soncluxions

taplitude Domain Processing and Extended Range
Adaptive Tracking are advanced signal processing
techniques that have been shown to substantially
increase the ECCM capsbility of GPS recelvers.

ADP has been demonstrated in hardware to sig-
nificantly suppress CW. pulsed CW and swept CVW
jammers. An additional significant level of
jammar rejection is provided by Extended Range
Adaptive Tracking which is currently being imple-
sented in a proof.of.concept demonstration. Adap-
tive tracking loops provide sn advantage over con-
ventional tracking loops in that messuresments of
jamning and dynamics are used to optimize tracking
perforasance. Extended range correlation maintains
code lock for errors grester than 1 chip and
lowers the need for reacquisition. Overall, the
benefits to be reslized by these advanced signal
processing techniques are improved positioning,
velocity estimation, free {nerzial performance,
and faster reacquisition. Both techniques can
provide enhanced haseline ECUM processing for
future GPS systems and, ss & VHSIC/VLS! i{nsertion,
can provide an efficient, near-term performance
upgrade {n current GPS recefvers.
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AMPLITUDE DOMAIN PROCESSOR CONVENTIONAL GPS PROCESSING
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Discussion

Dr Voles, UK
If the adversary knew that you were using ADP. what would be the opimum signai he should use to achieve maximum

effectiveness — and what then is the overall effect on the GPS system?

Author’s Reply
ADP provides no process gain against Gaussian jamming and multiple jammers that tend to appear Gaussian at the ADP
input. Generating a purely Gaussian jammer is impossibie duc to the infinite dynamic range necessary. A clipped Gaussian
appears optimal at this uime. ADP will provide some process gain against this jamming format with additional ECCM due
to the reduced ERP. At this ime the optimal clipping level 15 not known.

Question
My question is also related 10 ADP. If for insiance the jammer is a constant-envelope: type the | and Q components are

onrrelated, or they aren't statistically independent. Did you take into account thus effect in your simulation?

Auther’'s Reply
The simulation was a Monte-Carto simulation, and hence it included a software replica of an IF 1o baseband converter. So
it did very well simulate the correlation between | and Q channels for a CW or constant-envelope jammer.
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Ottawa, Ontarjo, Canada, K2H 852

Summary
The anti-jam performance of fast frequency hopping spread spectrum communications is
proportional to the ratio of the spread th to the hon rate. In fast hopping. there are L 2 1 hops

per data symbol transmitted. In the presence of very sttong jammers, improvement of the anti-jam
performance may be required. Extra ECCM performance can be obtained by using the redundancy, L in
a process called diversity combining. To date, the predominant type of diversity combining uses some
nonlincarity to reduce the effect of a very powerful jamming signal on a few of the L hops. Normalized
envelope detection (NED) is the best example of this type. A new type, called the "moment
subtraction” method, is introduced here. Examples of both types are described and then error
performance results are presented for very large noise and multitone jamming (SJR = 0 dB). It is found
that bit error rates as high as 0.4 can be reduced to <0.1 for L < 10 by both types of diversity combining
and that one of the moment methods does even better than the baseline NED method.

1 Introduction

Frequency hopping (FH) spread spectrum (SS} is a very powerful ECCM technique for combatting
the effects of jamming on digital radio links. A number of current military radio systems. both
terrestrial and satellite, use FH for anti-jam protection. FH has become the SS technique of choice in
applications where very strong jammers are a threat. This popularity over other SS techniques arises
from the combination of two facts: the anti-jam protection afforded by any SS systern is proportional to
the spread bandwidth and. for a number of practical implementation reasons. it is easier to implement
the largest spreading with FH.

In strong jamming. fast FH becomes necessary and is the form considered in this paper. Here, fast
hopping is in the relattve sense, and means that the hop rate is greater than or equal to the data symbol
rate. It i1s assumed here that the absolute hop rate is sufficiently high so as to eliminate follower
Jammers as a threat.

The usual assumption. that the jammer has a limited average power but can arrange this power so
as to cause the worst {highest) error performance in the communications link, is used here. It is
further assumed that the jammer knows all the parameters of the FH link except the pseudo-random
hopping pattern. An intelligent jammer of intermediate power level has avatlable some simple jammer
EC3M strategies that can make much more effective use of the available jamming power and degrade
communications performance well below that expected for a given jammer level [1]. These strategies
include partial-band noise (PBN) jamming and multiple-tone (MT) jamming {1). Fortunately, such
EC3M jammer strategies can easily be countered by forward—error—-correction (FEC) techniques.[2].

If the jammer has suffictent power, then the worst case EC3M jamming strategy becomes the
simple one of spreading the jamming uniformly across the hopping band. Under such conditions. the
ervor rate becomes unacceptably high. even with a combination of fast FH and normal FEC coding. The
reason for this breakdown is that FEC coding is normally used to reduce a moderate bit-erro rate
(BER) {<1073) 1o less than a target BER, say <10-5. Since in strong Jamming the BER at the Input to
the decoder may be >10°!. an intermediate step is required. Fortunately, an EC4M technique called
“time dtversity” is avatlable to provide this step. It involves the use of redundancy by repeating the
transmitted symbol on L hops at the expense of bit rate. This simple diversity can be viewed as
repetition encoding. At the recetver. the recetved L hops must be combined in some manner so as to
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determine the actual symbol transmitted. A variety of such diversity combining techniques have been
devised.

A good diversity combining technique should not only @ve good performance enhancement against
large levels of PBN or MT jamming, but also be robust to changes in jumming strategy. Although
numerous techniques have been proposed, only a relatively small number satisfy both of thess criterta.
In this paper. the best of these diversity combining techniques are discussed. A new class of diversity
combining that uses moment subtraction techniques is tntroduced.

First. in this paper, the basic fast FH system, and the signal and interference are described. Next
the concept of processing gain, when FH and diversity combining are combined, is discussed. Then
diversity combining tn general is described followed by a discussion of the two principle forms, namely,
across-bin, and across-hop diversity combining. Finally, simulation performance results are presented.

2 FH System Description

The system model copsidered in this paper is shown in Fig. 1. Transmitted signals are
noncoherent M-ary frequency shift keyed (MFSK) orthogonal signals that frequency hop over a total
spread-spectrum bandwkith of Wys. The M-ary symbol rate, Rs, is related to the bit rate, Rp, by R; = Ry,
/log2M . The hop rate 18 Ry so that the diversity level is

L=Rn /Rs. 1)
It is assumed here that the hop period. Th is Th= 1 / Rn. The frequency hopping pattern is generated
from a pseudo-random (PN} sequence which can be encrypted (transec) to prevent an e.emy from
determining the sequence. The smallest step size between two adjacent hop frequencies should be no
more than Rp and generally is less in order to defeat certain jammer strategies. Multiple users can
casily be accommodated by use of frequency division multiple access (FDMA].

At the receiver. the signal is dehopped by mixing with a replica of the original hopping pattern.
The MFSK signal is demodulated by a bank of M matched filters. A good method of performing this
demodulation: and simultaneously separating multiple users is to use a Fourier transform processor
which is mathematically equivalent to the bank of matched filters. The output of the transformer is
envelope detected and then sampled 10 give, for the tth hop and the mth frequency bin. the sample
2y, where m= 1.2...M, and (= 1,2.....L. For L hops. there are LM envelope sample values availabie for
determining which of the M posstble symbels was actually transmitted.

BINARY BINARY
R, | DATA IN R, T DATA OUT
Rl

M-ARY TO
DIVERSITY
BINARY (<=1 COMBINER

CONVERSION
1A2 M
zml se e

FOURIER
TRANS & ENV
R DETECT
b
FN SEQUENCE FREQUENCY FREQUENCY PN SEQUENCE
GENERATOR %1 SYNTHESIZER SYNTHESIZER GENERATOR

FIG. 1. A block diagram of the fast frequen~y hopping M-ary NCFSX system.




3 Signal and Interference Description

The power In a received M-ary signal tone s Ps. so that the energy per symbol ts Ep = P;T,. The
receiver system nodse 6 assumed to be additive white Gaussian nolse (AWGN) with single sided power
spectral density N, The signal to noise ratio used here 1 then SNR = E; / N, .

The total average jamming power is assumed to be lmited to some value J; The jamming can be in
the form of AWGN or mn the form of tones.

For noise jJamuning, a jamming noise power spectral density is often defined as J, = J; /Wgs which
is the power density that would occur tf the jamming power were uniformly spread across the entire
hop bandwidth. The effective partial-band noise (PBN) SJR is then SJRppNn = Ep /Jo - For PBN
jamming, a fraction y of the band Wy 1s jammed at a power density of J, /v, and the remaining fraction
1- y of the band is not jammed.

For tone jamming, a spectral density is not meaningful. The starting point for defining an
equivaient multi-tone SJR, s to calculate the power P, in a single tone if the total jamming power, J; .
were spread in N tones at a spacing of R; across the band, YWss. so that N = YWss /Rir. Here it is
assumed that the jammer is the worst case in Houston's sense {1] so that in the bands jammed, there is
only one jamming tone per M-ary channel. Thus the effective SJR is SJRur = (M/Y) (Ps ; F;).

For this paper, it will always be assumed that the effective SJR 1s low, say < 5dB8. For such levels, it
can be shown (5] that for worst case jamming with either PBN or MT jamming,. v = 1. i.e., the jamming
13 spread uniformly across the entire hop band. Wgs . Therefore, we always use v = 1 here, so that

SJRpeN = En /Jo {2a)
and SJRuMT = MP; ; ). (2b)

Tiie above parameters wers defined at the input to the receiver in Fig. 1. For the subsequent
analysis, the parameters at the output of the Fourier transformer are of more interest and are now

en.
o The enrvelopes. zqny at the output of the FT device can be expressed in terms of two components
Zou = (X2 ¢ yR)2 (3)
If the input interference consists of system noise plvs full band noise jamming then the two
components are

Xt = Agm COSO + Ny {4a)
and
Ymu ® Agm ST + Nam: (4b)
where the signial amplitude is
Asm = 2YERTh = 2ThVP, = A, in the sgnal bin
=0 in the other M-1 bins. (5)

The notse interference components, ne and ny. are Gaussian random variables with zero mean and
variance
= (N, + J,)Th (6)
where N, + J, is the sum of the system- and jamming-noise power spectral density before the Fourier
transform. The signal to interference rato is then SIR = ExAN, + J,) . The parameter 6, is a random
phase untformly distributed between O and 2=x.
If the input interference consists of system noise plus MT jamming. then the two components of
Zmi AT
Xmi® Agm COSE + Ny + AfL.m) coS® (7a)
and
Yrru = Agm SINB + Ny + AL M} singy (7b)

where & is a untformly distributed random phase between 0 and 2r. For worst case (Housion's sense}
jamming there is a single jamming tone located randomly, hop-to-hop. tn one of the M bins at a power
level of MP;. The amplitude of the jamnming tone alone is

Altm) = 2Tw/MP; = A, in the jammed bin on the ith hop
-0 in the M-1 non jammed bins.on the tith hop. (8)




The "1" in tke subscript of A indicates that there is only a single jamming tone per M-ary channel.
The value of P; is found from the given SJRyT by (2b) for y =1 and worst case jamming in Houston's
sense. For more than one jamming tone, the relation (2b) can be modified appropriately.

For noise interference only, i.e. no tones, the probability density functon (pdf} of the envelopes zny
is Rician [3]. The moments of tnterest here are the first, second and fourth, given by (3]

EZ = oVx/2 expl-A2,/406%) {1 + A2,/20°) IlAZ,/40%) + (A%,/20%) 1)|A2,/402), (2)

E22 = 202 + A2, (10)
and

Ez4 = 80% + 8AZ2,02 + AY, (11)

For system notse plus tone jamming, the pdf becomes more complicated than Rician because of the
interaction of the signal and jamming tones according to (7a) and (7b). However, if the SNR is
sufficiently high, then the slight effect of the system noise can be ignored and the probability
distribution of each bin on each hop can be found. Regardless of the form of interference. the one-half,
first, second and fourth moments are calculated from the envelope measurements zp, by

L
npm.tzzgu p=1/2.1.2, and 4 {12)
(3}

respectively. In the moment methods of diversity combining, these estimates of the moments are used
in various combinations.

4 Processing Gain
A measure of the performance improvement of a spread spectrum system is the processing gain.
The concept of processing gain ts valild only for noise interfercnce that is spread uniformly across the
spread band, Ws,. For other types cf jamming. such as PBN and MT jamming. PG has less significance
Nonetheless. it can be used as an ideal objective at which to aim. It is particularly applicable when
diversity combining is used because then, the worst-case jamming distribution is umiform noise or
multitone famming across the entire band. Therefore. the jammer is forced 1o broad band jamming
which. fortuitously. is the condition under which FH performs the best!
It ts common to define the processing gain of an SS system as
PGss = Wes / Ry {13]
where Ky, is the information bit rate. For fast FH this definition 1s incorrect and gives an opumistc
value compared tc the correct defirution
PGm = W /R, (14
This definitinn s justified by a simple argument. The effective ,ammung puwer spectral densaity for
wideband nolse was seen to be Jo = Ji/ Wsc  Far the signal. recall that £y = Py / Ry Thus the ceffective
SJR defined by (2a) can be rearranged to give, for !l band noise jamming
En _ Py W,
R, 15
which shows that the effecuve SJR is the actual fnput SJR increased by a factor which is PGy, defined

SURrpy =

by (i4). Therefore. (14} represents the improvement n performance of an FH system tn the presence
of wideband noise jamming.

If the jammer uses PBN or MT fainming strategies, definition (!4) for PG becomes mecuningless
and the PG actually achicved can be tens of dB below that predicted by (14}  For larger values of
cffective SJR, say. about 210 dB. this very large degradation in performance can be mostly recovere:d
with standard ermor—carrection (EC) coding techniques (2],

If the jamming s large, say SJR << 10 dB. then the processing gain defined by (14) will not be
suffictent to provide a large enough effective SJR to result in an acceptable bit error rate (BER) If R, <
Rp . there 13 a redundancy artstng from the dtversity. L. given by (1}. that can be exploited to obtain
additional vrocessing gain which 1s denoted the diversity processing gain

PGL = Ru/R, - (16)
it 1s not yet known If PGy given by (16) can be obtained, or if it s even a hmiting factor. Froin some
results to date it appears that {t can not only be achieved. but exceeded.
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In order to exploit the potential PG arising from the diversity redundancy. a means of diversity
combining at the receiver is required and s the subject of this paper. This diversity can be viewed as
{L.1) repetition coding.

5 Diversity Combining in General

The LM envelope samples. zny collected on L hops in the M bins, are available to make a decision
as to which one of the M symnbols was actually transmitted. An example of a set of LM such samples is
shown in Fig. 2 for tune *amming plus system noise. In this example, M=8, and L=7. The system noise
is seen to cause the signal, located here in bin number 1, tc vary in amplitude. The system noise in the
non-signal bins is omitted for clarity. The following heuristic discussion on diversity combining is for
the tone jamming example of Fig. 2 but is equally valid for noise jamming.

? . SIGNAL TONE
Zmi '+ SYSTEM NOISE

1 2 ssseovece b7 ¢ 24
BIN NUMBER, m —»

Fig. 2. Example of the L x M matrix of samples. zn( . for tone

famming. System notse causes the signal level to vary. The
system noise in the non-signal bins is omitted for clarity

Linear diversity combining can be considered the basic or baseline diversity combining method in
that the LM values, z, are not preprocessed in any manner. In linear combining. the L values in each
frequency bin (see Fig. 2) are added to form the M sums

L
ym-zzm- _ an
-l

The bin with the largest sum. ym. 1s aeclared to correspond to the received symbol. Linear combining
can be vieweu as soft decision decoding of the {L.1) repetition code. This method works well in wide
band noise but is very susceptible t¢ jammer strategy attacks. For example, a single large tone in one of
the non-signal bins on just one hop could causc a symbol error.

In an attempt to overcome the considerable vulnerability of linear combining to jammer strategy
changes. a wide variety of other diversity combining techniques have been devised. These techniques
can be divided into two types that depend upon whether the tnitial processing of the samples zm is
done across bins on ecach hop, or across hops on each frequency bin. They will be called here, across-
bin. and across-hop diversity combining, respectvely.

In the across-bin approach. on each hop (see Fig. 2) the M values of zmy are processed in a manner
that reduces the effect of non-signal bins containing very large jammers. Numerous nonlinear
operations have been suggeated to tmplcment this reduction. This operation results in M modified
values. Zm, for the ith hop. Then the L modified values are added to form the M sums

L
Ym= X Zoni 18
=)

Again, the bin with the largest sum, ym. Is declared to correspond to U - received symbol.



In across—hop diversity combining, the L values of zpy are processed in cach bin to produce a single
value, ym . Once again, the largest value of ym is declared to correspond to the received symbol. The
processing across the hops is designed to reduce the effects of jamming.

Since the across-bin and across-hop combining methods can be considered orthogonal methods,
there is some thought that it might be possible to apply both techniques simultaneously. No significant
work has yet been dore oun this possibility. The major difficulty is determining two good
complementary methods.

Many methods have been proposed that use “side information.” By some means, one attempts to
determine if a particular hop has been jammed or not and to use this informaton to etther discard
jammed hops entirely, or to assign a quality value to the hop. There are considerable disadvantages to
the use of side information. First, the side information tends to be unreliable and can complicate the
overall system quile considerably. Secondly, diversity combining approaches we have looked at are
prone to simple jammer strategy attacks tnat make performance worse than if side information were
not used. The worst disadvantage i3 that in the presence of very large jamming, which is of interest
here, all hops could be jammed. rendering side information useless. Thus, we do not consider side
tnformation here.

If at the transmitter. the diversity repetition L is replaced by a low-rate, r = 1/L. EC encoding [4},
then at the receiver, the diversity combining becomes decoding. In effect, a more complex code
replaces the simple (L.1) repetition code. Generally. hard decisions are required before the decoding
because. otherwise. the jammer could devise some sumple counter strategies to nullify the benefits of
the coding. Low rate encoding has the major disadvantage of being somewhat more complex to
implement than the diversity methods considered here. Also. there is little flexibility to change the
code rate as compared to simple diversity. There Is concern that low-rate coding may exhibit the same
failure mechanism found in high-rate codes where the output error rate uf the decoder becomes higher
than the input error rate once a certain input error rate is exceeded. Since the application here is to
very low SJR.s, the input error rate is expected to be very high so such a failure would be likely, and is
therefore. unacceptable. Finally. it apears from early results that some of the diversity combining
techniques considered here perform as well or better than low-rate EC coding even if the other
problems can be overlooked. Therefore, low-rate EC coding. beyond an (L.1} repetition code, is not
considered in any depth in this paper

6 Across-bin Diversity Combining

Although a large varety of across-bin diversity combining technigues have been discussed In the
literature. we will highlight just a few.

Hard decision majority vote (HDMVY} {5]. [1] is probably the earliest and simplest of the nonlinear
diversity combining methods. It consists simpiy of choosing the bin with the largest value on each of
the L hops. The bin with the most “votes” is declared to correspond to the received svmbol. It works
moderately well against tone jammers and Is not degraded by changes in jammer strategy. Some
analysis is found in (5] and (1}. and results for L = 3 to 9. and for M from 2 to 16 are given in [1]. The
HDMV combining method also can be viewed as hard decision decoding of the (L.1) repetition code.
Since it discards useful informaticn in forming the hard decisions. it tends to be a poor performer.
From zanother viewpoint. it can be seen as being at the extreme end of the across~bin methods with
linecar combining being at the other extreme. All other across-bin methods fall between these two
extremes.

There are numerous methods of diversity combining that attempt to reduce the effect of very
strong jammers occurring on the occasional hop without going to the extreme of the HDMV method. A
few of these are discussed below.

Ratio-threshold combining [6) provides some protection against worst case jJamming, but a means
of determining the proper threshold is required. Similarly. the clipping-combining technique |7} clips
large signal levels to a value determined by measuring the output voltage level. In practice, this
measurement can be difficult to obtain. and can vary greatly from hop to hop. Both of these methods
require external (nformation and involve the setting of levels or thresholds which makes them

e
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vulnerable to intelligent or powerful jammers. In this paper, we consider only those combining
techniques that use the LM samples alone to provide the most robust performance possibie.

The normalized-envelope detection (NED) method (8] has stood the test of ttme. It performs as
well or better than all the other across-bin diversity combining techniques, is robust to changes tn
Jammer stiategy. and s relatively easy to implement in real time [9). NED combining will be used here
as the premier example of across-bin combining. In the NED combining method, the envelope samples
in all M bins for the ith hop are normalized by dividing by their sum to give a normalized set of values

M
Gt = Zmi/ D, Zmi, (i9)
mel
At the end of L hops, the L values, gmi, in each bin are summed according to

L

Ym = E Omat | (20)

and the ym with the largest value is declared to correspond to the symbol recetved. The normalization
process {19) reduces the effect of very large jamming signals.

There are a number of combining techniques that operate in a manner similar to NED. In the list-
metric method {10). each i the M bins on each hop is given a weight according to its rank in an
ordered list. The weighting scheme is clearly important and is chosen to reduce the effects of very
large famming tones. At the end of L hops. the L weights for each frequency bin are combined in some
manner and the largest chosen. It is probably slightly more difficult to implement than NED and should
perform about as well. In ratio-statistic combining [6]. the M sample values. zny, on each hop are
divided by the maximum of the M samples. Thus. the largest bin will have a modified value of unity.
regardless of the amplitude of any jamming, and all other bins will have a smaller value. It is slightly
more difficult to implement than NED and should perform about as well. Another method closely
related to NED is self-normaltzing combining {11].

7 Across-hop Diversity Combining

There seems to be far fewer across-hop methods of diversity combining than the large number of
across-bin methods. The only across-hop method known to the authors untll now is the order-statistic
method [12]. In this method. the largest value in each of the M bins is discarded. Then the linear sum,
as in (17), is made of the remaining L-1 values and the btn with the largest sum is chosen. Although
this method throws out information, it secems to perform rezsonably well.

A new form, a far as we know, of across-hop diversity combining was introduced in [13}. It is
called, for lack of a better name. "moment subtraction” diversity combining. In this approach, the L
samples tn each bin are considered together. Because this topic is new, it will be described in more
detail than were other combining methods.

To explain the method. constder the signal bin. bin number 1, in Fig. 2. The sample values z;,
fluctuate because of the system noise and because a jammer tone hits one of the hops. However, the
sample values should. in the absence of any interference. be constant and equal the amplitude of the
signal. Similarly, the value of the samples in the non-signal bins fluctuates because of system noise and
Interference, but. in the absence of any interference, the samples would be constant with amplitude
zero. Therefore, the approach taken is to consider any fluctuations over L haps in any of the M bins to
be caused by tnterference. Various moments of the L samples are calculated and are used in a
subtraction process In an attempt to reduce the fluctuaticns and make a better estimate of the base
amplitude (A, in the signal bin and zero in the M-1 non-signal bins). The bin with the largest
amplitude after the moment-subtraction process has been completed is selected as the one
corresponding to the recetved symbol.

At this writing. three forms of moment subtraction have been considered and are named the
fourth-and-sccond moment (4-2M) method, the second-and-first moment (2-1M) method. and the
first-and-one-half moment (1-1/2M) method, after the moments used in the particular method. Note
that the "one-half moment” is not a formally known moment but is found useful here.

The basis of the moment subtraction method came from the observation in [14] that in the presence of AWGN
only. the moments in (10) and (11) can be combtned to give

—



2{E 2P - EHz4 = An. (21)
Note that i this operation, the resultant is the desired signal to the fourth power with no interference
whatsoever! This equation was used directly to generate the (4-2M] method. The estimates, ™4m and
Mm , of the fourth and second moment from (12) are calculated for each of the M bins, and then these
two are combined according to
Um = 20m~ Tlam . (22)
The bin with the largest value of v i8 selected as corresponding to the received symbol. In simulation
results it was found that this method indeed did well against AWGN. However. it did poorly against
multitone jamming. At this point, other moment subtraction methods were sought that did well in both
noise and tone jamming.
In an ad hoc search the (2-1M) algoritiun given by
qm = 20t~ Mam . (23)
gave very impressive performance against tones combined with respectable performance against noise.
Then, it was reasoned that if going from the fourth and second moments to the smaller second and first
moments improved tone performance, then going ioc even smaller moments might be better. The (1-
1/2M) algorithm gtven by
b= 20f/12m - Mm (24)
was found to give even better performance against tones at the expense of reduced performance against
noise.

8 Example Performance Results

The performance of lUnear, HDMV, NED, 4-2M, 2-1M, 1-1/2M, and order statistic (OS) diversity
combining methods was evaluated by simulation analysis. The performance was evaluated in both full
band ncise and multitone jamming. In order to provide realistic results, 1n all the simu'ations. system
notse was added at a level of Ex/N, = 13.35 dB. In all the results presented here, an SJR, as defined in
(2). of 0.0 dB was used. This level of jamming implies a very large jammer that exceeds the processing
gain capability of the FH alone. The performuance is presented in Figs. 3 and 4 as the resulting bit ervor
rate as a function of the diversity L from 1 to 32.

For notse jamming, it is seen tn Fig. 3 that all the methods correct the very high BER of about 0.4
down to <0.1 for diversity levels L 216. and that all methods function within a relatively small range of
each other. Within this range. the HDMV is clearly the worst performer whereas the linear combining
has a very slight advantage over the closest rivals, the NED, 0S. and 4-2M methods.

For tone jamming. as shown In Fig. 4. there is a considerable difference in performance of the 7
methods. The HDMV method gives no performance improvement at all and the 4-2M method gives
very little tmprovement. The linear, OS and NED methods, all give very good performance
enhancement and are within a very small range of cach other. Although the linear method did well
against the tones, it is cautioned that a simple change in the level of the tones could be used to greatly
degrade its perforrnance. Finally. it is seen that the 2-1M, and especially the 1-1/2M method perform
extremely well. For example. a diversity of L = 6 s suffictent to bring the BER from about 0.4 to s 10-2.
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It has peen shown that diversity combining techniques can indeed extend the performance of fast
FH SS. For all of the 7 methods simulated, it was found that there was substantial performance
enhancement against noise jamming. Furthermore, all these methods performed similarly with linear
being slightly the best and HDMV being the worst. In tone jamming, there was a wide variation in the
performance of the 7 methods. The HDMV and the 4-2M methods failed to provide any significant
enhancement. The OS, NED, and lin=ar methods provided very substantial tmprovement. Finally, two
of the moment subtraction methods, the 2-1M, and 1-1/2M methods, provided exceptionally good
performance enhancement.

The above results seem to indicate that the linear, OS, NED. 2-1M. and 1-1/2M methods should
be considered further. It is particularly important to consider various tone jamming strategies. For
example. the linear method performed well in the tone jamming assumed for the simulations whereas
there are likely stmple tone jamming straiegies that would eliminate its capability. Similarly. it is
important to search for strategy vulnerabilities for all the methods.
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Discussion
A.Yamada, Acrospace Corp., US
What is the sensitivity of your approach to the MFSK symbol size? Can the approach be used to counter fading,
simultaneous with jamming?
Author’s Reply

Our simulations haven’t gone beyond M = 8 so we really don't know, in answer to your question. There's usually always a
debate (as to) what values of M should be chosen and I'm sure it will make a difference. But the kind of system we've been
looking at tends to be working at M = 8 so that's why we concentrated on it. There may be better values, it's quite true. Now
the second question... He wants to know, if you had simultaneous fading and jamming would these methods work? [ think,
obviously, if the diversity L was large enough it certainly would, and I think intuitively that even smaller values of L would
help as long as the L hops span the decorrelation time of the fading — just like any interleaving would do.

E.Bslboni, Charles Stark Draper Laboratory, US
A trend is evident by using progressively lower moments as a metnic in divessity combirung. Have you considered using
M1/2 —M1/4 as a metnc?

Author’s Reply
Week by week we come up with a new method and, yes. that is the trend, but I don't know if well continue that trend to one-
quarter and onc-half moment combining. If you took at the paper or at the graphs you'll see that although it's getting better
against tone jamming it’s starting to get worse against noise jamming. So [ think we've come 1o the limit of how low we can
go with these moments. But that is a good question and we certainly thought about it.
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SUMMARY
This paper aims to 1idsntify and
discuss the relative significance of the

factors affecting the ECCM performance of
MILSATCOM systems. These factors are
1dentified through the performance
predictions for MILSATCOM systems,
operating with geoatstionary satellites,
under up- and downlink jamming. The
factors influencing the system performance
against signal exploitation and repeat-back
jamming are also discussed. The paper also
provides a discusrion of the effects of the
frequency of operation (SHF and EHF bands)
on the ECCN factors.

1. INTRODUCTION

Balanced protection of coasunication
rasources against postulatsd threats is ons
of the key requirements of wilitsry
comsunications systems. To this end. one
first needs a threat description which
consists of identifying plsusible thraat
scenarfios against which the systeam must be
protected. Then comes the assessmsent of
the threat, wvhich provi{des s detallesd

projection or estimation of the ensmy’'s
capabilities for designsted threat scona-
rios. The performance of the user systam

can then be
postulated

predicted vis-a-vis the
threats and as & function of
equipment and vaveform designs of both the
user and the eneay. The provision of
electronic counter-counterseasures (ECCHM)
for f{aproving the systes perforsance wmsay
requitre a re-evaluation of the designated
threat scenasrfios and re-assesssent of tche
threat.

Inplesentation of cost-effective
ECCM for the reslization of robust military
satellice comssunications (MILSATCOR)
systess <clearly depands on the 1(dentci-
fication of the relative effectiveness of
all the relevant factors. The ECCM to be
provided should be carafully plenned
betveen often conflicting requirements.
The system vulnerability should be dalanced
between the ground segment., space segaent
end ths propegation path as well as vith
other protective mescures such as those
countering nuclear and physicsl threate.
The relactive {mportance of a NILSATCON
systems in the whole militsry comsunication
framevork ehould slso Dde borne in weind.
Tha survivabllity of the system csanot end
should not be st any cost and chere should
bea & trade-off betvean the syvstes surviv-
ability snd the winimization of asttendant
costs.

This peaper is based on Ref. 1 and is
s loglcal follow-up to Ref. 2, which
provides a brief description and assessaent
of postulated thrests to MILSATCOM systenms.
The factors influencing the ECCM perform-
ance of MILSATCOM systems are identifiaed
and discussed. The paper pressnts predic-
tions for the performance of MILSATCOM
s7stems, operating with geostationery
satellictes, under up- and downlink jasming
as a function of jsumer and user systes
paramsters and investigates the vul -
nerability of the wuser system agsinst
signal exploitation and repeat-back jamming
(RBJ). The {mplications of anti{i-jamming
(AJ) and low probapility of expleitation
(LPE) modex of operstion in super-high
frequencies (SHF) and extreasely high
frequencies (EHF) bands are also studied.
The relative advantages of che twoc main
spresd spectrua systens (frequency hopping
and direct sequence) and discussed vis-a-
vis the ECCM they provide to MILSATCOM
systems. The relevant ECCH to improve the
system performance are ldentified and dis-
cussed.

2. JAMMING

SATCOM systems can be jammed on the
downlinks and the uplinks. A jamming
technique can be chosen on the basts of the
fnformation availsble on the <character-
istics of the satellite und cthe ground
segment. Brute-force jamming operates on
the presise that if enough jamming pover is
radiated into a receiver, the user signsl
will be {rndistinguishable from the jamming

signal and the system wvill collapse. 184
ths complete dagradation of the systea
would be dmpractical, s jammer may aiom to
create sufficient disruption in the system
to delay the correct apprecistion of the
threat situation until {t {s too late to

take counter-action. A jsswer may also opt
for low-level (nuisance) jssming to creace
confusion as to the sourcs of wsalfunc-
tioning in the system  Specific weasknesses
of & systeam can also be exploited by sn
intelligent jamser.

A jammer may exploit the frequency
scale by distributing 1ts pover over the
vhole or psrt of the spreading bandwidth,
which corresponds respectively to full-band
and pavrtisl-band lawwing Another strategy
say consist of dietributing tne jameing
pover into s series of tones (generally of

equal frequency sespscing snd pover) which
occupy part or all of the spreading
bandvwidth. As & sspecilal csse of this,.

jamwing pover say be contained in a single
tone. operating in pulsed or continuous

All views snd opinilons expressed sre thoss of the

represent those of SHAPE ot NATO.

suthor and do not necesserily
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wave (CW) mode.

Partial-band jamaming i
effective when

the jammer power {a not
sufficient to csuss high enough bhit error
rate (BER) {n the chsnnel by jsmming the
whole bBandwidth. Undar thase conditlons,
the jammey trades the jamming bandwidth
vith jaaming power density (noise or tone)}
80 as to be more effective. Parcentags of
ths frequency bandwidth that cen be jammed
Increases with increasing jamming pover and
full-band jamming becomes feasidble when {t
is sufticiently high. THe use of forward
error correction (FEC) coding and increas-
ing the spread spectrum processing gain
constitute the principal countermeasures to
such attacks.

Similsrly, a pulsed jamaer can
exploit the time scale by Jasming at duty
cycle values less thau or squal to unity.
Pulsed jamming can also be used to jam
sevaral targets by time-sharing. Coding
and interlesving can alleviste the degra-
dstion caused by pulsed jamming.

Apart from these, a jammer way have
recourse to deception, spoofing and hit-
and-run sttacks to put the user systea in a
better defended, but less caspable posture-
or even Cto reveal wartime or othervise
inconspicucus capabilities.

2.1 UPLINK JAMMING

Uplink jsmwing is 8 net-wide threat
and saffects all the users. Tha position of
a geostaticnary satellicte to be jammed csan
esasily be located, for exampls by monitor-
{ng the beacon. Diffarent transporders of
a satellite can be jammed by time-sharing
if the jammer bandwidth is narrower than
the satellite bandwidth. A jaumer may jam
a siugle satellite or could jaa multiple
satellites, for example, by besm-switching.

Sateilite transponders saturated by
en uplink jesmer operate at s Bmaximus
dovnlink pover level wvhich {s apporctionaed
to downlink carrifers in proportion to their
received upliuk pover levels. Consequently
the effect of a jsmming sfgnal is to steal

pover from the wanted stgnals. Vhen the
jamaing pover dosinates the total uplink
pover received by the jammed ctransponder,

the pover of the wvanted signal becomes too
low to be detected by the user satellite
ground termfinsl (SGT). A “constant
envelope” uplink jammer can cause up to 6

48 suppression of the user aignals by
driving a hard-liswfving sstellite trans-
ponder {into saturation. Consequently, the
small asignal (vhich (s the Jsmmed wuser
signal (n this case) can be suppressed up
ta 6 dB 30 that jammer-to-signal powver
(J/S) ratio at the output of & hard-
limiting transponder baecomss 6 dB higher
compared to the J/s ratio at the

transponder input. Spread spectrus signals
are as vulnerable to this attack as oth-~r
signels. This 1s & specific veskness ol
hurd-limiting treneponders and cen SHe
countered by the use of on-board process-
lag.

A jamamer can aleo exploit
linear <characteristics of o
transponder by sweeping 1its signal fre-.
quency through regione of wvorst AM/PN
coaversion of the transponder (Ref. 3). A
jammer can thus fool, for exssple. the

the non-
satellite

carrier tracking 1loop and communication
deaodulator. At high Jassmer effective
isotropically radiated power (EIRP) levels.
the satellite transpondar bacomes saturated

and the downiink signals undergo  AM
modulation; the modulation coefficient and
its rate may be chosen to maximfze the
degradation In geinr control/tracking loop

tesponses.

Similarly, a pulsed jammer saturates
the satellite transponder during the pulse

interval; all communications signals are
then deeply suppressed. By choosing a
"worst-case” duty cycle and pulse repe-

tition frequency, the damage caused to the
system can be maximized. Most affected
systea components from such & jasoming

strategy would be decoders and phase-locked

loops performing acquisition and tracking
duties.

Under norwal operating conditions,
the total capacity availadle from a

satellite s apportioned among varfous SGCTs
and each SGT has a satellite <zresource
budget (power and bgndwidth) according to
{ts traffic requirements; various SGTs may
be compating vith sach other for & share of
the satallite capacity.

Under jasming, on the
the capacity avallable for a SGT s set
mainly by the jaswing level and, to some
extent, by the presence or absence of other
SGTs accessing the same transponder. In
parcticulsr, {f the “constant envelope®
jamaing signal is the dominant sigral in
the transpondar, then the traffic capacity
thet msy be supported by a particular SGT
will not be reduced, bul can even be
increased, by the presence of other signals
in the sane saturated transponder (Ref. &) .

other hand,

The symbol rate, Ry (symbols/s),
that can be supported by s hard-liafcing
transponder against uplink jamming, may be
expresssd as (Ref. 5):

‘- f x ElRPa,‘ GSCT W
s E (1-f) x EIRP’x GSGT
Ld' HL- No L - “. + kx T

a SGT

where: EIRP,~ satellite EIRP;

(4 -

SGT galn of the SGT

antenns;

receiving

downlink free-spasce loss;
L - spreading bandwidth:

the nolse temperatures of
che SCT receiving antenna;

Boltisenn’'s constant (1.)38
= 107 g/K),

required energy per symbol
to nolise pover densizy
ratio to schiave a
specified BER;

$'/(Lg = P¢) = percentagse
of trensponder EIRP wusaed
by the desired signel;
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5 - desired signal pover
recaived by the satellice.
For frequency-hopping (FH)
systems, it designates the
sus of all FH tonses
accessing the janmed
transponder.

Lg « limiter suppression loss;

Pe - total opowver resceived by
the jammed transponder,
vhich consists of the
uplink jammer powver, noise
power and the sum of all
signal povers;

My = link wmargin (cypically 9
dB for ships and 6 dB for
other SGTs in the SHF
band).

W¥hen the internsl noise of the
tecaiving SCT is negligible compared to ths
noise csused by downlink signals, i.e. for
small values of f (this {s a reasonadbls
assumption for SGTs with antenna sizes
larger than approxisately 20 fr at high
jammer EIRP levels), the second ters in the
brackec in the denominator of (1) becomes
negligible compared to the first one.
Then, (1) can be approximsted by:

f x U‘
Y T A DGRy - A @
Under these circumstances the

percentage of transponder EIRP used by the
desired signal, spreading bandwidth and the
ensrgy per bit to noise power density ratio
become obviously the s®sjor parameters
determining the supportable data rate.
Also note that R, is {nversely proportional
to uplink jammer power because f (s defined
as the ratio of decired signsl power to
total pover (dominated by jsacer) receivad
by the jamsed iransponder.

The dasta rate Ry (bits/s) 1s related
to the syambol rate 2, by:

Ry = Rg»trx M 3)
wvhare- b 4 = code ratse;
N - bits/ayandbol (e.g. N -

logze for a-ary FSK).

Figure 1 shows the traffic capacity
of a SGT w Iith an EIRP of 95 dBY and
operating in a spreeding bandvidth of 40
MMz . Ep /Ny, required to achieve an opers-
tionally acceptable BER is sssumed to be 10
dB and the EIRP of che considered satellite
transponder {s taken as 35.5 4BV (Ref.  6).

Note that the number of edditfional
3cls pcesent in the hetvork bscomes
insignificant for very high jsemssr ElRPs.
Hovever, other user uplink eignale access-
ing the jammed trensponder do cause s
slight fncrease In the :traffic capacity
when their totsl power becomes high snough
80 as to prevent the jasemer fros stesling
signal pover (Refs. 4 and §).
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Fig. 1 Spread spectrum multiple sccess
(SSHA) craffic capscity of a single
SCT as & function of the uplink
jammer EIRP (from Ref. 6)

Figure 2 shows a set of curves
deplicting the traffic capacity at 7.5 GH:z
that can be supported by a SGT under uplink
Jamaing for thres different SCT antenna
sizes (40 ft with an EIRP of 95 dBU. 20 ft
with an EIRP of 83 dBV and 8 ft with an
EIRP of 70 dBvW). These curves assume the
ut{lizacion of two separate 40 HHz spread
sub-dands in the same transponder and an
equivalent EIRP of ten large static SGTs
(vith a total EIRP of 105 dBW) accessing
the same transponder iIn addition to the

considered user SGCT. The jammer is assumed
to be dividing {ts pover equally betwveen
the two spread sub-bands. The effect of

deploying & nulling antenna has not baen
included in these curves (Ref. 6).

As s countermeasurs te uplink
jasmwming, the user can:

(L) increase Lts EJRP and the E]RP
of sose other spread spectrums
channels in order to minimfze

the power stolen by the
jaumer,
(11) reduce the nusber of

{ndividual channels within the
vanted signal,

(111) incresse ths figure-of-meric,
G/T, of the receiving SCT
antenna,

(iv) reduce the data rate,

{v) {ncresse the tpTesding
bandwidth; the saxisus
opsrating bandwidth tn SHF
NILSATCONM systenms do not
sxceed 500 MHx wvhile the EHF
frequencies permit the use o
4 bsndvidth as wvi{de ea 2 GH:x
including the guard-bands;
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SGT in the
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presence of uplink
jamming for varfous values of SGT
EIRP and for various receiving
antenns sizes (from Ref. 6)

single

(vi) wusa on-board procsssing; che
eificient use of wunequael up-
and downlink bandwidths wmakss
the deployment of on-boerd
processing an attractive
chofce for EHF systems (Refs.
7 and 8),

(vii) use reconfigurable antenna ©on
board the spacecraft (Ref. 9),
and

(viii)use appropriaste modulation snd
coding techniques (Refs. 10
and 11).

2.2 DOWNLINK JAMMING

Downlink jamming differs from uplink
jsaming in several wvays. Uith the axcep-
tion of space-borne jamsing, the dowvnlink
jsmsing ctypically devotes an operationally
significasnt olatforms (air-borne, ship-Sorne
or lcnd-based) to defeat & single SCT By
contrest, uplink jamming alms aegsinst the
entire SATCOMX netvork.

Downlink jawming is <closely con-
nected to detection and locelization of
victis SGTs. Thus, cthe primary threat is
to fidentified wusers or operating aress.
Frem [} user’s perspective, the ssin
consideration in downlink jssming 1s that
the operationsgl persennsl reccgnlizs  the
situation and clearly differentiate {c¢ from
squipment ®alfunctlions so that the SCT can
ismedistely taks necessary actions and
festore comaunication as soon as the local
jesmmer goes awvay. The wvoree cass would be

that the problea {s guessed to be an
equipsent walfunction (s.g. lov nofes
amplifier) and that a maintensnce activity

1s {nftisated that could further reduce cthe
availabilicty of the SGT.

1f & =o0bile SCY, say & shilp, vhose
downlink {s to be jasmmed, {3 transmitting
at least fntersittently, fts uplinks can be
interceptsd te sid in directing the jammer.

The role of the air-borne Jamsner becopes
especiaslly prominent here because of 1its
potential dual role {in 1interception and
jasaing. Sisfilar arguments apply to
jamming the downlink signsls to a sub-
saripe.

A dovwnlipk jammer can jam the

satellite beascon and telemetry signals as
well as the communicatlon channels. The
jagmer may attack to distort the timing
information provided by the satellite
beacon Iin order to increase the acquisition
time for new links, <o disturd the satel-
lite tracking or to cause the loss of
telematry data. The beacon signal received
et & user SCT may be downlink-jammed either
by a stronger pseudo-beacon signal,
simulating the actual beacon, or by another

jesaing signal not necessarily resembling
the actual beacon. A jammer say also
tesort to dovnlink-jamaming a control
terminal. As a countermeasure to this
sttack, one <can envisage a survivable
control concept and a robust method of

transfer of control z0
control terminsl.

the alternste

To t1dentify the fundsmental factors
{o dovnlink jamming, assusme a baszic jasming
scensrio as showvn by Fig. 3. The received
Jasaing power, J. at the front-end of the
user terminal, can be written as:

EIP® ~ G_(#)
J - —al R (%)
LJ! L.J
vhere: EIRPj;= EIRP of the jamaer
transaitter;

GRr(#)= user receiver antenna gain
fn the direction of cthe
jamaer;

L.J - ateospheric loss iIin cthe
path betwveen the user
receiver and the jamming
transaitter,

Ly - (4mRy/2)2 - free-space
loss in the path betveen
the user receiver and the
jamaing transmicter;

Ry « diatance betwaen the
jameer and the user
recaiver.

wes Mcavea
aACLTe
L
/:l
[]
L3
MR TRANBITYR S
-y L
Fig. ) Basic scenario for jasming aend

finterception




Sizilerly, the received signal power
at the front-end of the user tersinal can
be written as:

EIRP_ x
5 = i Sl 5y
Lp < Ly

vhere: EIRPy~ EIRP of the user
transmeitter;
GRr « user receiver antenna gain
in boresight direccion:
L T - atmospheric loss in the
. path between the user
transsitter and the user
receiver;
L - (4xRT/0)? - free-spacs

loss in the path betweesn
the user transmitter and
the ussr receiver.

The jammer EIRP required to causs a
J/S power ratio, at the front-end of the
user terminal, is found from (&) and (5):

L R,)?

b e L S X

EIRP - x EIRP_ =x x x (6)
J S T GR(') L.J [RT]

A close look st (6) shows that tha
capability of & Jaaser <to degrade the
performance of a user terminsl 1is deter-

wined by many factors such a3z rthe JS/S ratio
required to sustain cosaunication at s
specified data rate with an scceptable BER.

the user EIRP, the gain and the sidelobe
level of the user raceiver antenna, ataos-
pheric losses in the two paths and the

square of the ratio of jasmer and user path
lengths .

The jemmer and user EIRPs are malnly
deterwined by the nature of the jaaming
platfors and the design of the user systes
respectively. Spacea-borne and air-bormne
antenna gains are lisited mainly by size,
wvhile the platfora dynamics (pointing
errors) uetermine the seship-borne antennas
gain. This fs In contrast wvith the case
for large pground-bssed antennas, vhere
teflector surface errors, polnting errors
and the angle-of-sarrivel jftter conetitute
the major lisictactions on the gain
(Ref. 12). The transmit”er power is
platfors-dependant and wmsy be limited by
efficilency, operating frequency, prime
pover, cooling raquireamsnts, bandwidth,
cost, wmobility, vreliabilicy, tunability
stc. (Ref 1).

The ratio Cp/Cg(f) 1s detersined by
the peak gain and the sidelobe characteris-
tice of cths user resceiver antenna. For
exsmple, o fixed NATO SCT entenns s a &2-
ft dish with a pesk gain of Gp = 58 dBL at
7.5 GHz. Antenns e{delobes’ envelope 1o
sasumed to be bounded by the CCIR reference

yaccern for B/i2 > 14U (D denoces che
santenna sfze) (Ref. 13):
32-25 logl  1° S 0 < 4B°
C (¢) = dbi 1)
-10 ¢ > a8
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In military communication systems,
ECCM resquirements sud frequency coordins-
tion problema {mpose strinpent requirements
on artenna sidelobe leveals. It is possible
to realize sidelobe levels wmuch lover (ss
lov as -40 dBi1) compared to tThe CCIR
reference pattern at the expense of
{increased cost, weight, sfze and decreased
sperture efficiency (hence gain). The main
contribution to far out sidelobes comes
from electromagnetic fields diffracted from
edges snd struts. Therefore, the sidelobe
reduction techniques such as shaping the
rim with a large curvature (so as to reduce

diffraction), the use of serrated edges,
loading the antenna rim with absorptive
materiel, using tunnels around the reflec-

tor edge, oversizing the reflector (to
reduce sdgs i{llumination) and tapsring the
aperture {llumination, all aim to reduce
the level of edga-diffracted fields
(Refs. 14-16).

sidelobe lavels can &xlso be
certain angulsr regions by
sidelobe cancellation
techniques wvhich basically consist of
subtraction of the undesired signals from
the wanted signals (Rafs. 17-21).

Antennus
suppressed {n
using adaptive

One can as well reduce the effective
pover radiated in or received from che
direction of far-out sidelobes by wusing
sita-shielding effects. Hills, vegetation,
esbankments and pita, builldings and fences

can be used for shielding purposes. It is
reported that <carefully selected siza-
shielding techniques can provide consider-
atlc improvezent {(up to 4«0 dB) in effuwctive
sidelobe performance (Ref. 22).

In the SHF band., the atmospheric
stter ation {s negligibly small. In the
EHF band, the atmospharic attenustion

suffered by a space-borne platfors would be
sim{lar to that observed imn a SATCOM link.

However, air-borne and ground-based
platforms can experiences such higher
losses, in proportion to the path length

remaining under the maximum rain height.
The atmospheric attenuation experienced by
en earth-based plactfora operating at EHF
frequencles can be much higher coespsared to
that obssrved by a SATCOM link. However.
provided that sn air-borne platforw s kept
vell avay froa e SGT, incressed height
results {n more effective downlink jamming
and interception, because of the reduction
in atmospheric attenustion. Note that the
atmospheric attenuation at EHF downlink
frequencies (20 GCHz) 1s much less compared
to that in the uplink frequeancias (44 GHz).
At heights wmore than about 10 ke, the
gassous attanuation (s reporcted to be close
to that for a SATCOM link with the samas
elavation angle (Ref. 23)

Propagation affects have
impacts on the commsunication and ({inter-
ception/jamming paths. For exsmple, rafin
attenuation that f{s likely to occur for s
emall percentage of time 1is of conaidaradle
fmaportance to the user who 1is concsrned
with the inforsation trsnsmission with high
reliablility. Therefore, the margin for the
user path is often s persanent feasture of
the cossunication aystem unlasga the uplink

diffexent

pover or FEIC are sdaptively controlled
(Refs. 24-26)., and this aide an finter-
ceptor. Hovever, ths {wmportsnce of rain
attenustion 12 significantly less for an

fnterceptor or jemmer vwho does not neces-
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A typical area coverage quiescent partern for each of the
antennas is shown in Figure 2. The beams were weighted
equally and the beam spacings were chosea w produce a
uniform gain over the area. As showa in Figure 2, the
gain is fairly uniform out to 0.75 degrees for each of the four
cases. The first sidelobe is approximately 25 dB down from
peak gain for the 7-beam antenna, 20 dB down for the $-beam
antenna, 35 dB down for the 16-beam antenna and 33 dB down
for the 19-beam amenna.

Guescent Patteins

Figure 2. Area coverage Guescent 1aitand paniems

Il Area Coverage

Area coverage performance assumes that the satellite is
servicing a user at an unknown location within a specified arca
The quiescent pattern consists of all the beams being “on™ and
equally weighted 1o produce a uniform coverage over the fixed
area

Three jammer scenancs are considered for the area coverage
statistics. The first scenanio consists of one mobile jamnier
within the coverage wea. The second scenario consists of one
mobile jammer within the coverage area and onc fixed ammer
outside of the area coverage. The third scenanio coasists of two
mobile janumers within the coverage area and onc fixed jammer
outside of the coverage area. The mobile jamuner signal 1s
assumed 10 be 15 dB greater than that of the user signal at the
receiver; the fixed jarnmer signal is assumed w be an additonal
10 dB suonger. The suatistics were generated by randomly
selecting ten posinons of the mobule jsmmer(s) within the army

. Two additional cases are included in the stanistics in
which the mobile jarmmer(s) is located at one of the double and
one of the mple/quadruple crossovers to ensure thet worst case
Jammers are properly considered. The acdition of these cases
may lead w0 somewhat more conservative results.

The antenna system “cancels” an interfering signal by
measunng the inconmang s. . nals and adapting the weaghts spplhied
1o cach of the elements 1o place 3 pasern null in the direction of
the undesired source {4). For an N-beam antenna, the steady
statec weights W are detertruned by the N x N correlation mamx
C at the antenna clements and the iminal pointing (weighting)
vector P

w=C'P
where
P=(11..1)

Phasing has not beer applied to the 1utal weights.  Phasing
would reduce the perceat ares coverage loss due 10 the
narrowing of the null in the desired direction. This effect
becomes less promounced for multiple nuils (3]. System
performance was meatored by calculating the signal to
mmmm(sm)mmmwgw
energy pe- chip divided by the noise (EChip/Ng). This value
was then 10 a threshold of 12.4 dB which was
assumed for link closure.

The percent area coverage available for communication as a
function of data rase is shown in Figure 3 for each of the four
in this Rgure, the percent asca coverdge is a decreasing function
of data rate. In the onc jammer scenario, for example, the

nt arca coverage decreases from imately 97% to

% as the data rate increases from 1 M 10 64 MChips for
the smal'ct apertyre anteana, and drops from 99% to 91% for
the hxgcra’gmnt anicona.  The larger aperture antennas
cuiperform the smalier aperture antennas for cach of the three
jammer scenavios, and performance for each of the antennas
decreases as additional jammers are preseat. In general, the
hexagonal configuration (7-beam, 19-beam) outperfarms the
comparable square configuration (9-beam, 16-beam), an effect
which is more evident as the number of jammers increase.
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vhere - n

. N
e 9—] x [—9— IN >N (9)
[uo + J/\IJR [ I k7] o

vhere (C/3,)p is gilven by (8). J denotes
the jammer power in a ceceiver bandwidth of
w.

S’wilarly, carrier-to-noise
density catio at the interceptor
vritten as:

x C(')
(o G
[ A1 T [T]x (10)

G (#)

pover
may be

where:

transmittar antenns
gain in the direction
of the iaterceptor;

L1 - (4¥R7/>))? = fres-space
loss in the path
between the transmitter
and the {nterceptor;

1:sospheric loss
betwees the transmitter
and the interceptor;

al

(G/T)y

figure-of-geric of the
interceptor antenna |in
the directicn of che
transmitter.

The parameter 47, vhich is a mecsure
of the post-detection (output) signsl-to-
noise power ratio of a radiometer (energy
datector), can be shown to be relstad to
(C/Ny,);. the carrier-to-noise power density
ratio requivred at the tnput of the intex-
cept receiver for s apacified Pp (proba-
bility of detectiorn) and P (probnbill:y
of false salarwm) (Refs. 32 anf]

o /f
N (1)
[Ho]l "l

- correctior factor i{n ustng
Caussian stetistics at the
vutput of the snergy
(square lav) detsctor shen
it should be chi-square

statistics. It ls [
function of Pp, and
the TW; product *or [
spread spectrum signal,

the time-handvidth product
{3 large enocugh (even fnr
relatively Joall values of

T) to asllov the use of
Gaussian statisti{cs, then
n =1,

T = total fntegrs-ior time,

LB - tandwidth of
receiver.

lnterception

Tne post-catection
over ratio required to schifeve & certain
P and F Ceqands on cthe Interception
recaiver. A signsl {s assumed to be
detactable with & Pp and P {f d exceeds
some threshold value SNR E% a4 non-jamming

signal-to-nofise

environment. thius leads to ra Intavception
range R, which {s found from (10) and
(l1):

A N U
Ry < aw X {Fr > 6D < kqusﬂ

29-7

A

A close look at (12) shows that the
intexceptior range changes with «oma
facters which are determinad by the wuser
transmittar, the atmospheric losses and the
characteristics of the interception
recgiver (Ref. 31). Since some of these
factors are already discussed {n connection
vith jamaing factors, we will be concerned

(G/T)
al

with those associated only with {ntercep-
tion:

(1) The filgure-of-merit of the

interceptor antenna is a

primary trade-off vparaameter

for detection, since the
search asrea within the field-
of-view of the ({(nterceptor
decreases with increasing
antenna gain. Note that the
intercaption range is directly
proportional to the {nter-
ception receiver antenna size.
The desire to maximize Pp
favours antennas with large
beamvidths so that large
spatial sectors can be rapidly
searched; hovever, detection
and sensitivity consideracions

will 1likely be the prissry
drivers for the antenna
design. To in-reasec the
detection capability for [
fixed coverage area, finter-

ceptor can opt to use larger
antennss and i greater number

of thenm. Another alternatjive
is to use scanning antennass,
vhich tmplies a reduced
integration time. Assuning
that the period of the

scanning cycle is less cthan or
squal to the transmission
duration, then only & fraction
of the zrenssiscion time could
be oLbserved by an Interceptor
Recent advances ir phased
arrsays and multi-hesa antennss
will evidently offar many
advantages to aen interceptor
(Refs. 9., 34 and 3%).

(i) EIRPT (thus PT) s detsroined
by the systam design.
Obviously, the EIRP (n the
direct‘on of the intercsotor,

Py Gy(#). should be kept at
wminlaus for decreasing the
interception range This can

be achleved by winimizing the
tzanseitter pover and the
sidelobe Jevels of the wuser
tyanseitter antenns

({11 SNKR denoc:ces the effective
post-datection signal-to-nolwse
ratio at the {interceptor to

achieve certain dstection and
false slarm probabilicfes

Th.s depends an the
interceptor design, the
integration tiae and the

interception bandwidth.

(lv) Forcing an in*erceptor to use
a wider bandwidth and .

shorter integration time 1is a
vleaver strategy to redu:ze the
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interception range (see (12)).
However, because of the
(I/UI)* type depandence, the
likely effect of this strategy
may not be very significant.
FOor example, an 1increase in
the interception bandwidth
frcm, say, 40 MHz (typtcal for
SHF band) to 2 GHzr (et &4 CHz)
would decrease Ry by s factor
of 2.7. In case wvhere the
whole SHF satellite bandwidth
(= 340 MHz) 1is used, Ky would
bs reduced by only a factor of
1.59%.

As far as ths LPE gnrformance 1is
concerned, supariority of or. or the other
af the two main spread spectrum techniques,
nasely direct sequeance (DS) and Fd, is s
controversial {asue (Refs. 36-38). The
frequency hopping waveform provides the
interceptor with options in receiver design
thet can 1improve Iinterceptor performance
such as dividing the spresding bandwidth
(vhich aay be much wvider coanared to that
offered by DS system3s) into channels an¢
dedicating & narrowband receiver t:> each
channel. Vhile this approach does require
a greatsr {(nvestment on the part of che
interceptor, 1t {increases ths prodbadbilicty
of interception (Ref. 238). On the other
hand, DS signals can easily be detescted by
carrier and chip-raste detectors which are
relatively sisple sad ({nexpensive. In
practice, most of the {interceprion tech-
niques offer siailar performance to that of
a widebasnd radiometer.

In slow FH systems, an {(nfarceptor
mey be able to detect and recover informa-
tion from esch hop. Fast hopping may be
generally better since It raduces the
fntegration time and cousequently leads to
reduced interception rsnge. However, whan
the hopping rata exceeds the data rats,
non-cohersnt combining losses at the user
receivar would require & matchirg increass
in the EIRP of ths user trsnssitcer, thus
potentially reducing the ECCK capabilicy of
the system. For an jmproved ECCHN perfor-
sance, the syscem designer has to determine
the optimus hopping rats as & trsde-off
between non-coherent combining losses,
deshopping Limplesentation, seynchronization
and vulnerability to RBJ (Ref. 36)
Howvever, praccical considerations [ Y34
probably dominats in the cholce of hopping
rate, particulsrly as argusents sbout the
sneay‘'s ability to detect and possibly
follow a FH signel are highly speculative.

1 AN EXAMPLE: UPLIMNK IRTERCEPTION

To coupare the sffectivaness of the
interceptior threat at SHF and EHF fre-
qQuencies, let us consider an intarception
vrecelver with s h-ft diameter antenns and
400°K noise temparsture. Assume that the
interception receiver operates with a Pp =
0.9 and Poa ~ 10°¢; chie requires & post-
dectection an of at least 7.6 db The
assussd {ntegration tiwe of T ~ ¢2 S as
correeponds to one hop durstion of s 16
hops/» FH syscem. The interception
bandvidch {s taken as 2 CHz for EHF uplinks
wvhile. in the SHF band, spresd bandwidths
of 40 MM:r (cyplcal for DS systems) and 340
[ 1.} (typically ssxinue svallable [ 4]
bandwideh) esre constidered Atmospheric

losses are igncred in the SHF band but, in
ths EHF band, they &re assumed to be 12 ap
(range: 240 km, interceptor height: 9.1 km)
for an sair-borne uplink interception
platform and & dB {CCIR region H, 5% outage
and 20° elevation angle) for & space-borne
upliok interception platform (Refs. 1 and
36).

Based on the above asszumptions, the
variastion of tha interception range wvwith
the BIRP of the user transajitter In the
direction of an interceptor, Py Gp(#), s
shown {n Fig. 5, from which ths following
conclusions can be drawn:

[@9] E4¥Y offers an imprcved LPI
performance compared to SHF.

(i1) The wuser signala, with EIRPs
higher cthan approximately 20
dBn {in the direction of an
interceptor in the SHF band
and 35 dBm tn the EHF band,
¢can be detected at ranges
closer than 300 km or s9.
Note that an EIRP of 20 dBm,
in the direction of an
fnterceptor, can be achieved
with far-out sidelobe 1levels
as lov as -30 dBi and 100V
transmitter powver. With s
6-ft antenne size, such a
transmitter can realize a psak
EIRP of 89 dim (in the
direction of the user
satsllite) ar 7.5 GHz (Ref.
19). This terainal can hardly
support a 75 bite/s link ever
under nuisance-jasming
conditions. This may provide
a clear oexanple for showing
the vulnerabi{lity of user
systems against intercsption
under jamaing.

({i1) Since the 1interception rxange
is directly proportional ta
tha {nterceptor antenna 3ize
(see (12)). doubling the
intsrceptor antenna size (1 fc
instead of h ft in Fig. 53)
doublas the interception
range.

In view of the ebove conaiderstions
one can conclude that tne LPE performance
of MILSATCOM systems can be i{uproved and
the interception range can be minimized by
the foliowing:

(1) Operetion fn the EHF band.
Although f{t 1s highly sce-
nario-dependent, {t {s obviovus
that the EHF band (s =more
suited for LPE purposens
compared to the SHF band.

(11) HManimizing the effactive
spread spectrus processing
gain, {.e. reducting the data
rate gsnd/or increasing the
spreading bandwidth.

(111) Reducing the sidelobe leval of
the user trsnsaitter antenns,
to decreases the powver radiated
in the direction of potencisl
interceptors and t3 incresase
the antanna discrisination
sgaingt jawming signele.
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Fig. 5 Varietion of the interrception range
versus tha LRIRP of ths user trans-
mitter in the direc-ion of au
interceptor. Pp = 0.9, Pr - 10",
SNR - 7.6 daB. lIntegration time T| =
62.5 ms, (G/T)1 = -6 ¢B at 7.5 CHz
and 7 dB at 4& GHz. L - 0 d8 Zor
SHF, and 12 dB sand 4 ab for respec-
tivaly air-borne and space-dborne EHF
interception platforas.

(iv) MHinimize the user EIRF and the

¢uration of transeitted
signels subject to communi-
cations requirements. To

satisfy higher EIRP require-
ments, one should {ncrease the
antenng size {nstead of the

transaitter pover vhile
keaping the sidelobe levels as
low as possible. Thus,

sidelobe radiation is kept st
a einisus for AJ and LPE
purpesss

(v) Take full advantage of site
shielding and propagation
slffects.

(vi) The LPE vaevefore of cholce is
FH over as wvide a spreading
bandvidth aa possible. Vhere
LPE rether than A, {8 the
overriding considerazion, time
spreading in addition to
{requency spresding msey also
be considered (Ref. 3(). Note
that AJ and LPE represent
ofton conflicting modes of
operation.

(vit) Ensure adequste operatcr
treining in LFE procedures.
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4. REPEAT-BACK JAMMING

RBJ, vhich 18 a thresat wmainly
sgainst slow FH and hybrid systaas,
consiats of {intercepting, processing and
re-transaitting the signals, recef{ved froa
the user transmitter, to the user recefiver
before ths user system hops to & nev set of
frequency channels.

To be sffective in RBJ, the
differential path delay bestween the repeat-
back jesmer asnd the user receiver (the
difference in time delay betwsen the
propagstion path and the path via the
repeat-back jsomer) should be less than the
difference betwveen the FH signal dwell time
and the time required to proceas the
intercepted asignals (Refs. 30 and 40).
Thus, higher the  Thopping rate, more
protected the FH system is against RBJ and
closer the RBJ platform must be to the
propagation path.

Apart from the above restrictions,
there arasa othsr problems associated with
RBJ . A large portfon of ths hopping
bandwidth must ususlly be monitored by the
interception receiver of a RBJ platform.
In presence of wmany coamunicators In

different chanunecls, the incterception
recei{ver may be faced with a formidable
signal-sorting probles (a.g. time of

arrival, direction of arrival, setc.) 1in
attempting to {solate a small nuabar of the
intercepted signals to be cargeted (Ref.
40) .

RBJ applies to becth up- and down-
links. In contrast to an uplink repeat-
back )emmer, & downlink repeat-back jawmamer
can i{n%ercapt all downlink channels within
the coverage ares of the satellite.

RBJ can therafore be a potentisl
threat only sgainst slov FH syscems. This
threat can be countered by incresesing the
hopping rate. This, in turn. {incresses the
cost and decreases the reliabilicy of the
RBJ platform. wakes the synchronizstlion
more difficult and puts limitstions on :he
svitching tims of FH eynthesizers (Ref.
4C) .

Re:ertlv, there has been consi-
dersble interest in che vulnerability of Fu
systems to RBJ and the rc¢juired counter-
weagpures (Refs. 41-44). Among the techni-
ques suggestied to partially slleviate thias
threat {2 & randow FH/FSK system which
diffsra f.om the traiitional methcds bar.d
on fast FK techniques (with attandant
synck-onization probless) and consists of s
slov FH system wvhich 1s yst not susceptible
to RBI. This teschnique 1involves the
selection of <the FSK signalling tones
(during sach hop) pseudc-randosly from all
signalling tones aveilable in the FH band-
vidth. The effectiveness of & repsat-back
jaxrmer can Chus b¢ reduced drastically
since such a2 jamwer can follow and jam only
the signalling tone frequency over which
the data {s ¢ent (Ref. 4l).




3. CONCLUSION

This vpaper aime to Iideatify the
relative significance of the factors
deteraining the performanca of MILSATCOM
syatems against electronic ettacks. This
12 avidently very fuportent for the zsalis-
ation of robust NILSATCOM systems since 1t
leads to the provision of balanced and
cost-effective ECCM.

The relative
ECCH factors are

significeance of the
idencified <(rom the
performance predictions for MILSATCON
systams, operating vwith geostationary
satellites, under up- and dowalink jamming.
The system vulnerability wugaiost signal
exploicacion sand RSJ 1s considered. The
isplications of AJ and LPE modes of
operation 4iun SHF and EHF bands are alse
discussed.

There are many aspects of MILSATCOM
systems that can be exploited by an enemy
and most of these aspects cen be improvesd
by wvarious ways. Therefors, the provistion
of nacessary ECCM is often & costly and
complex process. It 1s crucial, at the
first stags, to develop an avarsness of the
relative {mportance of the ECCM factors.
The specific ECCM required by a systes can
be iaplemented {n a balanced, 1integrated
and cost-effective way only at the design
stage, not in 1isclstion but when balanced
wvith countermeasurss sgainst npuclesr and
physicsl threats as well.

This paper is concerned with
NILSATCOM systems opsrating with goo-
stationary sstellfites. Use of alternstive
orbits and the proliferation of SGCTs and
spacecraft as counterseasurss to elesc-

troni¢, nuclesar and physical attacks are
not considered.
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Discussion

Prof Ince
In your chart, where you showed throughput verus jammer EIRP, you were assuming that the receiver was not lincar: Am [
right or wrong?

Author’s Reply
I think we assumed that the receiver. to show an acceptable performance, should have an E /N, which is equai to 10 dB.
10dB 1s sufficient for an acceptable performance. That is a generic number — it doesn't necessarily correspond 1o a
particular specific equipment. But it doesn't have to saturate the receiver.

Dr B.Felstead, CRC, Canada
(1)  What form of intercept device did you assume? Was it a wideband radiometer?

(i) Have you done any example calculations of detection range”? I am concerned that, cven with spread spectrum,
detection ranges can be hundreds of kilometres.

Author’s Reply
(i) Tokeep the results more general, we modelked the interception receiver in terms of the post-detection signal-10-noise
ratio required to achieve a certain probability of detection and probability of false alarm. So. the results apply to any
interception receiver.

(1) The results of the sample calculation are presented in Figure S of the paper. Figure S confirms your opinion that
detection is possible at very long ranges even when spread spectrum systems are used.
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PERFORMANCE OF MILSATCOM ADAPTIVE ANTENNA SYSTEMS
IN PULSE JAMMER ENVIRONMENTS

W. B. Gail and 1. M. Weiss
The Aerospace Corporation
P.C. Bax 92057, Los Angeles, Ca. 90009
US.A.

ABSTRACT

MILSATCOM antennas which use a linear gradient adap-
tive nulling algorithm to cancei interference respond differ-
ently to pulse jammers than to continuous wave (CW) jam-
mers with the same peak output power. For a pulse jammer,
the snteana ndepts to cancel the interference when the jam-
mer i3 on aad recovers toward the unadapted state when the
jammer is off. The adaptation time constants are approxi-
mately proportional to the received jammer signsl power and
the system noise respectively; the “attack” time constant is
genenally much smalles than the “release” time constant. An
effective pulse jammer exploits this time dependence to pre-
vent the antenns {rom fully cancelling the interference.

For a particular antenna system, the worst case pulse jam.
mer for & given waveform can be expected to occupy a well-
defined region of the operating space defined by the sspect
angles, signal power, jammer power. duty cycle, and pulse
repetition frequency (PRF). In this paper, the effect of cach
of these parameters on satenps performance is investigated
for a multiple pulse jammer environment. The worst case op-
erating space is identified for typical MILSATCOM antennas
and the chasacteristics - [ the operating spaces are compared.
Under certain well-defined conditions, antenna performance
in & pulsed interference eavironment is worse than in « CW
interference environment.

I. INTRODUCTION

Adaptive antenna processors which use s linear gradient
least-mean-squares (LMS) nulling algorithm to cancel jnter-
ference arc potentially vulnerable to pulse jammers. Such
algonithma can be characterized by “attack™ and “release™
time constants which describe adaptation to the jammer on
and off states respectively. An effective pulse jammer ex-
ploits these time constants to prevent the anteana from fully
cancelling the interference. Previous work in this arca i1-4}
suggested that the vulnerability of & pasticular antenas sys-
tem cap be highly dependent on parameters such as jammer
sspect angle, jammer duty cycle, sad ccoperstive effects of
maoltiple pulse jammers.

lo this peper, the performance of multiple heam (MBA)
sntennss in the presence of pulse jammers in 1uvestigated.
The four antennas which were counsidered, 7-clement and 9-
ele-mert arrays using an aperture diameter of 71 cov and 16
du & tand 19 clement arrays using an aperture diameter of
111 a0 ., were demgaed (0 provide an ares coverage diameter
of rejceximutely 1 5°. 4 ~wmilar comparisna hetweon a 7.
clen eat linear asray and o edement MBA was desrribed in
s previous paper |

The basic theory of bow & lines' gradicet nulling system
respoads Lo puised icterference bas been given u. 1° The
complex wesghts which are ..ed to control the cutpwt of an
sdeplive antenna salisfly the equation

‘%':- + h@W = kS (o

where W is the complex weight ve ctor, § is the covariance
matrix, k is the LMS loop gain, aad S is the stecring v-ctor.
A pulsed interference sons 1 is characterised by discontinu-
ows amplitude changes which occus at dircrete times ¢ - ¢,
If it is nseumed that the interferemce amplitude is constant

within the interval between ¢t = ¢; and t = ¢,,,, the transient
response of the weight vector during the interval is given by

W(t) = et () - $7's) + 'S (2)

where W(t,) is the weight vectlor at the stast of the interval.
It is generally convenient to define a normalized time variable

T = kazi N (3)

where ¢ is the variance of the assumed white Gaussian noise,
snd a normalized covariance matrix
)
¢ = (4)

a?

3o that the results arc independent of the particular choices
for k and o?. The unit of time in this formalism. r = 1.
corresponds to the “release” time constant { = 1/{ke?) which
characterizes the time required for the weights to reach their
equilibrium values in the absence of jamming.

II. THEORY

Consider s single jammer with fixed amplitude. position.
pulse-repetition frequency (PRF). and duty cycle. If the
jammer turns on at time r = 0, the weights will exhibit o
transient response as they settle toward equilibrium (Figure
1). The equilibrium response of the weights is characterized
by a time-variation that is the same from one jammer pe-
nod to the next: the weight vector at the beginning of the
jamumer period is thus equal to the weight vector at the end
of the jammer period (Figure 2a). By equating these weight
vectors, an expression for the equilibrium weight vector I
st the heginning of the jammer period can be obtained:

Wo = (1 - E,E
[E)“*E|)Q.'S+(i- E,)Q}‘s} (5)

where
E, et 16}

18 the exponential matnx for the 1'* interval between jam
mer state changes, 7, is the time at the start of the interval,
and 4, is the covaniance matnix for the izt:ovat. The time-
dependence of the weight vector for the entire jammer pe-
riod can be obtained easily from Equation 2 once this imitial
weight vector is known.

Figure 2b shows the generic response of the weights to an
iaterfeseace eaviropment which includes several such jam-
mets. If the state of one or more of the jammers changes st
time r . 7, the weight vector responds according to Equas-
tion 2. Assume that there is & master jammer perivd T
such that 7, /, 1s an integer for all of the individual jammer
penods T.. Simce the weights o the end of the master inter
va. must equal the weights at the beginning of the master
interval. an expression for Iy can again be cblained-

“ (o e

lf( 1 &0 t.‘.)O_‘S’ - £.yo,,'.<]

b \yzeeld

o=t

17




gtﬁ‘ R ¥ AJ L] 1
~or AAANNAAN A
3t ANV AN
"ot /N
g3
2 |
st J
Qg..

y
gﬂtlj

F ]

o 0.2 0.4 0.6 0.8 3

Time

Figure 1: Typical transient response of aull depth to a pulse
jammer

where n is the number of intervals in the master interval
{equal to the master interval divided by the shortest jammer
period).

111 ANALYSIS TECHNIQUE

In order to investigate the adaptive antenna response to
pulsed interference, a computer code was written to solve
foi the equilibrium time-history of the weights. using Equa.-
tious 7 and 2, aud calculate the signal-to-intetference plus
noise ratio (SINR) as a function of time over the master jam-
raer period. The antenna performance was then evaluated
in terms of the mean bit error rate, given by

VM siwaq
F':‘z_T;-/o e SINRgy (8)
by assuming a differential phase-shift keyed (DPSK) wave-
form. This relation is valid as long as the bit rate is much
larger tban the jammer PRF. I order to approximate the
effect of hardwar> errors, null depth was artificially limited
io the computer code te a maximum value of 30 dB.

The analysis was performed for two feed packing geome-
tnes for each of two MBA aperture diameters. The patterns
for these antennas are shown in Figure 3. For the 71 ~m aper-
ture, T-clement hexagonal snd 9-element square pack feeds
were conssadered. For the 111 e apetture, 16 clement hexag.
onal and !4 eclement aquare pack feeds were considered. For
ali four aatennas. the pesk guin of the individual heams snd
the beam spacing werr chosen to produce an area (uverage
with comparsble gain ana a diameter of approximately i.5°
The 7t cm antenoas used & uniform feed illumination witk s
5 dB edge taper while the 11} cm amtennas used 3 Bessel on
2 |0 dB pedestmi feed illumination with a .13 dB edge taper.
The elevation angie 13 defined as the angle between the ray
direchon and boretite The specifications for these antennas
sre listed in Table 1.

The variables which descnibe the jammer~ {power. band.
widli elevatios and azimath. period. as 4 PRF), the receiver
'bandwidth), snd 1he uscr (power, rievaiara 2ud azamuth)
define the parameter space bor o particular aatenna system.
The goal of this work was to identify those p-ttions of the
parameter space for which P, is worse for pwise jammers
than for CW jammers and tu compare the results for differ
ent MBA configursiions. Unfoitunately, the lazge number
of dimensions in this space made an exhaustive search of ail
parameter combinations unfcasible. Instead, the code was
set up 1o loop over two parumeters st a time to that an ex-
teasive directed search could be performed. In tnis maoner,
it was possible to develop & qualitative understanding of how
F, varier with each of the parameters. Based on this ucder-
standing. those portions of the paramietsr space for which
the palte jammer P, was worse than that for ¢ CW jam
mes were identified and further analysis was performed on
these sabspaces The parameter space which wes searched
18 showa in Table 2
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Figure 2: Typical time-varieiion of equilibrium weights for:
a) one jammer, b) multiple jamnmers

IV. SINGLE PULSE JAMMER

The results of the analysis for a single pulse jammer are
shown in Figures 4 and 5 for the 7-element and 9-element
MBA's. Each plot in these figures shows P, as a function of
one uf the operating parameters (jammer clevation, jammer
PRF, jammet power, and user power) with curves parametric
in duty cvcle. Because only two parameters varv in each
plot, the others were chosen so that interesting portions of
the parameter space are represented.

7-element MBA. Figure 4a shows P, as a function of eleva-
vion for duty cvcles from CW to 10 * in powers of 10 for the
T-clement hexagonal pack MBA . The solid lines represent F,
wheu the aatenna has fuily adapled to caucel the interfer-
ence and the dashed hines indicate Lhe corresponding P, for
an unadapied antenna. The jammer period in this exam:
ple is 091, the jammer power is 20 dBN (dB above noise).
the samm-r azimuth is 0°_ and the jammer 1s assumed to be
momochromalic  The user is on boresite with a power of 0
dBN Near the 0° elevation of the user. the antennpa is not
very good at cancelisng jammers and CW jammers maintain
ac advantage sitaly on the basis of larger average power. In
the flanks of the -overage area. however, pulse junmers can
be considerabiy i~tore eflective than CW jammers. In this
region, nulling becomes less effective with decreasing ¢ ity
cycle s0 that P, spproache the unadapted value. The effect
is particwiarly evideat for 1 ¢ 10 * dity cycle jammer Out.
side of the coserage area, che sidelobes are sufficiently low
thet po jammers produce bit error rates above the cipping
levelof F, - 10 * The resuits for other azimuths are qual-
stetively ssmuilar due to Lhe approximate - ircular symmetry

of Llve element .

The vanation of F, with the other pacameters can be demon
strated by fxiog the jammer elevation at 0.8°, corresponding
to & jamier in the flanks of the coverage area. Figure 4b
shows how P, varies with PRF for such a jammer. For slow
puise jammers (i ¢, ihe FRF is iess inan i, equirairni to
s jammer period less than the system time constant). F,
increases with increasing PRF until a maximum is reached
near PRF=1 At higher PRF's, P, decreases aguin to the

CW value for higher duty cyrles, hut for lower dut+ cycles
F, becomes independent of PRF. At the Jower duty cvcles.




Table }: Antenna parameters

Parameter [ 7l [ 9e [16-¢ ] 19-el
Diameter (cm) it hmlm
34BBW {deg) lo0.60!0s0! 045! 045
Peak Gain (dB) 436 | 42.8 | 46.7 | 46.0
Beam Spacing (deg) | 0.65 | 0.57 | 0.45 | 0.45
Edge Taper (dB) | -5 -5 -10 | -10

Table 2: Parameter space searched in the study

Component | Parameter | Range of Values
Jammer Elevation 90 to 90° |
Azimuth «° to 180°
JNR -20 to +60 dB
PRF 10°2 to 107
Duty cycle CWto 10"
Bandwidth CwW
Receiver Bandwidth fixed :
User SNR -40t0 +20 dB |

the pulses have become sufficiently short that little adapta.
tioa takes place while the jammer is on and the P, is nearly
that of the unadapted mitenna.

Figure 4c shows how the response to the same jammer
varies with jammer power. A low power jammer produces a
P, which is below the clippiog limit of P, = 10°%. A high
power jammer produces s large P, which approaches the un-
adapted value of 7, as & result of ihe null depth limitation
of 30 dB imposed to simulate hardware errors. This Limita-
tiun is also iesponsible for the cusp in the 18°® duty cycle
curve at & JNR of about 30 dB. There is an intermediate
region {rom approximately 0 dBN to 25 dBN, however, for
which P, is considerably worse for pulse jammers than for
CW jammers.

Figure 4d shows haw the response to this jammer varies
with signal power. At low signal powers, P, approaches a
value of 05 for all duty cycles. At signal powers above -
20 dBN. P, decreases rapidly for CW and higher duty cycle
jammess. indicating the eflectiveness of the nulling. Fot the
lower duty cycle jammers, however. P, doe. not differ con-
siderably from the unadapted value until near ¢ dBN as a
consequence of the less effective nulling of these jammers.

9-element MBA. Figure 5 shows similar plots for the 9-
element square pack MBA. Because of the higher sidelobe
levels in this antenna, F, values above the clipping tevel oc-
cur in the first sidelobe, as shown in Figure Sa. As with
the coverage srea flanks in the 7.element MBA, low duty
cycle pulse jammers are more eflective than CW jammers
in this region, with P, values approaching those of the un
adapted anienna. Figures 5b-d are qualitatively similar to
the comparable plots in Figure 4, indicating the 9-element
MBA responds to pulse jammers in much the same manner
as the 7.clement MBA. Minor quantitative differences can
be determined from the plots.

16-element and 19 element MBA's. Analysis of the 18-
clement square and 19-element hexagonal MBA's shows that
the response of these Jasger sperture antennas to pulse jam-
wers 13 qualitatively sinular to that of the 7-clement and
9-element arrays. Figure 6 shows P, plotied a9 & function of
clevation for both antennas, indicating the similarity to re-
suits for the smaller aperture antennas showa in Figures 4a
and Sa. Ounly minor quaatitative differences exist between
ail four anteanas. suggesting that performance is ot very
sensitive to the number of elements, the pscking geometry,
o1 the sperture site.

General charectersgtion. For these antennas, it is possible
to provide a general chasacterisation of the parameter space
for which P, 1s worse for pulse jammers thaa for CW jam-
mers. This space is constrained by the following qualitative
features: 1) jammer aagrias posilion in sidelobes or flanks of
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Figure 3: Antenna patterns for the four MBA's

the coverage ares. 2) jammer period shorter than the adap-
tive systew lime constant, 3} jammer power approximately
0-25 dB above noise, 1) low jammer duty cycle, 5) user power
greater than .15 dB above noise level. In addition, high PRF
jammers have the valuabie attribute that P, is independent
of PRF for certain duty cycies.

As was found in the study comparing the linear array with
an MBA {5]. there ate a number of general rules which guide
the choice of an optimal jammer for a particular antenna.
First, pulse jammers can be more effective than CW jam-
tners with the same peak power when the jammer is in the
sidelobes or coverage area flanks. The primary exceptions
are very low power users and very high power jamnmess. Sec-
ond, for jammers in the flanks or sidelobes, the effectiveness
of pulse jammets does not increase monotonically with jam-
mer power. Pulse jammers of moderate power can thus be
as effective as high power pulse or (W jammers. This result
is in contrast to previous work, which suggested that null
depth {2} or worst case P, [4] is proportional tc the average
poaer of the pulse jummer. As is indicated by Figures 4e
sud Sa. logF, is proportional to average jammer power near
the ceater of the area but not 30 in the flanks ur sidelobes.
Third, as has been shown previously (1.4}, the optimal jam-
mer period 1s generally comparsble to the time constant of
the adaptive antenna. However, near optimal perfurmance
can be obtained in particular cases if the jammer period is
sho .er than the adaptive time constant: such a pulse jam-
mer is considerably more robust than one which is designed
to reproduce the presumably unknown time constant of the
adaptive antenns. Fourth, an optimal value of duty cycle
can be identified for & particular antenna.

While it was assumed for this study that peak power is in-
dependeat of duty cycle, microwave power devices are gen-
erally more efficient at low duty cycles. For a given input
power, peak power at low duty cycles is typically 10 dB
higher than for CW operation. This result provides an ad-
ditionsl advantage to pulse jammers, particularly in light of
the low duty cycles which were found to be most effective in
this study.

V. MULTIPLE PULSE JAMMERS

To investigets antenna performance when multiple pulse
jemumers are present, s verond jammer with fixed narameters
was added to the simulation and the loop calculations were
performed &8 with the single jammer. Multiple runs were
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Figure 4: Adapted (solid] and unadapted (dashed) mean
BER versus operating space parameters {or the 7-element
MBA with one jammer

made with different parameter values to determine parame

ter dependeacies. To evaluate the impact of the second jam.
mer, the “combined”™ bit error rate obtained by performing
the calculation wih both jammers operating simultaneously
was compared with a “summed” bit error rate delermined by
calculating tae SINR {or esch jammer separstelv and adding.
Any difference belween the combined and summed bit error
rates indicates a coupling of the jammers or an inability of
the antenpa to simuitancously null the jammers to the jevel
that cach can be nulled separately.

A large number of cases were exsmined for all four MBA
copfigurations. No cases were found for which the combined
jammer performance difered {rom the summed peiformance
by more than the compulational error imits Figure 7 shows
(wo examples of two-jammer scenarios for which the “com:
hined” P, was compared with the “summed” F, fur tbe 7
elemeat MBA. In both plots, P, is plotted versus SNR with
the “combined” F, showa as a solid line and the “summed”
P, shows as & dashed line. In Figare 7a, the jpmmers werr
located st am elevation of 0.8° and esimuthe of 30¢ and C°.
correspoadiag o one jammer midway between beams and
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Figure 5: Adspted (solid) and unadapted (dashed) mean
RER versus operating space parameters for the Y-element
MBA with one jammer

the second near the center of the adjacent beam. The jam

mers operated in-phase with period 0.01. The first jammer
had a fixed duty cycle of 01 and JNR:-10 dBN. The sec

ond jammer had a variable duty cyvcle (corresponding to the
{our curves in the figure) and 8 INK chosen to give the same
aversge power as the first jammer In Figure 7h, the jam
mers were iocated a. an elevation of 0.8° and azimuths of
60” and 0°. corresponding Lo positions near the center of two
adjacent beams. The jammers operated in anii-phase with
pentod 1. The first jammer again bad a duty cvcle of 9.1 and
JNR=10 dB. The second jammer had a variable duty cy

cle but a fixed power of INR-10 dBN In hoth figures, the
small deviation of the “summed™ P, from the “combined™
P, can Le acceunted for by the incxact nature of calculating
s “summed” P,.

While it is cddews from tempora) plots 1n these cases that
the 1€sprunsc tu une Juminer can affedt tie responses to other
jammers, the equilibnum bit error rate appears to be unaf
fected by any coupling. Thus the aull “pult-off” effect. which
has been suggested as a pulential problem for linear gradient
adsptive svatems {2]. does not appear to affect the equilib
rium nulling solution when evaluated in terms of F,
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VI CONCLUSIONS

Four MBA antennas were investigated to determine the
portion of the pagameter space for which pulse jammers are
more effective than CW jammers. This parameter sub-space
was found to have well defined characternistics which are qual-
itatively similar for all four antennas. Antecns performance
with one jammer present was found to be significantly worse
for puise jammers than for CW jammers under certain well-
defined conditions. With multiple jammers present, perfor
mance was found to be the same as if the antenns adapted to
cach jammer independently. The results saggest that MBA
performance in the presence of pulse jummers is relatively
insensitive to aperture sise, number of feed elements, and
feed pack geometry for fixed ares coverage dimensions.

¥
N Daty Cycle
4 ¢ O
- = 1070
- 2w 9!
- 3= 9
2
e
12
; X
" \
b \
<
-40~30. -20. -10. © (Y] 20
SNR (dB)
o
10

-»
10

Avg Probw BIL Ervor
>

—40~30. =—-RO. -10. 0. 10 26.
SNR (aB)
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Prof. Ince
The null depth is of the order of 30 dB. (Can you comment on that?)

Author’s Reply
We artificially limited the null depth to 30 dB. essentially to simulate the cffect of hardware errors which typically prevent
the ultmate limit on the null depth from being obtainable.

Prof. ince
(Do you assume) the receiver is linear”? There are no capiure effects, and so on?
Author’s Reply

We simply solve that differential question: so vanous non-linear effects that come into a seal system were not included.

Prol Ince
Do vou intend to produce a prototype of this anienna?

Author’s Reply
No, this i1s a computer analysis only. Directhy, we e gomng 1o do more computer simulations with g:fferent sorts of jamming
problems. that's all.




Performance Tradeoff of MILSATCOM Adaptive Multibeam Antennas
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Los Angeies, CA 90009-2957
USA.

ey require sesvicing a collection of users distribused over s
localized geographical area in the presence of interfering noise
sources. Recent interest ia such applications has focused on the
use of adaptive nulling antennas to counter interfercace by
shaping the radiation patiern in response to the signal
eaviroament This i

parsmeterized by data rate (arca
coverage mode) and by user / jammer separation resolution (spot
beam mode).

1 Introduction

MILSATCOM satellite comnnmication applications may
require servicing a collection of users distributed over a localized
ical arca in the presence of interfering noise sources.

In order to provide reliable area coverage performance, the
receive anieana should reject inserference outside of the coverage

Spread spectrum techniques have been traditionally used to
counter interference. To achieve further noise rejection, receat
interest has focused on adaptive antenna processing.  Adaptive
antenna systems counter interference by shaping the antenna
radiation paitern in response 1o the signal eaviroament. An
adaptive system coasists of a multiple element antenna followed
bymﬂapdwmwhkhmmumemgﬁw
and “cancels” an interfering signal by adapting the weights
applied 1o cach of the elanents to place a patiern null in the
drrection of the undesired source.

For this study, a gimballed multi-beam antenna (GMBA) was
selectd for the antenna system. The GMBA is a mechanically
stecrable MBA based on simple technology and can be easily
implemenied on a spacecaft. The GMBA provides coverage o
users dispersed over a fixed area against a vaniety of jammer
threats. It generally has sidelobes that fall off rapidly outside the
coverage area.  The factors that most influence the GMBA
design are the desired nulling resolution and coverage area.
Resolution is a function of the anteana diameter and wavelength
and coverage arca is deiermined by these parameters and the
number of beams.

The focus of this paper is a comparison of nulling
paformance fur differing GMBA configurstions. Two feed

arrangement, hexagonal and square, are for reflector
dismesers of 71 and 111 centimesers. The frequency band
was selecwed 10 limmit anseana size and improve nulling resolution

within the chosen coverage arca diameter of 1.5 degrees.
Performance is evaluated in terms of the percent area coverage
available facommnoumw purametenized by dauns rate for the
aea the user / jammer separanon resolution

Figwre | illustrases the four antenns configurations studied in
this report.  The comperison coafigurations for the 71 cm.
antenny consist of a 7-beam hexagonal lattice and & 9-beam
square lattice. The isoe configurations for the 111 cen.

of aperture, weighting, reflecsor diameses, wavelength, anG
taper {1.5]. The cener-so-center beamn spacing was chosen
10 produce s 1.5 degree diameter coverage srea.

The 71 cm. antennas assume a circuler sperture with uniform
weighting giving a 3 dB beamwidth of 0.6 degrees in the EHF
band. The center-to-center beam spacing is (.65
degrees for the lattice and 0.57 degrees for the square
lattice. The 111 cmn. aniennas assume a circular aperture with
Bessel on & 10 dB pedestal weighting, giving a 3 dB beamwidth
of 0.45 degrees at EHF. The center-to~center beam spacing is
0.45 degrees for both the hexagonal and square lastice.

The above parameters are listed in Table 1 along with the peak
gain (assuming appropriase losses), dooble and triple / quadruple
crossover poiats, and cdge taper. The loss associated with the
ctossovapoimmwid:respeutothepukegainofm
configuration. The apertures, weighting, and edge taper are
chosen to be characseristic of current and future antenna systems
and 10 produce sidelobe levels thar reflect actual experience.

Figwre 1. Anwenna Coafiguranons
(3) 7-beam hexagonal, (b) 9-beam square
(¢) !9-beam bexagonal, (d) 16-beam square

7 Besen 9 Bearn 16 Beam 19 Bean
Crwcelar Cwoily Cwcoler Cwculsr
m Uadorma Ussform fexeel on Bessel on
pechesanl podesal
Dy M cm Ticm 1o tilem
J®sw (X4 0K a4s ades
Posk gain (dB) Qa6 Qs %7 460
Baum spaciag (113 osr 045 045
Ooubls comover 0.328° axs. ons. ans,
1l 25848 RX ¥ .96 3D
Tophe/Qundregle [ S13 8 0.407, 0.260, oNnr,
cmusover ANN® RX Y. ] - 408 dB 43148
Gigs Tagur (4B) -3 -3 -10 -10

Table | Anterina Configurations
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equally and the beam spacings were chosen toptoduce
uniform gain over the coverage area. As shown in Figure 2,
gmntsfaﬂyumformommondemfuachdﬁww
cases. Thcmndclcbcu:ppmxmulgols down from
peak gain for the 7-beam anicona, 20 dB down for the $-beam
antenna, 35 dB down for the 16-beam antenna and 33 dB down
for the 19-beam antenna.
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I Arca Coverage

Area coverage performance assumes that the satellite is
servicing a user at an unknown location within a specified arca.
The quiescent pattern consists of all the beams being “on™ and
equally weighted 10 produce a uniform coverage over the fixed
area.

Three jammer scenanos are considered for the area coverage
stansncs. The first scenano consists of onc mobile jamnier
within the coverage arca. The second scenanio coasists of one
mobile jammer within the coverage arca and one fixed jammer
outside of the area coverage. The third scenanio coasists of two
mobile jarumers within the coverage area and one fixed jammer
outside of the coverage area. The mobile jammer signal is
assumed o be 15 dB greater than that of the user signal at the
receiver: the fixed jarmmer signal is assumed 0 be an addittonai
10 dB stroager. The statistics were generated by randomly
sclecting ten posinons of the mobile jamwmer(s) within the ares
coverage. Two additional cases are included in the statistics in
which the mobile jammer(s) is located at one of the double and
one of the mple/quadruple crossovers to ensure that worst case
jammers are properly considered. The addition of these cases
may lead 10 somewha more conservagve resuls

The antenna system “cancels” an interfering signal by
m&kmsmmmpmgmemghuappbed
w cach of the elements w0 place 3 patsern null in the direction of
the undesired source [4]). For an N-beam antenna, the steady
state weights W are determined by the N x N carrelation marrix
C at the antenna clements and the iniual poinung (weighting)
vecwr P

waC'pP
where
P={11._.1}

Phasing has not been applied to the 1minal weights  Phasing
would reduce the percent area coverage loss duc to the
narrowing of the null in the desired directon. This effect
becomes less promounced for multiple nuils (3). Sysiem
performance was meatured by calculating the signal to
weerforcoce pius oviss rabio (SIR ) and from that ngmc
encrgy pe- chip divided by the noise (EChip/No m
was then to a threshold of 124 dB which \vas
assumed for link closure.

AL ULTR VI U8l 24l 1o XIUVYAL Ml 2 gllL 7 IVE VR UL U 1V
antenna configurations and three jammer scenarios.  As shown
in this figure, the pescent atea covenage is a decreasiag function
of data raze. In the one jammer scenario, for example, the
t area coverage decreases from approximately 97% 1o
mmMmmmﬁWnlepsm&mmfor
the smal'er aperture antenna, and drops from 99% to 91% for
the larger apernme antenna. The larger aperiure antennas
ouxpuformdwsmzﬂaapcmmanmnnasforuchofmcmm
jammer scenarios and performance for cach of the antenras
decreases as additional jammers are preseat. In general, the
hexagonal configuration (7-beam, 19-bcam) outperforms the
square ccafiguration (9-beam, 16-beam), an cffect

which is maore evident as the number of jammers increase.
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Figure 3. Coverage area avallabuity
for cach of ibe fuue anicinas
(a) One jammer scenano
(b) Two jaouner scenanc
(c) Three jamemer scenano




Table 2 gives the percent ares coverage for two important dats
rates, 8 MChips and 300 MChips, which correspond to
mﬂuplaedvaccunnhngudmdmwu"m} As Table 2
shows, the area coverage availability az the § MChips data rate is
92.4% for the 7-beam antenna with one jammer and 86.8% for
the three jamamer scenario. For the 19-beam antenna, the arca
coverage availability iz 97.1% with one jammer and 92.1% for
the three jammer scenario. At the 300 MChips data rate, the 7-
beam antenna area coverage availability is 63.3% with one
jammer and 53.7% for the three jammer scenario. For the 19-
beam antenna, the area coverage availability is 81.0% with one
Jammer and 70.1% for the three jammer scenario.

Coantour plois of SIR as a function of position within the
beam are prosented in Figure 4 for each of the four antenna
configurations. The jammer scenario consists of a mobile
jammer at an elevation of 0.12 degrees and an azimath of 46
degrecs and a fixed jammer at a elevation of 0.9 degrees (outside
of the coverage arca) and an szimuth of 90 gegrees. These
locations are denoted by an asterisk on each of the plots. The
plots are of 1.0 degree radius to show the effects of both
JaoEmers.

The 19-beam antenna demonstrates the best performance with
distinct nulls clearly placed at both jammer locations. In
contrasy, the smaller antennas show difficulty resolving
the jammers. The 7-beam antenna forms a “null ring™ (2]
passing through both jammers rather than distinct nulls at the
jammers. The ares inside the ring is not nulled and thus is
available for communication. null ring represents s
deterioration of area . The 9-beam antenna also forms
a null ring, but it is narrower than for the 7-beam antenna.

00
(C) 16-beam square

31-3

However, the area inside the riag is also nulled and thus is not
available for communication. 16-beam antenna produces
similur results to the 9-beam antenns but with a funher
narrowing of the null ring area. Ouly in the 19-beam case are
two distinct nulls produced. The ares between the nulls, though
of reduced SIR, is available for icati

% Aren Covcrags for 0as mmar sccnerin
Diatse | 7B 9 Beam HBam  HBam
tMON | 924 Y %4 o
oMo | a3 6Ll 07 "o

4 Area Coverage for two amgees scevanc

Den Raw 7 Besn 9 Bewn 16 Bearn 19 Bewmw
§ MChepn 99 ni 9335 964
300 MChips 89 353 149 7

% Ama Covernge for thew jmpomey soeneno

Dot Ra ? Beam S Bemn 16 Beae 19 Ban
1 MQu Wl £52 9.4 71
300 MChips 12 0.9 &9 ni

Table 2. Coverage area availability for voice
roultiplex trunking(8 MChips) and
sensor trunking (300 MChips)

(d) 19-beam hex

Figure 4. Coatour plots for a rwo jammer scenario
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- Spot beans parformance assumes that the user focation is
known within a besm. The steady stae weights are calculated as
in the area coverage mode, but the initial pointing vector is
chosen such that the beam covering the user is weighted unity
and all other beams are weighted zero. User / jammer separation
resolution is obtained by moving the jammer along a fixed path
mmmcumandulanmgmesmumhpmma}mgmc
path. As the jammer roves close to the user, the user signal
falls into the null Resolutioq is then a measure of the signal
available from the user when a jammer is located at a given

separation angle away from the user. In the following, the
dcdxawdusasngnalmmumedmbczowmmmn
assumed in the arca coverage analysis.

Figure 5 displays the SIR as a function of uscr / jammer
separation angle for each of the four antennz configurations.
For a typical detector, 2 SIR of 10 - 15 dB is needed for
resolution. At a SIR of 12.5 dB, the separation angie for the 7,
16, 19-beam configurations vary from 0.045 degrees to 0.051
degrees (the 19-beam being best); the separation angle for the 9-
beam configuratior is 0.074 degrees. As expected. the 16 and
19-beam anienna outperform the 7 and 9-beam antennas at larger
separation angles due to the larger aperture. There is no
significant difference in performance between the hexagonal and
square lattice for the larger aperture antenna, but for the smaller
aperture antenna, the 7-beam hexagonal lattice clearly
outperforms the 9-beam square lattice.

(n

SIR (48}

muc-nsumuuu‘;n

Separotion Angle (deq)

,_._..-_‘.‘__‘AA

Figure 3. User / jamumer resoiugon
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Author's Reply
be large.

Prol. Ince
Why did you consider MBA rather than phased array !

[ Author’s Reply
Because this was the antenna that was of interest .

affected: the interest was in looking at MBAs.

Tama bit puzgied by the crossing of the contosrs in the 19-antenna configuration. Is this caused by the fact that the jammer
was located north of the user” In other words, would the rectangular array exhibit the same behaviour if the jammer was

Because the antenna is not actually circularly symmietnc. there will be some azimuth vanation. Although in this case the
results were not compared with those for other azimuths., work on ather problems suggests that the hfference shuuld not

-1t was an antenna design that was being studied for future applications
It was not a matter of looking first at performance in a general sense and then deciding how different antennas were
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PASSIVE DETECTION AND LOCATION OF NOISE JAMMERS

by

Dt E.Briemie
Telefunken System Technik
Sedanstrasse 10, 7900 Ulm

Germany

1. Istroduction

Air surveiilance by active radars can be obstructed by suitable ECM-measures. In the simplest case, noise jamming signals in
the radar frequencies are emitted to disturb the operation of ground based radar.

On the other hand, the various electromagnetic emissions onginating from hostile aircrat (ESM- and jamming emissions as
well as unintended but unavoidable emission such as acoustic waves, IR, ...) can be used for locating them and thus compeunsate
for lacking radar contributions to the air-picture.

Due to the different nature of these emissions, different technological concepts are necessary. In this paper, we present and
discuss the highlights of the concept for a Passive Jammer Locator (PJL) developed at Telefunken System Techaik in Ulm. At
present it is designed to process CW-type jamming signals.

Resuits of several field tnals carmied out with an experimental system that was built on the base of this concept are give 1.

2. Operational Task

Ground based radars are mainly jammed by airborme jammers emitting specific signals in their operating frequencies. PJL-
Seiisors are dosigied 1o respuad to this threat by locating the jamming aircraft by measuring and suitably processing the
jamming emissions (broad band noise signals).

As passive sensors do not have control over the characieristics of the detected and processed signal, angular sirobes are the only
spatial information that can possibly be obtained. Actual location of jamining zircraft has to be carried out in a Sensor Fusion
Post (SFP) by using simultaneous angular information from at lcast two sensors. The available strobes are simply intersccted. a
procedure commonly referred to as “Triangulation™. Its principle for the simplest case of one enutter is illustrated in Figure 1.

Seneor 1 Sensor 2

Figure 1 Pnnciple of tnangulation

In multiple emitter scenanos, triangulation displays considerable complexity ax most of the resulting strobe to strobe
intersections do not correspond 1o actual emitters. They are referred to as Tnangulanon-Ghosts:



Emitter 1

Sensor 1

Figure 2 Problem of ghosts:
Intersection G could correspond to an emitter. the outer sirobes could result from sidelobes or false alarms

There is usually a variety of combinations of the resulting intersections that could account for a given intersection pattern. The
process of distinguishing true emitters from ghosts is called “deghosting”™. One way to approach it is by observing the kinematic
behaviour of all appeaning intersections (velocity, acceleration) and then suppressing intersections with nonrealistic motion.
This clearly requires high precision of target location along with sufficiently high update-rates for strobe inform.ation.

Furthermore. only partial instead of omni spaual coverage. insufficient angular resolution and sidelobes comphicate the
tnangulation procedure as can be seen n the following figures:

Figure 3 Due 10 imited spatial coverage of the two sensan anly the shost i vsblc
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Sensor 1 Senscr 2

Figure 4 Insufficient resolution and false alarm. Two interpretations are possible:
1. There are two emitters, not resolved by Sensor 2
2. There is only one emirtter, Sensor 2 reported a false alarm

We conclude that emitter location has to be precise. comglete and unique.

But even when this is the case. kinematic deghosting won't remove all ambiguities. Therefore, additional significant correlation

supporting object features (signatures) have to be extracted and reported to the SFP. preferably on request {for narrow band
data link), to ensure their complete removal.

——— —

We summarize by stating the operational task for PJL-Sensors:

Detection and location of airborne jammers
® precise

¢ compicte

* unique.

Extraction of characteristic emitter features to support deghosting.

3. Proposed Concept, Functions and Entities

—

3.1 Hardware

In order to achieve completeness of jammer detection. fuil (simultaneous) spatial and frequency coverage 1s necessary.

To meet the former requirement, a circular array antenna is used for spatal sampling of the wavefield. Each clement is
equipped with a broadband superhet receiver and 2 AD-Converters (for I- and Q-channel) for digital processing of the
received data.

The upetational frequency range is covered by scanning through it at a rate determined by the needed update-rate.

1.2 Sofiware

To cnsure uniqueness, high spatial resolution is indispensable. In order to limit the size of receiving aperture (mobility).
high resolution signal processing is to be used. Sidclobes should be recognized as welt In addition. an algorithm with high
preasion target parameter estimation is necessary. For that reason. PTMF alganithms {Parametix Target Modei Fitung)
are appropnate. Although being rather claborate. they show high precision performance as the parameters 1o be

esumated (source number, azimuth and clevation angles) appear explicitly in the mathematicai description of the
underlying signal model.

The best estimates for source number and location are gained by fitting rough imtial estumates, extracted from
conventional beamforming algorithm. to the measured data in an iterative manner.

Flevation ang spectral ugnal power density, with a ficquency resolution given by the scanning stepwidth, can be used as
source charactenstics to support the deghanting procedurc. In addition, an iaternal strobe aumber is determined by a
strobe tracking algorithm.



3.3 Configuration and Function
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described above are illustrared below.
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System configuration and functions

4. Features, Advaniages and Growth Potential of the Concept
Without further comments, we list the properues, advantages and potential of MASTER:

—  omnicoverage

—  high spatial resoluton with small antenna
—  tigh accuracy in azzmuth. elevation and power
— lugh update rate

—  few and low sidelobes

~  supression of reflexions

—  scanning of frequency range (broad band)
—  scenano-adaptivity

—  extendibility to include ESM-functions

— optimal baws tor use of trilateration

—  modular cunfiguration possible
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5. Description of Experimental System
In 1984, the German BWB initiated and since then supported the development of a PJL-concept and the realization of an
experimental sensor, with still limited performance, at Telefunken System Technik in Ulm. It became known under the name
MASTER which stands for the German “Mobiles Adaptives STorer-ERkennungssystem™ (Mobile Adaptive Jammer Locating
System).

In the first phase (until 1987), basic investigations 10 define the suitable hardware (antenas) and processing units were carried
out. Following it, the hardware and sottware modules were developed and integrated.

The crucial HW-components are shown in the picture below.

Single receiver and AD-converters

MASTER Expenmental System
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SW-Modules implemeated include:

*  SW for calibration of receiver array 4
*  SW for seasor control
®  Signal processing including strobe tracking 4

Sensor operation can be interrupted any time to renew sensor tuning (calibration). This is necessary because “high fidelity™
signal detection is required (less than 10 deg phase and 15 percent amplitude deviation between channels) to ensure the desired
performance. For that purpose, signal generation and distribution test measurement is incorporated. In the following section we
present some results gained by processing the measured data.

6. Results with Experimental System
In order to prove that the required performance can be achieved with the experimental system in a real noise jammer

environment, scveral field trials were carried out with the assistance of the German air force. The jamming aircraft (1-3) were
tracked by two ground based radar for refererce data: TRML in Ulm and CRC air surveillance radar in Freising.

In all ime sections and frequency windows evaluated, resolution performance and accuracy were as expected. Figures 5 and 6
below illustrate the gain in angular resolution by use of superresolution processing of received data during time periods of
lengths 15 and SO minutes respectively. Two aircraft approach the passive sensor, cross each other’s path and then turn into a
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Discussion

Mr Weis
What s the frequency range of the system”

Authoe’s Reply
The antenna swtem ranee 1s from 2.4 GHz 'o 6 GHe. But (in the case of) the receivers we (made) 1o cost. we restricted
their frequency range from 28 GHz to 2.1 GHz But we have produced a few -~ [ think three — receners with the whele
frequency range that the antenna is designed for and measured the accuracy of performance 1n that range for phase and
amphitude 1o confirm that we would reach the same (system) performance (over the full) frequency range

Mir DJennings
What tecchnigues were used to remore jammer reflections and how dud you easure that genuine jammer signals were not
inadvertenth remosed”

Author’s Reph
They have different propertics. We use the following features to denfy reflections
—~  They exhihitles< monon than jammen
= Thair power vanauon behaviour s different
—  They are expected to show significant correlation (compiex value) with candidates for reflection

E.Balboai. Charles Stark Draper Labhoraton. US
Please comment on the feasibihty of real-ume apphication of this tracking swaem trom 3 hardware and software
\1r\\pmn!

Author's Rephy
The operational frequency range 1s scanned in such a way that every frequency window of interest 1s processed at the
required update rate (1 second). To do this. a reduction by a factor of 10,0000 in the processing time 1s needed. Studies at
Telefunken System Technik show that a factor of 1X4) can be achicved wia artay processing and other techniques The
remaimng factor of 10 will be achicved through algonthmic umplifications, selccuve use of high resolution, and
exploitation of future pruccssing speeds. Present development shows that this is possible.
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Abstract

LPI system quality factors were developed in a
previous effort [1} in order to provide a quantita-
tive analysis tool for the system engineer to em-
ploy in evaluating the effectiveness of LPI tech-
niques in the presence of jammers and intercept
receivers. These LP] system quality factors were
derived from the system link equations which de-
scribe the signal power gains and losses as a func-
tion of system link parameters. In this paper, we
focus on the issue of LPI modulation by defining
the modulation quality factor. The LP! modula-
tion quality factor is a measure of the covertness
of a particular type of modulation when detec-
tion is attempted by a particular type of inter-
cept receiver. The utility of this quality factor is
illustrated by examples and performance curves
which demonstrate the concept.

Introduction

A typical LPI scenario is illustrated in Figure
1, representing any situation in wkich a coup-
erative transmitter and receiver are targeted by
jammers - which disrupt the communications re-
ceiver; and intercept receivers - which attempt to
detect and explait the transmitted signal. Sit..e
all players are likely to be present in any realistic
situation, both the communications receiver >nd
the intercept receiver must be able to functior in
the presence of jamming.

*Gleun Prescott is with the University of Kaasas,
Lawrence Gutmaa and Nas Connally are witk the Wright
Research & Developmeat Center, Wright-Patterson AFB,
OH

The purpose of any LPIl communication sys-
tem is to successfully conduct communications
between a cooperative transmitter and receiver
in such a manner as to minimize the probabil-
ity of interception by an unauthorized receiver.
The communications system is assumed to have
a variety of techniques available for reducing the
probability of interception. For example, the
transmitter may employ steerable high gain an-
tennas and emit a signal with low power density
and large time bandwidth product. The com-
munications receiver may have null steering an-
tennas, adaptive interference suppression filters,
and employ coherent processing. On the other
hand, the intercept receiver has similar available
technalogies - steerable antennas with low side
lobes for eliminating inadvertent (or intentional)
jamming, and adaptive filters for excising nas-
rowband interference, for example.

The principle players in the LPI scenario each
have critical characteristics which can be easily
evaluated and compared. For example, the com-
munications transmitter is characterized by its
transmission power, \ype of modulation and an-
teana characteristics. The communications re-
ceiver characteristics are defined based on some
minimum received bit energy per noise power
dencity ratio, E,/N, at the receiver input re
quired to provide some acceptable bit error per-
formance, F,. Antenna gain charactenstics, re-
ceiver bandwidth and noise figure are also im-
portant parameters to be considered.

The adversaries to the transmitter and receiver
are the interceptor and jammer, respectively.
The intercept receiver is typically a non-coherent
energy detector whose performance is established




by its probability of detection, Py and probabil-
ity of false alarm, Py,. Its performance will also
be influenced by intercept antenna characteris-
tics, intercept receiver bandwidth and noise fig-
ure. The jammer targets the receiver, therefore
the essential parameter in this case is the jam-
mer power spectral density - that is, the amount
of power that can be distributed over the oper-
ating frequency range of the receiver. Therefore,
both power and antenna gain play a major role
in determining jammer effectiveness.

We previously analyzed the relationships
among these players by performing a simple link
analysis [1]. From this link analysis we were able
to develop a set of metrics for evaluating the ef-
fectiveness of a variety of LPI technologies. We
called these metrics the LPI System Quality Fac-
tors, since they revealed strengths and vulner-
abilities, and provided the system designer the
insight to determine how to most effectively con-
centrate system resources.

The Communications/Ints rceptor Link

The signal power available at both the commu-
nications receiver and the intercept receiver is
perhaps the most important parameter in deter-
mining the performance of the two systems. We
naturally assume that there is aome performance
requirement imposed upon the commusications
recei ver, expressed in terms of bit error probabil-
ity. This requirement will dictate some minimum
required signal energy necessary to provide the
specified performance level. The signal power
available at the detector input of the communi-
cations receiver, S. can be expressed as:

FiGeeGos )
(4rRAPL,
In the numerator, F, is the transmitter power;
G, is the gain of transmitter antenna in the di-
rection of the comm receiver; and G is the gain
of comm receiver in the direction of the trans-
mitter.
The carrier power available to the intercept re-
ceiver is:

S =

_ I)lGh'Gu
> @R /L @

G;t and G, account for the gain of the trans-
mitter antenna in the interceptor direction, and
the gain of the interceptor receiver in the trans-
mitter direction, respectively. The denomina-
tor terms in both expressions represent losses,
where (4xR/))? is free space propagation loss,
relatively dependent on the propagations path
leagths, R. and R;. L, and L. account for at-
mospheric losses due to rain, water vapor and
axygen absorption along each respective path.

LPI System Quality Factors

The relative merit of the LPI system with respect
to the interceptor can be observed by comparing
the received signal-to-poise ratios at the com-
munications receiver and the intercept receiver
[23]). S:/N,. is the signal-to-noise density ra-
tio required to achieve some minimum error per-
formance at the communications receiver, while
Si/No is the signal-to-naise density ratio avail-
able to the intercept receiver. Taking the ratio
of these,

SC/N.,C _ PgGﬁGu(4l’R{/A)’L.‘N.’
Si/Noi ~ PGuGr(4x R JA)TLN,

Cancelling common terms and rearranging

3)

(ﬁe_)’ _GiGa Li N, SifN 4
R) “GuCux I. W. Si. W

Where we define the overall LPI quality factor in
terms of R. and R,

QLpr = 20log (%) (5)

which indicates that any improvement in LPI of-
fectiveness will either allow the communications
system to operate over a longer range, or will
require the intercept receiver to move closer to
the transmitter in order to achieve some speci-
fied level of performance.

We have expressed the link equations in terms
of groups of parameters which we previously
identified {1} as quality factors reiaiing to the
antenna, path loss, interference and modulation.
In this paper we will restrict our attention to
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the modulation quality factor which is defined in
decibels as:

Si/Noi
= 101 ( ) 6
Qumop %6\ 5 /N (6)
and for simplicity we can express the modulation
quality factor in terms of a ratio of parameters
as:

- S /N,
M= Scﬁlvoc )

The modulation quality factor contains the de-
tectability parameters which describe the qual-
ity of communications based upon some accept-
able bit error rate F., and the performance of
the intercept receiver based upon some accept-
able probability of detection, P4 and probability
of false alarm, Py,. Only the parameters of the
signal and the method used to detect the signal
are important. Any factors causing the intercept
receiver to require a larger signal to noise ratio
to achieve a specified performance level increases
the modulation quality factor.

The LPI Modulation Quality Factor

The LPl modulation quality factor is seen to be
a function of the ratios of the incddent signal to
naise ratios at the communications receiver and
the intercept receiver. In order to use the modu-
lation quality factor to analyze the performance
of a particular type of communication signal we
need to express S,/N, and S./N,. in terms of
meaningful signal and system parameters.

For the communications receiver, we need to
relate S, /N,. to a performaace specification, FP,.
We will examine a general class of bipary mod-
ulation techniques, focusing specifically on di-
rect sequence (pseudonoise) coded BPSK mod-
ulation; and ou frequency hopped BFSK modu-
lation.

It is well known that for a spread spectrum
system opcrating wit. some spedfied processing
gain, the input SNR can be expressed as:

S, EB,
XV: - A'O{B' (8)

4U-3

where By is the data bandwidth, which for bi-
nary communications is equal to the bit rate; and
B;/By is the spread spectrum processing gain.
We can further relate Ey /N, to the performance
of the communication receiver using the follow-

ing [4]:
P=Q {\/%a . pc)} ©)

where p is the binary symbol correlation coef-
ficient. Solving this equation for Ey/N,. and
including the spread spectrum processing gain
yields,

s,; 1
= B(,_ B )’ 00
For the intercept receiver, we need to relate
its performance to the iaput SNR available from
the communication signal. T}.ere are numerous
models which accomplish this. The model we will
use here is attributed to Engler and Howard (5],
and it expresses the predetection SNR required
to achieve some user specified Py, and Py,

Si + ,’ + 16T, B;
'i Xo X4TB‘ Xo pTPB (11)

where X, is the intercept receiver post detection
SNR and x, = {Q—‘(Plc) - Q‘I(Pd)}’- and
B; - ntercept receiver bandwidth
T. - iotercept receiver integration time
pr - redprocal of agnal duty cyde
ps - maximum of [B;, B.] = B,
and B, is the signal instantaneous bandwidth.
Finally, combining (8), (10) and (11), we have
the expression for the modulation quality factor:

On = Yo Vil+ lGT.H.\om
AT.B(E/Ne) PP

(12)

which, for a birary modulation format can be
expressed as,

Xo+\/x°’+l6TBx,. 1
T BQ- (PR T8l

Qm -pc) (13)




We can define the type of modulation being
evaluated by selecting the appropriate parame-
ters. For example, the underlying narrowband
modulation is selected by choosing p.; where
p. = —1is BPSK, and p. = 0 is BFSK. Pure
PN modulation is indicated by chooging B; > B;
as shown in (8). Frequency hopping is indicated
by choosing the appropriate values of pg and B;;
while time hopping is indicated via pr.

To demonstate the use of the modulation qual-
ity factor, Qajop is plotted versus several pa-
rameters of interest. In Figure 2, the modula-
tion quality factor is expressed as a function of
the probability of detection for a BPSK system.
Figure 3 shows the behavior of the modulation
quality factor versus the comm system probabil-
ity of error. Figures 4 demonstrates the behavior
of the modulation quality factor versus commu-
nication receiver bandwidth for two different in-
formation bandwidths.

Conclusions

The object of defining quality factors for LPI
communication systems is to provide a tool for
the evaluation of the effectiveness of various LPI
techniques. LPI system quality factors were
developed in a previous effort. In this paper
we have concentrated on defining a modula-
tion quality factor which can be used to eval-
uate the relative detectability of variour types
of LPI modulation. The expression for modula-

Jammer f1

tion quality factor accounts for the type of mod-
ulation, including PN, freqeuncy hopping, and
hybrid PN/FH techniques, as well as the type of
underlying digjtal modulation (BPSK and BFSK
in the case demonstrated here). The expression
given in (13) can be modified to apply to QPSK
or any other form of modulation.
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L'AGARD ne détient pas de stocks de ses ications. dans un but de distribution générale a l'adresse ci-dessus. La diffusion initiale des
sblications de FAGARD est effectuée anpris de pays membres de cetie organisation par lintermédiaire des Centres Nationaux de
suivants. A l'excepiion des Etats-Unis, ces centres disposent parfois &' cxemplaires additionncls; dans les cas contraire, on peut
se procurer ces exemplaires sous forme de microfiches ou de microcopies auptes des Agences de Vente dont 1a liste suite.
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AU SERVICE NATIONAL TECHNIQUE DE L'INFORMATION (NTIS) DONT L'ADRESSE SUIT.

ACGENCES DE VENTE
Natonal Technical Information Service ESA/Information Retneval Service The Bnush Library
gNTlS Europcan Space Agency Dacument Supply Dwvision
285 Pon Royal Rosd 10, rue Mano Nikis Boston Spa. Wetherby
ingficld. Virginia 22161 75015 Pans West Yorkshire 1523 780Q
tats-Unus France Royaume Um

wmammﬁpmaonAmummmmmmm&am NT1S)dosvent comporter
la dénomnation AGARD, zinsi que le de sétie de FAGARD (pas exemple AGARD-AG-315 informations analogues, teiles
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